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ABSTRACT

This thesis first presents a novel object-oriented scheme which provides for ex-

tensive description of time-varying 3D audio scenes using XML. The scheme, named

XML3DAUDIO, provides a new format for encoding and describing 3D audio scenes

in an object oriented manner. Its creation was motivated by the fact that other 3D

audio scene description formats are either too simplistic (VRML) and lacking in re-

alism, or are too complex (MPEG-4 Advanced AudioBIFS) and, as a result, have

not yet been fully implemented in available decoders and scene authoring tools. This

thesis shows that the scene graph model, used by VRML and MPEG-4 AudioBIFS,

leads to complex and inefficient 3D audio scene descriptions. This complexity is a

result of the aggregation, in the scene graph model, of the scene content data and

the scene temporal data. The resulting 3D audio scene descriptions, are in turn,

difficult to re-author and significantly increase the complexity of 3D audio scene ren-

derers. In contrast, XML3DAUDIO follows a new scene orchestra and score approach

which allows the separation of the scene content data from the scene temporal data;

this simplifies 3D audio scene descriptions and allows simpler 3D audio scene ren-

derer implementations. In addition, the separation of the temporal and content data

permits easier modification and re-authoring of 3D audio scenes. It is shown that

XML3DAUDIO can be used as a new format for 3D audio scene rendering or can

alternatively be used as a meta-data scheme for annotating 3D audio content.

Rendering and perception of the apparent extent of sound sources in 3D audio

displays is then considered. Although perceptually important, the extent of sound

sources is one the least studied auditory percepts and is often neglected in 3D audio

displays. This research aims to improve the realism of rendered 3D audio scenes by

reproducing the multidimensional extent exhibited by some natural sound sources (eg

a beach front, a swarm of insects, wind blowing in trees etc). Usually, such broad
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sound sources are treated as point sound sources in 3D audio displays, resulting in un-

realistic rendered 3D audio scenes. A technique is introduced whereby, using several

uncorrelated sound sources, the apparent extent of a sound source can be controlled

in arbitrary ways. A new hypothesis is presented suggesting that, by placing uncorre-

lated sound sources in particular patterns, sound sources with apparent shapes can be

obtained. This hypothesis and the perception of vertical and horizontal sound source

extent are then evaluated in several psychoacoustic experiments. Results showed that,

using this technique, subjects could perceive the horizontal extent of sound sources

with high precision, differentiate horizontally from vertically extended sound sources

and could identify the apparent shapes of sound sources above statistical chance. In

the latter case, however, the results show identification less than 50 % of the time, and

then only when noise signals were used. Some of these psychoacoustic experiments

were carried out for the MPEG standardisation body with a view to adding sound

source extent description capabilities to the MPEG-4 AudioBIFS standard; the result-

ing modifications have become part of the new capabilities in version 3 of AudioBIFS.

Lastly, this thesis presents the implementation of a novel real-time 3D audio ren-

dering system known as CHESS (Configurable Hemispheric Environment for Spa-

tialised Sound). Using a new signal processing architecture and a novel 16-speaker

array, CHESS demonstrates the viability of rendering 3D audio scenes described with

the XML3DAUDIO scheme. CHESS implements all 3D audio signal processing tasks

required to render a 3D audio scene from its textual description; the definition of

these techniques and the architecture of CHESS is extensible and can thus be used

as a basis model for the implementation of future object oriented 3D audio rendering

systems.

Thus, overall, this thesis presents contributions in three interwoven domains of

3D audio: 3D audio scene description, spatial psychoacoustics and 3D audio scene

rendering.



Chapter 1

Introduction

1.1 3D audio object oriented coding and rendering

By nature, human hearing is spatial1. It is thus advantageous to exploit this ability

to improve realism and immersion in virtual reality systems and cinema, increase the

amount of information deliverable to users in sonification and alarm systems, improve

the naturalness of teleconferencing systems or increase the listening pleasure of music.

Three-dimensional (3D) audio or spatial audio is a set of technologies that exploits

this spatial hearing ability by synthesising or preserving certain spatial auditory cues

used by the brain to localise sound sources and to perceive their sizes, to perceive

the spaciousness of reverberant environments etc. However, in contrast to traditional

stereo sound reproduction, 3D audio technologies define new challenges in the record-

ing, description, compression, transmission and rendering of 3D audio content.

Recently, with the creation of the VRML and MPEG-4 AudioBIFS standards,

a new approach has been established to transmit 3D audio content: the object ori-

ented approach. Instead of transmitting several fixed full bandwidth channels, this

approach transmits the individual objects composing the scene as discrete entities.

A scene description is also transmitted so that from this description and the scene

1Since we have two ears!

1
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objects, the receiver is able to reconstruct the encoded 3D audio scene. This approach

first improves scalability since less important objects of a scene can be discarded or

replaced by lesser quality objects. Secondly, the transmitted 3D audio scenes can be

altered at the decoder stage since objects are individually modifiable; this allows in-

teractivity with the scene. Lastly, the object oriented approach lets content creators

to author 3D audio scenes that are independent of a particular 3D audio speaker

configuration or technology, since the 3D audio scenes are abstracted and rendered

at the user terminal.

MPEG-4 and VRML, to describe audio and graphical scenes, rely on a scene graph

model. While this approach is viable for describing interactive 3D graphical scenes,

this thesis shows that it is inefficient when describing animated 3D audio scenes, be-

cause the scene graph model aggregates scene content and scene timing descriptions.

In particular, describing complex scene animation can lead to complex and tangled

scene graphs in VRML or MPEG-4 AudioBIFS, or requires an external mechanism to

animate the scene (BIFS-anim for MPEG-4, no equivalent in VRML). After highlight-

ing the issues related to the scene graph model, this thesis presents a novel 3D audio

scene description scheme based on XML called XML3DAUDIO. The novel scheme is

based on a new scene orchestra and score approach which simplifies and centralises

the description of scene animation. This new approach, in turn, allows scenes to be

easily re-authored and modified since the scene content description and the scene tem-

poral description are individually accessible. XML3DAUDIO includes state of the art

3D audio description capabilities found in MPEG-4 Advanced AudioBIFS (AABIFS)

and adds new features such as the description of the size of sound sources and allows

algorithmic composition of 3D audio scene. XML3DAUDIO is compared against the

scene graph model in several 3D audio scene examples. Although only applied to 3D

audio scenes in this thesis, the new scene orchestra and score approach could also be

used to describe 3D audio-visual scenes.
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This thesis then presents novel developments on a technique which can be used

to render the apparent extent and shape of sound sources in 3D audio displays. This

technique relies on several decorrelated point sources which are spatialised at certain

positions, so that, one and two dimensional broad sound sources can be devised. This

technique also permits rendering sound sources with apparent shapes, by arranging

the point sources in certain patterns. In 3D audio displays, rendering of sound source

extent is an attractive feature since it contributes to higher realism and is used to

devise broad sound sources such as wind blowing in trees, thunder etc. This thesis

also proposes to use the apparent extent of sound sources to be used to convey in-

formation, that is, to be used in the context of data sonification. The technique for

rendering sound source extent and its new developments are then subjectively tested

in several novel psychoacoustic experiments where subjects had to identify and draw

sound sources having particular extents and shapes. The results of these experi-

ments give new insights into the perception of the apparent extent of sound sources

by humans and provide recommendations and guidelines when rendering source ex-

tent in 3D audio displays. Some of these experiments were originally carried out by

the author for the MPEG standardisation body to study the feasibility and need to

add sound source extent description capabilities to the MPEG-4 AudioBIFS stan-

dard which could only represent point sound sources. It is then shown how the work

and experiments presented in this thesis resulted in the creation of a new AudioBIFS

node called WideSound, which now allows the description of spatially extended sound

sources in MPEG-4 AudioBIFS scenes.

This thesis finally presents the implementation of a new real-time system for

rendering 3D audio scenes. This system, called CHESS (Configurable Hemispheric

Environment for Spatialised Sound), allows 3D audio scenes that are described with

the new XML3DAUDIO scheme to be rendered and delivered to a small audience (3-

4 people), using a 16-speaker array placed on a novel configurable scaffold. CHESS
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follows a client-server architecture where the client performs XML parsing, manage-

ment and update of the scene and where the server performs all the necessary signal

processing tasks (spatialisation etc.). The architecture of CHESS and the 3D au-

dio techniques that are employed are justified and compared with other techniques.

CHESS provides a new model to implement subsequent 3D audio rendering systems.

CHESS is a versatile system and was employed to carry the psychoacoustic experi-

ments described in this thesis. The creative potential of CHESS is also highlighted

in major projects where the system was used.

1.2 Thesis Outline

This thesis is organised as follows:

Chapter 2 reviews non-object and object oriented techniques for transmitting

3D audio scenes. The two approaches are compared. A review of the VRML and

MPEG-4 AudioBIFS standards is then given. Problems associated with the scene

graph model used by VRML and MPEG-4 AudioBIFS are highlighted. Spatial audi-

tory perception is then reviewed. Emphasis is placed on the perception of the extent

of sound sources in the case of one and multiple sound sources and in reverberant

conditions. Several existing techniques for controlling the extent of sound sources are

then critically reviewed and compared. Focus is then placed on a technique that uses

multiple decorrelated sound sources to render the apparent extent of sound sources.

Several signal decorrelation techniques are finally reviewed.

Chapter 3 presents XML3DAUDIO, a novel object-oriented XML scheme for de-

scribing 3D audio scenes. This technique follows the novel scene orchestra and score

approach instead of the traditional scene graph model found in VRML and MPEG-4

AudioBIFS. It is highlighted that this technique simplifies the description of animated

3D audio scenes compared to the scene graph model, while featuring state of the art
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3D audio description capabilities. An alternate use of the scheme as a meta-data

annotation scheme for describing 3D audio content is also explained.

Chapter 4 presents a psychoacoustic study of the perception of apparent sound

source extent and shape which are artificially rendered using several decorrelated

sound sources. Experiments are first carried out with real decorrelated sound sources

(i.e. speakers) so as to provide optimal conditions allowing source shape percep-

tion. Experiments are then repeated with spatialised decorrelated sound sources so

as to study the feasibility or rendering source extent and shape in actual 3D audio

displays. Other presented experiments study the gain in realism when using broad

sound sources in 3D audio scenes and study perceptual effects of dynamic and time

varying decorrelation. From these experiments, recommendations are given on ren-

dering sound source extent and shape in 3D audio displays. The implementation of

new sound source extent description capabilities in MPEG-4 AudioBIFS as a result

of this work is finally described.

Chapter 5 presents the implementation of a novel 3D audio rendering system

called CHESS (Configurable Hemispheric Environment for Spatialised Sound). The

different 3D audio signal processing tasks used in CHESS are described. The rea-

soning and justification behind the choice of certain 3D audio techniques over others

are highlighted. The rendering in CHESS of 3D audio scenes described with the new

XML3DAUDIO scheme is then explained. An evaluation of CHESS is then given.

Finally, major projects where CHESS was used are outlined.

Chapter 6 defines areas and topics where the research presented in this thesis

could be furthered.
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1.3 Contributions

The most important contributions of this thesis are listed below. They are listed in

order of appearance with the related chapter number and publications.

• Developed a novel object oriented scheme for describing 3D audio scenes based

on XML called XML3DAUDIO and compared it against the scene graph model

(chapter 3) [PB04c, PB02d]

• Showed that XML3DAUDIO can alternatively be used for meta-data annotation

of 3D audio content. (section 3.5) [PB04c]

• Proposed that the apparent shape of sound sources can be rendered using several

decorrelated sound sources.(sections 4.5 and 4.6) [PB03, PS03, PS02, PSS02]

(Prior-art proposed rendering only the width of sound sources using decorrelated

sound sources (e.g. [Ken95])).

• Confirmed that horizontal sound source extent can be rendered using decorre-

lated point sources. Studied variations of perceived extent due to change of

stimulus loudness and signal type. Found that the density of decorrelated point

sources is one of the most important factor and leads to loss of binaural fusion

for low density and source extent underestimation for high density. (section

4.3) [PSS03]

• Discovered that listeners can differentiate sound sources with horizontal, vertical

and rectangular extents and that extent perception depends on sound localisa-

tion accuracy and thus depends on sound source position (section 4.4). Sug-

gested that this ability has practical applications in the field of human-machine

interfaces such as data sonification [PB04a]

• Discovered that listeners could, under certain conditions, identify the shape

of sound sources significantly above statistical probability. Factors influencing
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shape identifications are: signal type, sound localisation accuracy and apparent

geometry of the sound source. (section 4.5 and 4.6) [PB03, PS03]

• Demonstrated that listeners preferred 3D audio scenes that contained broad

sound sources over scenes that contained only point sources. (section 4.7)

[PSS02]

• Discovered that dynamic decorrelation improved the naturalness of spatially

extended sound sources but could lead to listening fatigue. (section 4.8) [PSS03]

• Confirmed that the time constant at which the binaural system performs inter-

aural cross-correlation analysis is around 80 ms [PB04a] (section 4.9). This

result is similar to [CPCS05].

• Initiated and contributed to the creation of a new MPEG-4 AudioBIFS node

called WideSound to represent spatially extended sound sources in MPEG-4

AudioBIFS. (section 4.10) [PB03, PS03, PS02, PSS02, PSS03]

• Developed a novel real-time system called CHESS for rendering 3D audio scenes

to a small audience. (chapter 5) [PI03, SG04]

• Developed a new configurable speaker array which allows quick configuration

changes (section 5.2.2)

• Derived 4th order Ambisonics spatialisation encoding equations (section 5.4.1)

• Implemented 4th order Ambisonics encoding and decoding algorithms into Max/Msp

objects and VST Plugins (section 5.4.2)
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Chapter 2

Encoding and perception of 3D
audio

2.1 Introduction

This chapter first reviews the channel and object oriented approaches for transmitting

3D audio content; the two approaches are compared in terms of scalability and effi-

ciency. Several channel and object oriented techniques for encoding and transmitting

3D audio content are then reviewed. The VRML and MPEG-4 AudioBIFS standards

which can be used to transmit 3D audio content in an object oriented way are then

reviewed (section 2.4). Issues related to the scene graph model used by VRML and

MPEG-4 AudioBIFS are then highlighted. This chapter then reviews spatial audi-

tory perception and related psychoacoustic phenomena. Well known and extensively

studied spatial auditory percepts (eg localisation) are first reviewed (section 2.5).

This review then focuses on one of the least studied spatial auditory percept being

the perception of sound source extent (section 2.6). This chapter then reviews several

techniques to render sound source extent in 3D audio scenes (section 2.11). Emphasis

is then placed on a technique which uses several decorrelated sound sources to render

source extent (section 2.12). Finally, several signal decorrelation techniques which

can be used for the purpose of source extent rendering are reviewed (section 2.13).

11



12

2.2 Encoding of 3D audio scenes

In order to transmit 3D audio scenes over a telecommunications channel, two ap-

proaches exist. The first relies on encoding 3D audio scenes on a certain number of

audio channels (ie at least two). The channel oriented approach is not object oriented

since the objects composing a 3D audio scene are mixed into common audio channels

and are consequently not individually accessible (Fig. 2.1). The second approach for

encoding and transmitting 3D audio scenes is object oriented. In the object oriented

approach, all objects present in the scene (eg sound sources) are located in separate

data spaces and are transmitted (or stored) separately, along with a scene description

(Fig. 2.2). The 3D audio scene description defines the content of the scene, its spatial

structure (ie positions of objects, mechanical relationships etc.) and its temporal be-

haviour (i.e. object trajectories, playing times of sound sources etc.). More advanced

features such as reverberation and sound reflections can also be included in the scene.

At the user end, the user terminal is then responsible for rendering the 3D audio

scene from the scene object resources (eg sound files) and the scene description.

Content

creator
 Decoder


Display

device


Headphones,

speakers


(optional)


Transmission

channel


N audio

channels


Rendered

3D audio


scene


Figure 2.1: Transmission of 3D audio content using the channel oriented approach

Choosing between the channel and object oriented approach depends on the type

of 3D audio scene to be transmitted, terminal capabilities and application. Firstly,

three types of 3D audio scenes can be identified. There are first natural 3D audio

scenes that are captured by 3D audio recording techniques (eg via binaural1 or Am-

bisonics techniques2). There are then synthetic scenes that are artificially composed

1see 2.3.1
2see 2.3.3
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Figure 2.2: Transmission of 3D audio content using the object-oriented approach

by spatialising several sound sources and adding environmental factors such as rever-

beration. Finally, there are hybrid 3D audio scenes that can be devised by combining

natural and synthetic 3D audio scenes. Object oriented encoding of 3D audio scenes

is currently targeting synthetic and hybrid scenes since, for natural scenes, it is diffi-

cult to extract the audio content and properties (eg position etc.) of the individual

objects present in the recording of a natural 3D audio scene. There is, however, on-

going efforts to achieve object extraction from 3D audio recordings in the research

area of computational auditory scene analysis [Bre94].

The channel-oriented3 approach, when encoding 3D audio content, has the ad-

vantage that the terminal is allowed to be relatively simple (i.e. simple playback is

required), however, this approach has two main disadvantages: firstly, scalability is

poor. The scalability problem implies that the end user must own the correct ter-

minal configuration (eg correct number and placement of speakers). Secondly, the

transmitted 3D audio scene is static and cannot be modified by the end user. If

indeed, the scene does not need to be interactive (eg sound track of a movie) and

that the user terminal configuration can be predicted (eg headphones or 5.1 surround

speaker array4) then the channel oriented approach is suitable.

In contrast, the object oriented approach allows interaction and scalability of the

scene. For instance, the same object-oriented 3D audio scene can be delivered to

3In the sense of one transmitted/stored audio channel per speaker; the Ambisonics technique
reviewed in 2.3.3 does not fall into this category

4Defined by an ITU standard [ITU94]
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a wide range of terminals (from a home theatre system to a mobile device) since

the terminal is allowed to render and adapt the 3D audio scene according to its

own rendering capabilities and in function of the display device (eg headphones or

speakers). This adaptability mechanism simplifies content creation since only one

version of the content is required. Another advantage of the object-oriented approach

is that the 3D audio scene can be modified by the end user (i.e. interactivity) since

individual objects and their parameters are available at the end terminal. This allows

the object oriented approach to be suitable for interactive applications such as virtual

reality, teleconferencing, sonification systems etc. A last advantage of the object-

oriented approach is that individual sound objects of the scene can be encoded using

optimal audio coders for their content type (i.e. speech or audio) and that synthetic

audio content, requiring very little bandwidth, can also be included in object oriented

3D audio scenes.

One disadvantage of the object oriented approach, however, is that user terminals

tend to be more complex and expensive since these are responsible for rendering

3D audio scenes from their descriptions. This issue can be resolved by the use of

adaptation servers, which perform the required interpretation of the 3D audio scene

descriptions and then stream the rendered 3D audio content to the terminal as audio

channels. This technique is likely to grow in scope thanks to the recent creation of

the MPEG-21 standard [BVdWH+03, BGP03, Vet04].

Several channel oriented techniques for transmitting 3D audio content are now

reviewed. These are followed by the review of several object oriented standards for

encoding and transmitting 3D audio content (section 2.4).
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2.3 Channel oriented encoding of 3D audio scenes

2.3.1 Binaural recording

Binaural recording requires only a normal stereo audio channel to transmit a full 3D

audio sound field, thus it has the advantage of being compatible with existing audio

formats such as the Compact Disk and FM radio. Based on psychoacoustics, binaural

recording preserves the necessary spatial cues used by the brain to perform localisation

of sound sources, size estimation of sound sources and other percepts such as source

distance and environment perception5. Binaural recordings can simply be obtained

by placing microphones in the ear canals of a subject or by using a dummy head

microphone (Fig. 2.3). Binaural recordings then need to be played on headphones or

two speakers using transaural cross-talk cancellation techniques [Bau93, JLW95].

Figure 2.3: Dummy head microphone example for recording 3D audio scenes binau-
rally (Neumman KU100 model)

Binaural recordings can also be artificially created by convolving a monaural audio

file with a Head-Related Transfer Function (HRTF) filter database [Beg92a, JLW95].

One drawback of binaural recordings, however, is that head rotations of the user

5These spatial auditory percepts are reviewed in section 2.5
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should be restricted since the virtual sound field rotates with the user’s head; this

tends to create confusion in front/back source localisation and is unnatural [Beg94].

A solution to this problem is to use a head-tracking device that records the real-time

orientation of the listener head; from this information, a binaural filter is selected or

interpolated from the HRTF filter database [ADT04] and convolved with the sound

source signal. Although achieving high quality spatialisation, head tracked aurali-

sation imposes a complex and low-latency terminal. In addition, 3D audio scenes

cannot be prepared in advance due the unpredictability of the listener head orien-

tation and thus each sound source must be stored separately; the object-oriented

scheme presented in chapter 3 could be used to provide the necessary meta-data to

transmit such scenes on a communication channel.

Binaural recordings also suffer from non-individualisation of the HRTFs, resulting

in a mismatch between the HRTFs used during the binaural recording and the user’s

particular HRTFs. This results in poorer localisation, front/back confusions and

non-externalisation of the auditory events [Beg91a].

2.3.2 Multi-channel techniques

ITU 5.1 surround

Other techniques use several full bandwidth audio channels to transmit 3D audio

scenes [Dav03]. Each transmitted channel is rendered on a separate speaker of a

given speaker array. These techniques are used in DVD and cinema applications (eg

Dolby Surround [Dol98]). One of the most widely spread surround sound format being

the 5.1 ITU norm [ITU94, Bos00] which is encoded in Dolby AC3 format [TDD+94]

on DVDs. The ITU 5.1 speaker placement norm is depicted in Fig. 2.4.

With multi-channel 3D audio techniques, amplitude panning [Wes98, Pul97] is

commonly performed between pairs of channels to create the illusion of virtual sound

sources that can be placed around the central listener. Other spatialisation techniques

have also been used in the 5.1 surround context, such as Ambisonics [Ger92a, Ger92c]
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Figure 2.4: 5.1 Surround speaker positioning as defined by the ITU BS.775-1 recom-
mendation

and Ambiophonics [Gas03]. Using psychoacoustic concepts, these techniques aim at

improving spatialisation accuracy and increase the sweet spot area compared to basic

amplitude panning.

In terms of efficiency, one drawback of the ‘channel per speaker’ approach is that

the required number of channels is relatively high and directly equal to the number

of speakers used. Another drawback of this approach is that the configuration of

the speakers remains fixed, forcing the user to use the correct speaker configuration,

restricting flexibility and scalability of the format (it is, however, possible to render

5.1 surround content on headphones using binaural spatialisation [Kyr00, Lak]).

In order to decrease the bitrate, traditional approaches of audio coding are often

applied to multi-channel 3D audio content whereby each individual channel is com-

pressed using perceptual concepts (eg MPEG-2 layer 3). However, the psychoacoustic

models used for compressing the individual channels are often based on monaural psy-

choacoustic models. This can result in noise-masking models that, in a multi-channel

context, can add to perceptible quantisation noise levels when these channels are

played back at different positions in space [Spi03].

Another weakness of compressing channels individually, is that spatial masking

concepts and inter-channel redundancy are not used to reduce the bitrate. This
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issue is being addressed, and current research focuses on developing a general spatial

masking model. Other researchers in the MPEG standardisation body are currently

using these concepts to implement what is known as spatial audio coding [JvSBC03]

and binaural cue coding [Fal04].

Without using psychoacoustic concepts, certain multi-channel techniques (eg Dolby

surround [Dol98]) reduce the number of transmitted channels by matrixing the audio

channels onto a smaller number of channels. In the case of Dolby Surround, four

channels are matrixed into two. At the decoding stage, de-matrixing is then used to

obtain the original speaker signals6. During this process, cross-talk between channels

occurs, leading to a smeared 3D audio impression, poorer localisation and limited

audio bandwidth.

It should be noted that the 5.1 format is not based on psychoacoustic theory, but

is instead dictated by cinema and home entertainment industry requirements. As a

result, 5.1 surround can only reproduce horizontal (2D) audio scenes and due to the

non-uniformity of the speaker array, localisation blur and sound source instability

occur on the listener’s sides. Improvements have been proposed, using more side

speakers, such as the 7.1 format. Despite some improvements, this technique still

remains inferior to real 3D audio techniques such as Ambisonics which are based on

solid mathematical foundations (see section 5.4.1).

Arbitrary configurations

In theory, it is possible to transmit 3D audio content using an arbitrary number of

channels and an arbitrary speaker configuration. Currently, however, none of these

configurations are standardised. Since rendering 3D audio scenes on speakers7 requires

at least eight channels (cubic configuration) for hemispheric reproduction, transmit-

ting 3D audio content using a ‘channel-per-speaker’ method is highly inefficient and

6This is why Dolby is said to use 4:2:4 matrixing
7Using non transaural techniques
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best avoided. Ambisonics and object-oriented approaches which are now reviewed re-

main the only viable solutions for transmitting high quality 3D audio content flexibly

and efficiently.

2.3.3 Ambisonics

Ambisonics is a 3D audio multichannel technique invented in the 70s [Ger75] which

has recently been improved to higher orders [Dan03a]. In contrast to multi-channel

techniques described in the previous section, Ambisonics encodes a complete 3D audio

scene onto a finite number of channels which are known as the B-format. Ambisonics,

in its first order form, encodes a 3D audio scene onto four audio channels [Mal95].

First order B-format encodes, for one point in space, the omnidirectional sound pres-

sure (W) and sound velocities in the three directions of space (X,Y,Z). First order

B-format directivity patterns are depicted in Fig. 2.5. At the user terminal stage,

the B-format is then decoded or de-matrixed to match the user particular speaker

configuration (Fig. 2.6).

Figure 2.5: Schematic view of the B-format W,X,Y and Z channel directivity patterns
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The Ambisonics approach has the advantage that the encoded B-format 3D au-

dio content remains independent of a particular target speaker configuration; this

results in a higher flexibility and versatility over channel-per-speaker techniques. For

irregular speaker arrays, however, it is not always possible to compute the respective

decoding matrix and thus, Ambisonics is best suited for regular speaker configura-

tions, such as the circular, cubic or geodesic dome8 configurations.

With higher order Ambisonics, the description of the sound field at one point

requires a higher number of encoding channels9 but a more detailed description of

the sound field is obtained [Mal99b]. As a result, higher order Ambisonics improves

spatialisation accuracy and image sharpness [Dan00]. Higher order Ambisonics is

detailed in section 5.4.1.

Ambisonics

encoded


soundfield


Transmission

Channel


Decoding

matrix


Speaker

array


Figure 2.6: Overview of the Ambisonics encoding/decoding approach

Ambisonics can be used to capture and encode natural 3D audio scenes in first

order B-format using a special Soundfield microphone (Fig. 2.7). Recent research

developments highlighted the possibility of recording 3D audio scenes using higher

order Ambisonics microphones [Lab03].

Alternatively, Ambisonics can be used as a spatialisation algorithm to create syn-

thetic 3D audio scenes (section 5.4.1). This is achieved by matrixing a monaural

signal into an artificial B-format signal. The B-format encoded signal is then de-

coded to the target speaker configuration. Ambisonics also allows hybrid 3D audio

8The geodesic dome is the chosen configuration for the 3D audio rendering system described in
section 5 of this thesis, see 5.4.1

9Exactly (n + 1)2 channels where n is the Ambisonics order
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scenes to be devised, whereby, a natural B-format recording is mixed with artificially

created B-format signals. Ambisonics can thus be used to encode natural, synthetic

and hybrid 3D audio scenes.

Figure 2.7: Tetrahedral configuration of capsules inside the Soundfield microphone

A common problem with Ambisonics and other spatialisation techniques10 is that

the rendered 3D audio field is correctly reproduced on the condition that the user

is located in the ‘sweet spot’ area, placed at the centre of the speaker array. It has

been formally demonstrated [Dan00] that this problem can be solved by using higher

order Ambisonics (HOA), which increases the sweet spot area as well as localisation

sharpness and accuracy. A mathematical formulation of Ambisonics and HOA is

given in section 5.4.1.

There have been ongoing efforts to adapt B-format content to traditional stereo

transmission mediums, this is the case of the UHJ format [Ger85] which, by using a

matrixing technique, can encode two-dimensional B-format11 content onto two audio

channels. Due to cross-channel leaking issues, however, the UHJ format remains

10Except the Wave Field Synthesis technique [VB99]
11Which requires three audio channels
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inferior to the B-format in terms of spatialisation accuracy and stability.

Finally, it was shown [Ger92a] that it is possible to decode B-format content to a

standard 5.1 setup using what is known as a Vienna decoder. This allows Ambisonics

to be used in DVD and cinema applications. Compared to the normal use of amplitude

panning in 5.1 systems, the use of Ambisonics improves spatialisation accuracy and

user immersion [Dan00].

Effects of audio compression on B-format content have not been perceptually stud-

ied, however, it was mathematically demonstrated [Spi03] that quantisation noise lev-

els would become audible when compressing B-format with traditional audio coders.

Phase mismatch between channels caused by audio compression are likely to degrade

the rendering quality of 3D audio content in terms of localisation accuracy and sta-

bility. In the case of Ambisonics, it is thus advisable to compress sound sources

individually in a monaural or stereophonic form and to perform B-format encod-

ing and decoding (i.e. the spatialisation) only at the user terminal stage. This is

only achievable with the object oriented approach to 3D audio coding, which is now

reviewed.

2.4 Object oriented encoding of 3D audio scenes

2.4.1 VRML and X3D

The Virtual Reality Markup Language (VRML) is an International Standard Or-

ganisation standard (ISO 14772-1) [VRM98] that is used to create and transmit12

interactive virtual reality environments composed of 3D graphical and audio objects.

Even though VRML is used to build audio-visual scenes, the present review is ori-

ented towards 3D audio scene encoding and rendering. This review relates to VRML

version 2.0 which is also known as VRML97. X3D [X3D] which is developed by the

W3C consortium is the new version of VRML. X3D is the translation of the VRML

12typically through a web browser interface
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standard into XML syntax with some added functionalities but, in terms of 3D au-

dio scene description capabilities, has currently only the same basic capabilities of

VRML.

Transmission model

In VRML, 3D audio-visual scenes are described in an ASCII13 text file which seman-

tically describes the scene, this file is known as a scene graph [ANM97]. The scene

graph describes the objects present in the scene, eventual hierarchical relationships

between them and the temporal and interactive behaviour of the scene. However,

the scene graph model is oriented towards 3D graphical scene representation and it is

shown in chapter 3 that the scene graph approach is not well suited when describing

animated 3D audio scenes.

To render a scene, the VRML client first starts downloading the scene graph. After

parsing the scene, the client then follows resource URLs, downloads and stores them

in local memory (Fig. 2.8). VRML only supports uncompressed WAV and general

MIDI files. A drawback of VRML is that the scene can only be rendered when

all resources have been downloaded and stored in the local client memory, creating

transmission delays for scenes where a great quantity of audio resources are used.

X3D and MPEG-4, in contrast, are able to accept incoming audio streams, which

reduces memory usage at the terminal and results in quicker rendering start.

After obtaining a copy of the scene graph and audio resources in local memory,

the scene manager then parses the scene graph and sends commands to the rendering

engine to instantiate sound objects of the scene (Fig. 2.8). The rendering engine then

performs the necessary spatialisation and signal processing tasks to render the 3D

audio scene. The scene manager is responsible for updating the scene during scene

animation and user interaction and then sends appropriate commands to the rendering

engine. The rendering engine can take the form of a software only implementation

or can be hardware accelerated using 3D Audio APIs implemented for certain sound

13And in XML for X3D
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Figure 2.8: Overview of the VRML server/client architecture

cards.

Details of spatialisation and signal processing tasks are not part of the VRML

standard. It is thus the responsibility of the rendering engine to perform the appro-

priate rendering in accordance with the user terminal configuration (eg headphones or

speakers, selected spatialisation algorithm etc.). In contrast to the channel-oriented

approach, the object oriented approach thus offers a greater versatility since the same

scene can be transmitted to very different terminals without adaptation.

The scene graph model

The scene graph model follows a reversed tree architecture where the scene root

has dependent child nodes which, in turn, can be parents of other nodes (Fig. 2.9).

This model is used to reflect mechanical relationships between objects so that, when a
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parent object is modified (for instance, moved), its children are automatically affected

by the same transformation. To do so, transformation nodes are used to group and

alter objects in a particular sub-branch of the scene graph (for example to perform

rotation on a group of objects). The scene graph model also allows defining routes

between objects so that complex and interactive scene behaviours are achieved. For

example, a node detecting a mouse click can route an event to trigger the playing

of a sound in an AudioClip node. In VRML, objects have a particular syntax with

parameter fields. Each parameter field has a name, a data type, a default value and an

exposed status. The former defines whether a particular data field can be externally

modified by other objects using the parameter routing mechanism.

Scene

root


Transform

node


Object

1


Object

2


Object

3


Figure 2.9: Schematic view of a scene graph

3D audio scenes in VRML

Objects which can be used to create 3D audio scenes in VRML are the Sound, Movie-

Texture and AudioClip nodes. The semantics of the AudioClip and Sound nodes are

shown in Fig. 2.10. The AudioClip node is used to access audio resources (WAV or
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MIDI) and the Sound node is used to spatialise the audio material in the scene. The

AudioClip node is therefore a child of the Sound node. The MovieTexture node can

be used instead of the AudioClip node when video content is also required.

In the Sound node, the position, orientation and directivity of the spatialised

sound sources can be defined. The sound source directivity model of VRML is coarse

(Fig. 2.11) and cannot describe accurate directivity patterns and frequency depen-

dent directivity. In addition, VRML can only describe point sound sources which

have no spatial dimensions; this results in poor realism of 3D audio VRML scenes

(chapter 4). In terms of describing the acoustical properties of 3D audio scenes,

VRML can describe geometrical shapes which can be used by the scene renderer to

calculate reflections, occlusions, diffusion etc. However, since there is no provision in

the VRML standard to describe material reflectivity properties, only simple reflection

attenuation coefficients can be used. This is simplistic since, in reality, frequency and

angle of incidence attenuation occurs during reflections of sound waves on surfaces

[HSK97]. In addition, VRML lacks description capabilities to define the acoustics

and reverberation of environments.

Despite some efforts [Ell98, TS01], VRML capabilities are thus insufficient for

describing high quality 3D audio scenes. This is normal since VRML was originally

designed as a visual virtual reality language. In section 2.4.2, it is shown how MPEG-4

AudioBIFS addresses these shortcomings.

Problems associated with the scene graph model

To perform scene animation, VRML defines animation circuits (Fig. 2.12). An anima-

tion circuit is devised by TimeSensor nodes acting as clocks and PositionInterpolator

nodes containing a list of key frame values to interpolate. The animation circuit is

complete by routing interpolated values to the position field of the object to animate.

The duration, start and stop time of the animation are defined in the start and stop

fields of the TimeSensor node and the animation path or trajectory is defined by the

key frame values specified in the keyframe field of Interpolator node.
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Figure 2.10: Semantics of the VRML sound nodes

Animation in VRML can require a large number of TimeSensor and Interpolator

nodes and routes if the animation of the scene is intricate. It was estimated by Walsh

[WBS02] that scene temporal description may exceed 90 % of the scene description

data for complex scene animation described over a long period of time. Furthermore,

this increase in complexity is directly reflected in the syntactic structure of the scene

description. The description of scene animation with the scene graph model can

thus lead to a high level of scene graph structural complexity and creates hard-

wired relationships in the scene graph. Hence, the non-separation of temporal (i.e.

animation) and structural data (i.e. the objects) tends to create complex and tangled

scene graphs which are poorly re-usable and inefficient.

Another issue with the scene graph model is that the play and stop times of sound

sources are embedded in the fields of the AudioClip nodes themselves (Fig. 2.12).

Therefore, if a sound source is played several times in a scene, several AudioClip

nodes are required, resulting in description redundancy. Alternatively, one AudioClip

node and an animation circuit can be used to modify the start and stop fields of the
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Figure 2.11: VRML sound source ellipsoidal directivity model with only four param-
eters

AudioClip node at certain times in the scene; this solution, again, increases scene

graph complexity. The scene graph model thus results in non-centralised temporal

information which is spread out across the whole scene graph. Besides, the scene

temporal information may be deeply nested within objects of the scene. This, in turn

increases the complexity required to access and process this data.

When describing animated 3D audio scenes, the scene graph model can thus be

regarded as inefficient and results in high syntactic complexity. The decentralisation

of the scene temporal behaviour description also prevents from easily re-authoring

scenes with different timings. To overcome these issues when composing 3D audio

scenes, this thesis presents a novel method for describing 3D audio scenes (chapter 3).

This method does not use a scene graph approach and thus does not suffer from the

issues that have been identified. This, in turn, provides a viable and efficient format

for describing and rendering 3D audio scenes.

2.4.2 MPEG-4

MPEG-4, obtained the status of an ISO/IEC international standard [MPE99] in 1999

and diverges from the conventional approach to audio and video compression used
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Figure 2.12: Illustration of an animation circuit in VRML

in MPEG-1 and MPEG-2. Following an object-oriented approach, MPEG-4 can ac-

commodate a wide range of multi-media and virtual reality applications. With a

standardised and efficient system layer [AEH+00], MPEG-4 incorporates new audio

and video coding tools in addition to the previous MPEG codecs. A major improve-

ment in MPEG-4 is the use of synthetic audio coders that can encode synthetic audio

and speech with streams of parameters. In MPEG-4, natural and synthetic content

can then be mixed in scenes.

Using streaming mechanisms, MPEG-4 scenes and media can be streamed, unlike

VRML scenes, which must first be completely downloaded before rendering can be

performed. A major difference with VRML is that the MPEG-4 standard encompasses

the standardisation of the system layers; namely the delivery, synchronisation and

compression layers (Fig. 2.13). These layers perform decoding of the raw MPEG-4

bit stream and demultiplex individual Elementary streams (ES) which can be either

audio, video or control data. These streams are then synchronised to adjust for

different random delays occurring during transmission. Finally, the individual ESs

are decoded and used in MPEG-4 scenes using special nodes as entry points. This
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architecture provides a complete end-to-end standardised solution for transmitting

audio-visual and 3D audio scenes. Like VRML, MPEG-4 does not standardise details

of the scene rendering engine, such as spatialisation and DSP effects (in the case of

3D audio) and thus MPEG-4 scenes can be delivered to terminals having different

speaker configurations etc.

Delivery layer


Synchronisation layer


Compression layer


Rendering engine

(non normative)


Rendered

scene


MPEG-4

Systems


Transmission or storage

medium


Figure 2.13: Standardised MPEG-4 system layers between raw bitstream and renderer

BIFS

To describe object oriented scenes, MPEG-4 uses an object oriented scene description

mechanism: BIFS (BInary Format for Scenes) [MPE99, SVH99, SFE00]. A scene in

MPEG-4 BIFS may range from a simple 2D web page to full 3D audio and visual

immersive environments. A BIFS scene example is depicted in Fig. 2.14.

MPEG-4 BIFS has been built over VRML technology and thus follows a scene
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Figure 2.14: Example of BIFS scene containing video, audio, text and a graphical
user interface

graph approach for representing audio-visual scenes. The nodes, routing and ani-

mation mechanisms of VRML can be found in MPEG-4 BIFS, and new nodes are

exclusive to MPEG-4 BIFS. One main difference between MPEG-4 and VRML is

that MPEG-4 uses a binary scene graph format, while VRML uses ASCII text. This

results in better efficiency and smaller file size. An XML text version of MPEG-4

BIFS also exists: MPEG-4 XMT, which was created to improve cross-operability of

MPEG-4 with X3D [X3D], SMIL [SMI] while preserving the scene author intentions.

Two versions of XMT exist: XMT-A and XMT-Ω. While XMT-A is a straightfor-

ward translation of binary BIFS scenes to textual XML, XMT-Ω intends to provide a

higher level of abstraction defining the author intentions. However XMT-Ω is based

on SMIL which, in terms of describing 3D audio scenes, can be problematic (see

section 2.4.3).
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It was explained in section 2.4.1 that, in the scene graph approach, the scene

objects that define the scene content, its temporal behaviour and its interactive be-

haviour are aggregated and are complexly linked with routes. This, in turn, results

in high semantic complexity and poor re-usability of the scene description. To over-

come these issues, MPEG-4 BIFS offers two additional scene animation and update

mechanisms: BIFS-Commands and BIFS-Anim [WBS02, PE02]. After a scene has

been transmitted and is being rendered, BIFS-Commands can be issued to perform

single modifications of the BIFS scene, such as inserting or deleting a new object or

changing the properties of a particular object in the scene. BIFS-Commands can be

used, for example, to describe the sequencing of the sound sources by changing the

start and stop times of AudioSource nodes at certain times in the scene. BIFS-Anim

on the other hand, is used to generate continuous scene update commands encoded in

separate binary streams. A BIFS-Anim stream can be used in 3D audio scenes, for in-

stance, to animate sound sources along predetermined trajectories. BIFS-Commands

and BIFS-anim binary streams are embedded in the general MPEG-4 bit stream

which also contains media data; this is illustrated in Fig. 2.15.

Compared to intrinsic scene animation, that is, animation that is described in

the scene itself using TimeSensor nodes, Interpolator nodes and routing, these two

additional scene update features greatly simplify the description of scenes since a

static scene content may be described and then animated externally. The novel 3D

audio scene description scheme proposed in chapter 3, however, achieves the same

simplification without requiring such additional scene animation mechanisms.

AudioBIFS

Emphasis is now placed on 3D audio scenes. In MPEG-4, these can be devised using

AudioBIFS which is simply an audio subset of BIFS nodes. While VRML could

only use downloadable Audio clips, MPEG-4 AudioBIFS scenes, with the help of

the AudioSource node, can accept any audio streams coming from the system layers.

These streams can be either natural encoded audio, or synthetic audio produced by
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Figure 2.15: Illustration of BIFS-Commands and BIFS-Anim streams animating mod-
ifying the state of the scene graph is a timely manner

local sound synthesisers. These streams can then be further mixed, delayed, and

processed using AudioBIFS nodes. Final audio streams are then spatialised in the

audio scene using the Sound node. These three stages are shown in Fig. 2.16. The

AudioBIFS nodes are listed in table 2.1.

In contrast to the VRML Sound node which could only accept AudioClip nodes as

children, the Sound node in AudioBIFS can accept any audio streams, directly from

the output of an audio decoder or from the result of audio processing and mixing

tasks performed by other AudioBIFS node. Therefore, the Sound node is always

located at the topmost of an audio subtree. In version 1 of AudioBIFS, however,

3D audio capabilities are similar to that of VRML, that is, a simple ellipsoidal sound

source directivity model is used and no reverberation or acoustical properties could be

defined, resulting in poor 3D audio rendering capabilities and realism. This motivated

3D audio experts at MPEG to create Advanced AudioBIFS (AABIFS) which, finally,

provides state of the art 3D audio description capabilities.
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Node name Function

Sound (VRML inherited) Spatialises a stream inside a 3D audio scene
AudioClip (VRML inherited) Provides an entry point into BIFS scenes
AudioSource Entry point in BIFS scenes for audio streams
AudioMix Mixes an arbitrary number of streams together
AudioSwitch Selects and outputs an audio stream from n input streams
AudioDelay Delays audio streams by some amount of time
AudioFx Performs custom signal processing described in SAOL language
AudioBuffer Clips the section of an audio stream and stores it in a buffer
Sound2D Outputs a stream in a 3D audio scene without spatialisation
ListeningPoint Defines position and orientation of the listener

Table 2.1: List of AudioBIFS nodes

Advanced AudioBIFS

MPEG-4 AudioBIFS version 2 [MPE01], also known as Adavanced AudioBIFS (AAB-

IFS) provides new nodes to allow for advanced 3D audio description capabilities

[VH99, VHP00]. The list of AABIFS nodes is given in table 2.2. While AABIFS is

completely backward compatible with the simpler 3D audio models and nodes of Au-

dioBIFS, AABIFS provides two new methods for improving description capabilities

and realism in 3D audio scenes: the physical and perceptual approach.

The physical approach aims at describing the fine physical acoustical properties

of sound sources and environments; these include: description of frequency varying

directivity patterns of sound sources (DirectiveSound node), description of material

reflectivity and transmission transfer functions (AcousticMaterial node) and descrip-

tion of reverberation times for particular areas of the 3D audio scenes (Acoustic-

Scene node). The physical approach of AABIFS originates from the DIVA project

[HSHT96].

The perceptual approach, in contrast, performs the description of source directiv-

ity and room reverberation via orthogonal perceptual parameters. These are defined
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Figure 2.16: Illustration of the AudioBIFS input, composition and output nodes

in the PerceptualParameters node. The perceptual approach originates from Jot’s re-

verberation models [Jot96], which are also used in IRCAM’s ‘Spatialisateur’ [JW95].

For an AABIFS scene renderer, the computation of room reverberation from a

physical scene description requires a high processing load since sound reflection algo-

rithms (eg image model [Bor84] or raytracing [Vor89]) are computationally expensive.

The perceptual approach on the other hand, requires a much smaller computation

load, since reverberation can be emulated using efficient implementations such as

Feedback Delay Networks (FDN) [Jot97].

Although sophisticated, MPEG-4 AABIFS has, until now, not been fully imple-

mented in an MPEG-4 compliant decoder. Similarly, very few authoring tools exist

[Vaa03]. This can be explained by the high complexity of the standard and the com-

plex ways in which the scene nodes can interact. Several attempts have been made
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[DRS+03, TJ02] to implement an MPEG-4 AABIFS capable player, however, these re-

main experimental implementations which use consumer electronic sound cards APIs

(OpenAL [Ope] for [DRS+03] and Creative EAX [EAX] for [TJ02]). It was reported

that there is great difficulty in mapping MPEG-4 AABIFS parameters to 3D audio

APIs parameters [DRS+03]. The non-availability of such MPEG-4 decoder was one

of the motivating factor to create a new 3D audio scene description scheme (chapter

3) which imposes less complexity on the scene renderer.

Another highlighted issue is that, in MPEG-4 AudioBIFS version 2, sound sources,

despite having accurate directivity patterns and perceptual parameter descriptors,

remain point sound sources (eg a flying insect or a distant sound source). Sound

sources having a spatial extent (eg an insect swarm, rain, wind in trees or applause)

cannot be described. Work presented in this thesis (chapter 4), with the collaboration

of MPEG Audio subgroup members, resulted in the addition of sound source extent

description capabilities in MPEG-4 AudioBIFS version 3, which will reach the status

of Final Draft International Standard (FDIS) in 2005 (see section 4.10 for details).

Node name Function

DirectiveSound Spatialises a sound source with directivity control
AcousticMareial Defines reflectivity and transmission properties of surfaces
AcousticScene Defines reverberation and acoustical region delimitations
PerceptualParameters Perceptual parameters for sources and reverberation

Table 2.2: List of Advanced AudioBIFS nodes

2.4.3 Other technologies

Java3D [Sun] is a programming language that can be used to construct dynamic

3D audio-visual environments. Java3D also follows the scene graph approach, how-

ever, being a programming language, scene animation can be performed in arbitrary

ways. In terms of 3D audio capabilities, Java3D compares to VRML, in that only
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point sources with ellipsoidal directivity patterns can be defined and no reverberation

model exists. Being executable code, Java3D scenes must also define the methods

for accessing the audio hardware. This results in poor portability and scalability

in comparison to abstracted 3D audio scene description formats such as MPEG-4

AudioBIFS, VRML or XML3DAUDIO (section 3).

Another method [PL03] aimed at extending the Synchronized Multimedia Inte-

gration Language (SMIL) [SMI] to describe 3D audio scenes. SMIL is developed by

the W3C consortium and is used to describe 2D multimedia content such as slide pre-

sentations etc. While it is possible to extend SMIL14, new data types for handling 3D

coordinates are required, since SMIL was designed as a 2D multimedia presentation

format only. Temporal information in SMIL is also decentralised since the playing

times of media are located in the fields of the audio objects. Finally, a technique for

describing 3D audio scenes based on XML is proposed in [HDM03] wich is also based

on a traditional scene graph approach; disadvantages of the scene graph model were

highlighted in section 2.4.1 and are further detailed in chapter 3.

2.4.4 Summary of 3D audio scene encoding approaches

Channel and object oriented methods for transmitting 3D audio scenes were reviewed.

While channel oriented techniques require simple terminals, they suffer from non-

interactivity and poor scalability of the 3D audio scenes; this requires several encoded

3D audio scene versions for different terminal configurations (headphones, stereo or

5.1 speaker setup etc.). In contrast, object oriented techniques, by providing a higher

level of abstraction and not describing the details of the rendering process, allow

transmission of the same 3D audio scene to a wide range of terminals.

Problems associated with the scene graph model were then highlighted. The scene

graph approach aggregates scene content, structural and temporal data; this results

in complex and poorly re-usable 3D audio scene descriptions.

The VRML and MPEG-4 standards were reviewed, while VRML has only poor

14since it is based on XML
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3D audio description capabilities, MPEG-4 AudioBIFS provides advanced features

for describing complex and intricate 3D audio scenes.

2.5 Spatial auditory perception

Several spatial auditory cues are now reviewed. It is important to review these since

3D audio rendering technologies aim at artificially reproducing these spatial cues.

Sound source localisation and distance perception are first reviewed, followed by the

review of lesser known percepts such as the perception of sound source orientation

and occlusion. The perception of sound source extent is reviewed in section 2.6.

2.5.1 Localisation

Single sound source

The Duplex theory established at the start of the 20th century by Lord Rayleigh

[Ray07] states that, for a single sound source, Inter-aural Time Differences (ITD) and

Inter-aural Level Differences (ILD) cues are used by the brain to perform a coarse

‘left or right’ localisation, this is known as ‘lateralisation’ [Bla97]. For sound sources

not located in the median plane (where there is no inter-aural time and intensity

differences), ITD is computed by the difference in the times of arrival of the sound

wave reaching the two ears. ITD cues are used mainly below 1.5kHz where the phase

of signals is easier to compute (Fig. 2.17a). In the case of sounds which have varying

amplitudes, it was found that ITD cues can also be used at high frequencies [Bla97]

as the amplitude envelope of the signal can have different times of arrival at the two

ears, this is however a less dominant cue than ITD at low frequencies.

For frequencies above 1.5kHz, ILD cues are predominantly used instead since the

head creates a shadowing effect; this attenuates the sound wave intensity reaching the

shadowed ear (Fig. 2.17b). Shadowing effects tend to occur only above 1.5kHz since

the wavelength of the sound wave becomes smaller than the size of the head. Below
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1.5kHz, the sound wave is diffracted and bent around the listener’s head without

much attenuation (Fig. 2.17a). There is, however, no clear cut frequency at which

ILDs are used instead of ITDs, but rather a transition zone ranging between 1.5 and

3kHz [Bla97, Beg94].

Point

Sound source


< 1.5 kHz

(ITD used)


Point

Sound source


> 1.5 kHz

(ILD used)


A)
 B)


Figure 2.17: a) Use of Inter-aural time differences (ITD) at low frequencies, b) Use
of Inter-aural level differences (ILD) at high frequencies

The limit of the Duplex theory, however, is that it does not explain localisation of

sound sources located above, below or at the front and back of the head. Is was only

after the 1960s [Bat67] that the frequency filtering effects caused by the torso, head

and pinna were thought to have a contribution to the localisation of sound sources,

thus completing the Duplex theory. These frequency filtering effects are dependent

on the spatial position of the sound source in relation to the listener’s head and are

described by Head Related Transfer Functions (HRTF). HRTFs are unique to each

listener and correspond to an individual ‘ear print’ [Beg92a].

A great amount of research has been carried out on HRTF based localisation

[Car96], however, it was later demonstrated by numerous experiments [Bla97] that
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unconscious head rotations also help in source localisation by removing certain am-

biguities, especially front/back confusions [KJM03]. When designing a 3D audio

system that uses binaural spatialisation, it is therefore required to use HRTFs that

are identical or close to that of the user and a head tracking device should be used

[WDO97].

The type, duration and onset time of the signal emitted by the sound source also

influences spatialisation accuracy [Har83]. It is well known that constant pure sine

tones are difficult to localise whereas broad band and signals with fast onsets and

short durations are easier to localise [Beg94].

Multiple sound sources

In the case of multiple sound sources, the listener hears a superposition of sound

sources (Fig. 2.18). Multiple sound sources occur, for instance, in stereo and mul-

tichannel speaker systems. If the signals emitted by several sound sources are co-

herent15, then the ‘summing localisation’ phenomenon applies [The80, Bla97]. The

listener then perceives a single phantom sound source which direction depends on

the intensity gains of each sound source [Ger92b] (Fig. 2.18). The direction of the

phantom sound source can be estimated in the following way: given a number of N

sound sources placed equidistantly from a listener and producing coherent signals, the

velocity vector giving the direction of the phantom sound source can be computed;

this theory was first proposed by Makita [Mak62]. If Gi are the intensity gains for

each speaker and ~ui the directions of the speakers pointing from the centre point, the

velocity vector ~V is the vector sum of the gains normalised by the scalar sum of the

gains [Mak62]:

~V =

∑
Gi~ui∑
Gi

(2.1)

And the scaled direction vectors are:

15That is, if they are statistically identical, see 2.8.2 for a mathematical definition
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~gi = Gi~ui (2.2)

The velocity vector is useful for describing summing localisation at frequencies

below 700Hz [Mak62, Dan00]. However, for frequencies between 700Hz and 5kHz,

it is suggested by Gerzon [Ger92e] to compute the energy vector ~E defined by the

vector sum of the squared Gi gains normalised by the sum of the squared gains:

~E =

∑
(Gi)

2~ui∑
(Gi)2

(2.3)

These two theories are complementary [Dan00] and it was suggested that for

frequencies above 5kHz, frequency filtering effects caused by the pinna are used by

the binaural system to further localise the phantom sound source [Beg92a]. In the case

of incoherent or partially incoherent signals being emitted by multiple sound sources,

summing localisation does not occur and the spatial extent (i.e. its perceived size) of

the sound source is instead affected, this is reviewed in detail in section 2.8.

Localisation in reverberant conditions

In reverberant conditions, the direct sound, as well as a multitude of reflections, reach

the listener (Fig. 2.19). Despite this, the binaural system is able to correctly locate

the direction of the sound source amid multiple reflections (which act as phantom

sound sources). Preservation of sound localisation in reverberant spaces is possible

thanks to the precedence effect [Ken95, Bla97] which is also known as the ‘law of

the first wave front’ or ‘Haas effect’. The precedence effect acts as a temporal mask

which inhibits the perception and localisation of delayed sound replicas within roughly

50ms of the first incoming sound, if the later are quieter than the original sound. The

precedence effect is also affected by binaural differences and spectral filtering of the

listener head and torso16 and is stronger in the horizontal plane [LRYH97].

16The Head Related Transfer function HRTF [Beg92a]
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Figure 2.18: Summing localisation results in the localisation of a phantom sound
source in the presence of multiple coherent sound sources

Delayed sound replicas, however, affect the perceived timbre and spectral content

of the sound source due to comb filtering effects [TSA95] and also affect perceived

spatial properties of the sound source; these are reviewed in 2.9. The precedence effect

is further studied in the context of sound source extent perception (section 2.9.1).

2.5.2 Distance perception

In non-reverberant conditions, the most basic cue used for determining source dis-

tance is the diminution by 6 dB of sound intensity for every doubling of distance

[Beg91b]. Without an absolute reference of the source intensity, however, this cue

can be deceptive. Experiments on source distance perception in open fields showed

that sound source distances tended to be underestimated [Nie93].

Another cue which occurs for source distances inferior to approximately two meters

is the curvature of the wave front17 which tends to boost low frequencies [Beg94] (i.e.

17Having a spherical propagation, the sound wave is highly curved at low distances and planar at
high distances
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Figure 2.19: In reverberant conditions, localisation of the main sound source is pre-
served thanks to the precedence effect which inhibits the perception of reflections
which reach the listener after the direct sound

the so called near-field effect); this cue is used only at short source distances. At

distances greater than two meters, the wave front is more planar than spherical and

this cue does not apply. Instead, at large source distances, the level of low-pass

filtering caused by sound propagating in the air medium [Har66, BSZ95] is used as a

source distance cue, albeit with not great precision [Nie93].

In reverberant conditions, the reverberant to direct sound ratio (R/D) is an ac-

curate cue to determine source distance [Wag90, Har83, Bek62, OFR02]. Chowning

[Cho71] proposed a technique by which the R/D ratio is varied to control source dis-

tance artificially. This technique is used in the 3D audio rendering system described

in chapter 5. Other spatial auditory percepts are now briefly reviewed.
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2.5.3 Other percepts

Some experiments studied the ability of subjects to perceive the orientation of sound

sources [Neu01]. It was shown that this ability was improved when the sound source

was located in front of subjects18, for dynamic (i.e. rotating) sound sources and at

short sound source distances.

Other experiments studied to perception of sound source occlusion by obstacles

[FBAA03]. These experiments showed that sound source occlusion produced shifts in

sound source localisation because, due to sound diffraction effects, subjects localised

the edge of the obstacle instead of the occluded sound source.

Other spatial auditory percepts include the use of the Doppler effect to assess the

speed of moving sound sources [Cho71] and the perception of the size and material

of a room from its reverberation pattern [Kut86]. It was suggested in [Kel62] that

sound reflections may also be used to locate obstacles and walls (i.e. echolocation),

especially in the case of blind listeners.

2.5.4 Summary

Several spatial auditory cues were reviewed. It was shown that the binaural system

and the brain use a wide range of techniques to perceive spatial sound fields. Some

cues such as source localisation have been extensively studied and are now well under-

stood, however, more research needs to be performed on other lesser studied percepts

such as the perception of apparent sound source extent. A review of this percept

is now given. Contributions of this thesis to the understanding of this percept are

presented in chapter 4.

18Where sound localisation precision is maximum
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2.6 Introduction to sound source extent percep-

tion

The spatial extent of a sound source is an auditory percept which can be defined as

the perceived width, size or massiveness of the sound source. Sound sources such as

a beach front, a waterfall and wind blowing in trees, commonly exhibit a spatially

extended auditory image. In contrast, a flying insect is perceived as a small, point-

like sound source. Apparent source extent is an important auditory percept which

can provide information on the physical dimensions, geometry and distance of sound

emitting objects.

The perceived extent of a single sound source is first studied (section 2.7), it is

shown that the perceived size of a single sound source is called tonal volume and is

based on diotic cues. The apparent extent of multiple sound sources (section 2.8) is

then studied; it is shown that the perceived extent of multiple sound sources is based

on dichotic cues and is mainly dependent on the coherence between the sound source

signals and their positions. Sound source extent and other related percepts are then

studied in the context of room reverberation (section 5.4.8).

2.7 Apparent size of a single sound source

The perception of the size of a single sound source is now reviewed. When study-

ing the perceived size or massiveness of one sound source, the historic term ‘tonal

volume’ [Ric16] has often been used. Tonal volume is a complex auditory and cogni-

tive phenomenon and its mechanisms have, to this date, not been fully understood

[Cab02, Bla97]. Békésy [Bek62] suggested that tonal volume is an auditory impression

created by excitation of the basilar membrane. The author believes that the origins

of tonal volume could be related to evolution theories since it can convincingly imply

massive (and possibly dangerous) objects in close proximity (such as a large animal

etc.). On the same lines, it was suggested that sound localisation was better in the
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horizontal plane than in the vertical plane because, in the past, horizontal sound

localisation was more useful for animal hunting.

It is important to note that the tonal volume of a sound source is an auditory

illusion and does not necessarily correspond to the actual physical dimensions of

the sound source; this is depicted in Fig. 2.20. Thus, tonal volume is not a spatial

cue. Instead, the perception of tonal volume depends on diotic cues19 such as: pitch

(section 2.7.1), loudness (section 2.7.2), signal duration (section 2.7.3), and signal

type (section 2.7.4). For example, the sound of a distant siren, despite the small

apparent physical dimensions of the siren when seen from a distance, can still exhibit

a massive size due to the high intensity of the emitted signal.

Figure 2.20: Illustration of the difference between the physical size of a sound source
and its perceived tonal volume

Research on tonal volume, started at the beginning of the 20th century [Ric16,

Bor26] found that the perceived size of a sound source is a function of pitch, loudness

19That is, cues that are simultaneously present at both ears
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and signal duration of the source signal; this research has traditionally been performed

on headphones with diotic stimuli. Stevens [Ste34] suggested that tonal volume was

one the most important auditory attributes of sound sources, alongside pitch and

loudness. Using trans-dimensional scaling, Stevens [Ste33] also demonstrated that

tonal volume is an independent auditory attribute, although it varies with other

attributes such as loudness and pitch. Guirao and Stevens [GS64] identified ‘auditory

density’ as yet another independent attribute of sound sources. Auditory density

refers to “the apparent compactness, concentration, or hardness of a sound” [GS64].

The attributes of the source signal which affect tonal volume are now reviewed.

2.7.1 Effect of pitch on tonal volume

The tonal volume of pure sine tones of different frequencies was studied, among others,

by Perrot [PMS80], Stevens [Ste34, Ste33] and Boring [Bor26]. These authors found

that an increase in frequency induced a smaller tonal volume. Guirao and Stevens

[GS64] also found that source density or compactness increased with frequency. Per-

rot [PB82] asked subjects to estimate the absolute size of pure tones on an arbitrary

scale; his results which are depicted in Fig. 2.21 show that tonal volume decreases

with increasing stimulus frequency. In these experiments, the intensity levels of the

presented stimuli were equalised for perceived loudness at the different stimulus fre-

quencies to account for the frequency varying sensitivity of the human ear; this would

have otherwise caused experimental errors, since tonal volume is affected by loudness

(section 2.7.2).

2.7.2 Effect of loudness on tonal volume

Stevens [Ste34], Cabrera [Cab02] and others studied the effects of the loudness of

pure sine tones on tonal volume. They found that an increase in loudness resulted in

a larger tonal volume. Perrot [PB82] obtained the same results for broadband noise;
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Figure 2.21: Decrease in tonal volume for an increase in frequency of a pure sine tone,
at three stimulus durations (reproduced with permission from [PB82])

these are shown in Fig. 2.22. Thomas [Tho52] again noticed an increase in tonal vol-

ume for an increase in loudness of narrow-band noise stimuli. The bandwidth of the

noise stimuli used by Thomas positively influenced tonal volume more so than it in-

fluenced loudness; this highlights the fact that tonal volume and loudness are distinct

percepts. Stevens [Ste33] noted that subjects were able to equate the tonal volume

of a loud high frequency tone with that of a soft low frequency tone. However, in a

similar experiment, Thomas [Tho52] found that subjects had difficulties performing

the same task between pure sine tones and broadband noise.

2.7.3 Effect of duration on tonal volume

Perrot [PB82] [PMS80] found that a longer stimuli duration positively influenced

tonal volume (Fig. 2.21) and suggested that previous incoherences in tonal volume
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Figure 2.22: Increase in perceived tonal volume with increase in stimuli loudness and
duration (reproduced with permission from [PB82])

experiments were due to a lack of control of stimuli durations. In his experiments,

Perrot noticed that subjects could perceive a gradual increase in tonal volume for

constant pure sine tones over periods as long as five minutes. This phenomenon,

called by Perrot “the expanding-image effect” [PMS80], cannot be attributed to an

increase in perceived loudness with duration since the latter occurs only in the first

few hundred milliseconds [Bla97], where signal integration is performed to compute

signal loudness. This finding corroborates the fact that tonal volume and loudness

perception are indeed independent mechanisms.
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2.7.4 Effect of signal type on tonal volume

In experiments on tonal volume, mainly pure tones and noise signals have been used.

However, the timbre and type of signal emitted by the sound sources can also affect

tonal volume [Bek62]. Studying the effects of signal type and timbre on tonal volume

is a complex problem and a generic model is difficult to establish. For complex and

natural sound sources, tonal volume may also partly depend on complex cognitive

mechanisms such as memory and familiarity with the sound source. For instance, the

sound of a boat horn tends to be associated with a physically large object.

2.8 Apparent extent of multiple sound sources

The perception of the apparent extent of multiple sound sources is now reviewed.

Concepts highlighted in this section are essential to a technique used to render arti-

ficial sound source extent in 3D audio displays; this technique is described in section

2.12 and is subjectively tested in several experiments described in chapter 4.

Multiple sound sources can, under certain conditions that are highlighted in this

section, be perceived as a single broad sound source having a particular apparent

extent. A swarm of bees, for instance, can be perceived as a single broad auditory

event, despite of being composed of a multitude of point sound sources (i.e. bees).

Other examples of multiple sound sources that are merged into single sound sources

are: wind blowing in trees, running water, rain, applause, a crowd etc. This merging

effect called ‘binaural fusion’ by Sayers and Cherry [SC57] relates to the phenomenon

that, under certain conditions, the brain perceptually merges several independent

sound sources into a single sound source. Conditions for binaural fusion are reviewed

in section 2.8.5.

It is important to note that the perceived extent of multiple sound sources is

fundamentally different from the perception of the size20 (section 2.7) of a single

sound source in that its underlying auditory mechanisms are based on dichotic cues

20which was called ‘tonal volume’ and depends on diotic cues (eg pitch, loudness etc.)
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instead of diotic cues. Besides, the perception of the extent of multiple sound sources

is spatial (i.e. based on localisation) and is not a dimension-less auditory illusion

like tonal volume. Dichotic cues are derived from fine dissimilarities between the

signals reaching the left and right ears. Such dissimilarities can be measured with

the inter-aural cross-correlation coefficient (IACC) which is defined in section 2.8.2.

From experience, it is known that the IACC is highly responsible for the impression

of spacious and broad auditory events (see section 2.8.4).

Another major difference between tonal volume and sound source extent is that,

while tonal volume is always measured on a one-dimensional scale, the extent of mul-

tiple sound sources can exhibit one, two or three dimensions. The multi-dimensional

nature of source extent is reviewed in section 2.8.6.

2.8.1 Overview of the effect

The main factor affecting the perceived extent of multiple sound sources is the level of

coherence between the sound sources [Ken95]. If multiple sound sources emit coherent

signals and are synchronised, summing localisation21 occurs and consequently, only

a narrow sound source is perceived at the centre of gravity of the sound sources

(Fig. 2.23a). In theory, several narrow centre of gravities may be perceived at different

frequencies, as it shown by equation 2.1 and 2.3 that summing localisation is affected

by signal frequency. The position of the narrow sound source then depends on the

positions and intensity gains of the sounds sources. This is equivalent to amplitude

panning performed between several speakers [Pul99]. Alternatively, if several sound

sources emit coherent signals which have different times of arrival at the listener

ears22, comb filtering is observed. This leads to sound colouration and, as parts of

the perceived spectrum of the sound source are boosted or attenuated, the perceived

source extent is modified23.

21summing localisation was reviewed in section 2.5.1
22Within roughly 80ms, otherwise delays are perceived as echoes
23Frequency dependence of tonal volume was reviewed in 2.7.1
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In contrast, if the signals emitted by the sound sources are incoherent, the binaural

system is allowed to perceive them as distinct auditory streams [Ken94]. In reality,

however, if the sound source signals are cognitively related, the brain, at a higher

level, perceptually merges the sound sources into a single auditory stream [Bla02].

This, in turn, results in the perception of a spatially wide sound source (Fig. 2.23b),

the extent of which, depends on the positions of the sound sources and the level of

coherence between them. To be cognitively related and grouped, the sound sources

may emit perceptually similar signals24; other conditions for grouping several sound

sources into a single source are highlighted in section 2.8.5.

In addition, a low coherence between signals emitted by multiple sound sources

reduces the coherence of the signals reaching the listener’s ears (i.e. the inter-aural

coherence). The relationship between inter sound source coherence and inter-aural

coherence is formalised in section 2.8.3. Inter-aural coherence can be measured by the

inter-aural cross-correlation coefficient (IACC) which is defined in section 2.8.2. Well

documented publications link a low IACC coefficient with the perception of a broad

and diffuse source extent [Gri97, Ken95] (section 2.8.4) and a feeling of spaciousness

and envelopment in concert halls [BL86].

The effects of a low coherence between sound sources are thus two-fold: it allows

the perception of multiple sound sources as single auditory streams (which may then

be perceptually grouped, depending on the nature of the source signals) and secondly,

it reduces the IACC coefficient which, in turn, produces an impression of spaciousness.

24for example, similar sounding rain drops are easily merged into a single ‘rain’ auditory stream
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Figure 2.23: Illustration of the extent of multiple sound sources: a) Coherent sound
sources result in a narrow source extent at the centre of gravity, b) Incoherent sound
sources result in a broad extent

2.8.2 Definition of the inter-aural cross-correlation coefficient

(IACC)

The inter-aural cross-correlation coefficient (IACC) coefficient is employed to measure

the degree of similarity between signals reaching the left and right ears. In acoustical

engineering, the IACC coefficient is commonly used to estimate spaciousness and

listener envelopment in concert halls (see section 5.4.8). The IACC coefficient is also

defined by an ISO standard [ISO97]. The IACC coefficient is defined as the maximum

absolute value of the normalised cross-correlation function in turn defined as:

IACC(τ) =

∫ +∞
−∞ sL(t− τ)sR(τ)dt√∫ +∞

−∞ s2
Ldt

∫ +∞
−∞ s2

Rdt
(2.4)
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Where sL(t) and sR(t) are the ear canal signals at the left and right ears. The

normalised cross-correlation function is bounded between -1 and 1. A cross-correlation

coefficient of +1 indicates that sL(t) and sR(t) are coherent (i.e. identical) signals. A

cross-correlation coefficient of -1 indicates that sL(t) and sR(t) are coherent signals

with a 180 degree phase shift. A cross-correlation of 0 indicates that sL(t) and sR(t)

are incoherent (i.e. dissimilar) signals. Intermediate values indicate partial coherence

or incoherence between sL(t) and sR(t).

The inter sound source cross-correlation coefficient (ISCC) can also be obtained

from equation 2.4 by replacing the sL(t) and sR(t) signals by the signals of two sound

sources x(t) and y(t).

Equation 2.4 defines the full-band IACC coefficient, however it is possible to com-

puter the IACC in different frequency bands25 as it is known that inter-aural corre-

lation in a reverberant room varies with frequency [PRB95, PBR95].

2.8.3 Relationship between the inter sound source correla-

tion coefficients (ISCC) and the IACC

To study the link between the inter sound source correlation coefficients (ISCC) be-

tween multiple sound sources and the inter-aural correlation coefficient (IACC), it

can be seen that, in anechoic conditions, the signals arriving at the listener’s left and

right ears are the sums of the source signals convolved with the Head Related Transfer

functions (HRTF) for the left and right ears, respectively:

L(t) =
N∑

k=1

HLk
∗ sk(t) (2.5)

R(t) =
N∑

k=1

HRk
∗ sk(t) (2.6)

25The critical bands of the ear or third octave bands for instance
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Figure 2.24: Relationship between the inter-source cross-correlation coefficients
(ISCC) and the interaural cross-correlation coefficient(IACC)

Where sk(t) are the signals generated by N point sources and HLk
and HRk

are

the HRTF functions for the left and right ears which dependent on the positions of

the respective sound sources in relation to the listener; this is depicted in Fig. 2.24.

It can be seen that if the sk(t) signals are highly correlated or identical, the IACC

coefficient only depends on the decorrelation caused by the HRTF functions; this

decorrelation being weak. For coherent signals emitted by the sound sources, the

resulting IACC coefficient is thus high. On the other hand, if the sk(t) signals are

totally incoherent (ISCCs=0), the IACC value decreases, but does not reach zero due

to coherence re-introduced by the HRTF functions. It should be noted that in echoic

conditions, room reverberation tends to further reduce the IACC coefficient [TSA95].

Blauert, on the topic of the relationship between IACC and ISCC, states “As

a rule, the range of variation of the degree of coherence of the ear input signals is
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smaller than that of the signals at the sound sources” [Bla97] p240.

Kurozumi and Ohgushi [KO83] carried out an experiment where they measured

the IACC coefficient at a dummy head microphone in function of the correlation co-

efficient between two noise sequences played on two speakers in an anechoic chamber.

They measured IACC coefficients of 0.93, 0.02 and -0.88 for ISCC coefficients of 1,

0 and -1, respectively. This is conform to Blauert’s statement and equations 2.5 and

2.6.

It can be thus be said that the inter sound source correlation coefficients (ISCCs)

directly affect the inter-aural cross-correlation coefficient (IACC) but that the range

of variations of the IACC is always less than that of the ISCC, due to the listener’s

HRTFs.

2.8.4 Effects of inter sound source coherence

Headphones presentation

Chernyak and Dubrosvy [CD68] studied the effects of the cross-correlation coeffi-

cient of two broadband noise signals presented to the left and right ears on head-

phones. Being presented on headphones, the cross-correlation coefficient between the

noise sequences directly controlled the inter-aural cross-correlation coefficient (IACC).

Chernyak and Dubrosvy found that coherent noise signals (IACC=1) produced a nar-

row sound extent at the centre of the head. In contrast, incoherent signals (IACC=0)

resulted in the ‘externalisation’ of two distinct sound images around the ears (i.e.

binaural fusion was lost). Decreasing the IACC from 1 to 0.4 resulted in the broad-

ening of the spatial image perceived within the head, and decreasing the IACC below

0.4 corresponded to the threshold at which binaural fusion was lost, and the presence

of two distinct auditory streams emerged. The results of Chernyak and Dubrosvy are

summarised in Fig. 2.25.

Blauert and Linderman [BL85] carried a similar experiment with pink noise and

found similar results to that of Chernyak and Dubrosvy. However, for low values
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Figure 2.25: Effect of the inter-aural cross-correlation coefficient (IACC) on the ap-
parent image width of white noise presented on headphones

of the IACC coefficient, they noticed that subjects could sometimes perceive three

different auditory events: two low frequency components at the listener’s ears and a

narrow high frequency component at the centre of the head. This finding hints that

the IACC coefficient is a function of frequency.

Two speakers

Other authors [Ken95, KO83] studied the apparent extent of white noise presented

on two speakers. They found that the level of correlation between the two presented

channels had a dramatic impact on the perception of sound source extent. A high cor-

relation coefficient between two broadband noise sequences presented on two speakers

resulted in a narrower central source extent. On the other hand, a low correlation

value between the noise sequences resulted in an extended sound source filling the

space between speakers; this effect is depicted in Fig. 2.26. Kurozumi and Ohgushi

[KO83], however, never mentioned the loss of binaural fusion in their experiments,

possibly because the speakers they used were spatially close enough to permit binau-

ral fusion (see section 2.8.5). Kurozumi and Ohgushi [KO83] mentioned that negative

correlation coefficient values between the noise sequences affected the distance and

elevation of the apparent broad sound source. There is currently no psychoacoustic

explanation of this phenomenon [Mas02] and the author was not able to reproduce
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this effect in informal experiments.

ISCC
1
~0.5
0


Figure 2.26: Effect of inter-channel correlation on perceived spatial extent

More than two sound sources

Damaske [Dam68] carried out an experiment where he used four speakers placed

around subjects. He used band-limited noise as stimulus and varied the inter-speaker

cross-correlation coefficient from 0.98 to 0.15. Again, lowering of the inter-speaker

correlation coefficients reduced the IACC coefficient and subjects reported a larger

and more diffuse source extent. The results of Damaske are thus coherent with the

previous mentioned experiments.

In chapter 4 novel experiments are described where the extent of multiple inco-

herent sound sources is studied. In particular, it is studied whether listeners are able

to measure an absolute source extent rather than a vague impression of spaciousness

such as in the experiments described in this section.

2.8.5 Conditions for binaural fusion

Binaural fusion is a phenomenon by which several sound sources are perceptually

merged into a single sound source. Binaural fusion is thus a requirement to perceive
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the extent of multiple sound sources. Binaural fusion, has two levels: a (low) binau-

ral system level which is affected by the coherence and the distance between sound

sources, and a (high) cognitive level which is affected by cognitive proximity between

sound sources and by more complex factors such as familiarity and attention focusing.

The factors affecting binaural fusion are now reviewed.

Inter sound source coherence

Jeffress [Jef47] and Sayers and Cherry [SC57] were among the first to propose the

inter-aural cross-correlation coefficient (IACC) as the main psychoacoustic factor af-

fecting binaural fusion. Sayers proposed a model of the binaural system which per-

forms a running cross-correlation task, which is used to fuse or separate auditory

streams. He found that correlated sound sources tended to be perceptually merged;

this is similar to the summing localisation effect which was reviewed in section 2.5.1.

Licklider [Lic48] performed several headphone experiments where he measured the

intelligibility of speech masked by broadband noise. He noticed that when correlated

speech and uncorrelated noise were used, the speech signal was fused at the centre of

the head while the noise was externalised to the left and right ears; this resulted in

better intelligibility than if both the speech and noise signals were both uncorrelated

or correlated simultaneously.

As a rule, coherent sound sources that are spatially close are perceptually merged

by the binaural system and incoherent sound sources are separated in different au-

ditory streams (which may then be merged again at a higher cognitive level, see

Fig. 2.28).

Distance between sound sources

The position of sound sources, when these emit incoherent signals, also affect the ex-

tent of the global sound source and binaural fusion. Indeed, large binaural differences

such as ITD and ILD (see section 2.5.1) caused by sound sources which have a wide

spatial separation tend to separate auditory streams. Effects of source separation are
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summarised in Fig. 2.27. In Fig. 2.27a, two incoherent sound sources have a small an-

gular separation and are perceived as a single auditory event; binaural fusion occurs.

In Fig. 2.27b, binaural fusion still occurs but global extent is broader due to a wider

separation of the sound sources. Lastly, in Fig. 2.27c, the two sound sources are too

far apart and are perceived as distinct auditory events. The author also noticed the

loss of binaural fusion effect due to source separation in the experiment described in

section 4.3; binaural fusion was lost when two uncorrelated sound sources (emitting

noise signals) were far apart more than 30 degrees on the horizontal plane.

a)


b)


c)


Perceived sound

source extent


Listener


Figure 2.27: Effects of angular separation between two uncorrelated sound sources on
apparent source extent and binaural fusion: a) Perception of a single narrow auditory
event, b) Perception of a single broad auditory event, c) Perception of two distinct
auditory events
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Cognitive proximity

Finally, complex cognitive mechanisms may also influence binaural fusion. This is

reflected in what is commonly known as the ‘cocktail party effect’ [Aro00] which was

a term first introduced by Cherry [Che53]. The cocktail party effect refers to the

ability of humans to consciously focus and listen to a particular conversation among

many simultaneous conversations. Thus, by a conscious process, the brain is able to

merge several auditory streams into a single ‘background noise’ auditory stream; this

then helps focusing on a particular auditory stream.

Another cognitive effect which creates binaural fusion is when several sound

sources, although uncorrelated, are perceptually similar and thus are merged into

a single auditory stream. This is the case, for instance, of uncorrelated white noise

sequences merged into a common noise source, rain drops merged into rain, persons

clapping merged into applause etc. This effect is the basis of the technique for ren-

dering sound source extent in 3D audio displays described in section 2.12 which uses

decorrelation to create several replicas of a signal; these are then allowed to merge

cognitively to form a single broad sound source.

A last cognitive effect which creates binaural fusion is when several sound sources

are part of a larger complex object. For example, a truck emits a multitude of

sounds from different locations (eg engine, exhaust, vibrating panels etc.) and can

be perceived as a single broad sound object. By a conscious process, however, it is

possible to focus only on one particular sound source of the complex object. This

phenomenon is linked to perceptual grouping and is studied in the science of auditory

scene analysis [Bre94].

Summary of the conditions affecting binaural fusion

The general model of the conditions affecting binaural fusion and perceived source

extent are summarised in Fig. 2.28. In this model, four scenarios are identified:

• Fig. 2.28a: Coherent sound sources are merged into a narrow sound source
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(summing localisation).

• Fig. 2.28b: Incoherent sound sources which are not cognitively related are per-

ceived as distinct sound sources.

• Fig. 2.28c: Incoherent sound sources which are cognitively related but too far

apart are not binaurally fused.

• Fig. 2.28d: Incoherent sound sources which are cognitively related and spatially

close are perceived as a single broad sound source. This last scenario is used to

create broad sound sources artificially in 3D audio displays (section 2.12).
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Figure 2.28: General model of the conditions affecting binaural fusion and apparent
extent of multiple sound sources
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2.8.6 Multi-dimensionality of sound source extent

So far, the extent of multiple sound sources has only been considered as a one-

dimensional auditory percept of sound sources. It seems, however, possible that

some natural sound sources can exhibit a multi-dimensional extent and that sound

sources may have zero (point source), one (line source), two (surface source) and

three (volume source) dimensions; some examples of such sound sources are given in

Fig. 2.29.

Point source


Line source


Surface source


Volume source


 
 Flying Insect

 
 Distant source


 
 Highway traffic

 
 Vibrating string


 
 Vibrating Panel


 
 Wind in trees

 
 Waterfall


Figure 2.29: Example of one-dimensional and multidimensional sound sources

To the knowledge of the author, limited literature studied the perception of multi-

dimensional sound source extent. Perrot [PB82] wrote “Auditory images may have

one, two, or even three dimensions, but there is insufficient evidence to date to make

such a determination”. One of the first experiments going towards the study of

multi-dimensional sound source extent were carried out by Perrot [PMS80]. Perrot
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studied the perception of horizontal and vertical sound source extent, and found that

results were more variable in the vertical axis; this could be related to a lesser sound

localisation ability on the vertical axis than on the horizontal axis [Bla97]. In section

4.4, an experiment is presented where the perception of vertical and horizontal source

extent is also studied.

Ruff and Perret [RP76] performed several experiments where they presented par-

ticular auditory patterns on a 10 by 10 speaker matrix. They presented several

symbols, letters and numbers on their ‘audio raster’. They used pure sine tones as

stimuli, which unfortunately, are difficult to localise [Bla97]. By switching on and off

certain speakers in sequence, particular patterns at a certain speed could be drawn on

the speaker matrix. They found that subjects could identify particular sound patterns

with a probability higher than statistical chance. However, it should be noted that

the technique they used to create the sound patterns relied on the spatial trajectory

of a single sound source rather than on a particular sound source extent. Therefore,

it can be argued that their experiment was only testing the ability of subjects to

perceive and memorise sound source trajectories.

Lakatos [Lak93] carried out similar experiments to that of Ruff and Perret [RP76]

but using complex tones as stimuli. Lakatos found that the higher the bandwidth

of the stimuli the better was the percentage of correct pattern identification. Again,

since Lakatos used a single sound source drawing a pattern, it can be seen that

an increased bandwidth would have increased localisation ability by subjects; thus

resulting in a higher percentage of pattern identification.

Hollander [Hol94] was the first to study the perception of the spatial extent and

shape of simultaneous sound sources. Hollander, however, attempted to construct

auditory shapes with several coherent sound sources that were presented binaurally

on headphones. As explained in section 2.8.1, coherent sound sources produce the

effect of summing localisation, inhibiting the ability of the binaural system to perceive

extended sound sources. For these reasons, Hollander’s subjects were not able to

perceive sound source shapes and his results were inconclusive.
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Evreinov [Evr01] proposed a method for representing geometrical shapes using

sound. Evrenivov used different frequencies to represent a point on a 2-dimensional

plane. The effectiveness of this approach has not been subjectively tested, however.

Rocchesso [Roc01] studied the ability of subjects to perceive the shapes of res-

onators; this topic was studied previously by Kac [Kac66] and later by Kunkler-Peck

[KPT00]. Rocchesso wondered whether subjects could hear the shape of a drum from

the spectral content of the generated sound. Tucker [TB03] studied the perception

of size, shape and material of struck plates. Although the study of the perception of

resonator shape differs from multidimensional sound source extent discussed here, it

is interesting to review this literature.

In section 4.5 and 4.6 novel experiments are presented which study the perception

of multidimensional sound source extent forming apparent shapes.

2.9 Perception of source extent and spaciousness

in reverberant environments

So far, source extent has only been only studied in anechoic conditions. In reverberant

conditions, not only the direct sound reaches the listener but also a multitude of

reflections having a spread of arrival times. The simplified impulse response of a

room is depicted in Fig. 2.30. Room impulse response is commonly separated in the

direct path signal, early reflections (within 100ms of the original sound) and late

reverberation. Early reflections and late reverberation combine into psychoacoustics

effects that affect sound source extent and other percepts; these percepts are now

outlined.

2.9.1 The precedence effect

An important psychoacoustic phenomenon in reverberant spaces is the so-called prece-

dence effect also known as the ‘law of the first wavefront’ [Mor02, Ken95, Bla97]. The
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Figure 2.30: Simplified model of room reverberation

precedence effect is a process taking place in the binaural system which perceptually

masks the delayed reflected replica of the original sound in a 80ms window. This is

useful to preserve localisation of the original sound source amid many reflections26.

After 80ms, a repeated sound is perceived as an echo of the original sound; this is

depicted in Fig. 2.31. Although masked, early reflections, especially lateral ones, dra-

matically improve the impression of spaciousness [Gri96]. This relies, however, on

the additional presence of late reverberation [Gri97], otherwise, small rooms would

be perceived as spacious. This finding is extensively used in the design of concert

halls [Ber96], so that the shape of a concert hall is chosen so as to generate as much

lateral reflections as possible.

2.9.2 Spatial Impression

In the study of concert halls, a term know as ‘Spatial Impression’ (SI) has been in-

troduced by Barron [Bar99]. Spatial impression is a high level and multi-dimensional

auditory attribute attached to the perception of a reverberant space. Lehnert [Leh93]

defines SI as “The concept of the type and size of an actual or simulated space to

26this was reviewed in section 2.5.1
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Figure 2.31: Illustration of the precedence effect (after Kendal [Ken95]

which a listener arrives spontaneously when he/she is exposed to an appropriate

sound field”. Spatial Impression contains: Spaciousness, Apparent source width, En-

velopment and Reverberance. Fig. 2.32 describes the relationships between these four

percepts. These percepts are not detailed.

Figure 2.32: Relationship between ‘Spatial Impression’ and other auditory percepts
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2.9.3 Spaciousness

Spaciousness is defined by “The apparent enlarged extension of the auditory event,

in particular the apparent enlarged extensions of the auditory image compared to

that of the visual image” [Leh93]. Griesinger [Gri97] is however cautious not to con-

sider spaciousness and apparent source width (ASW) as the same auditory percept.

Griesinger states that “In the English language a concert hall can be spacious, the

reverberation of an oboe can be spacious, but the sonic image of an oboe cannot be

spacious”. The author partly agrees to that statement in that an oboe cannot be

spacious but may still have a spatial extent.

The main factor affecting the impression of spaciousness in concert halls is the

level of coherence between signals arriving at the listener’s right and left ears [Ber96]

which can be measured by the IACC coefficient (previously defined in section 2.8.2).

In reverberant spaces, the IACC is reduced by sound reflections and diffusion which

tend to produce fine dissimilarities between the signals reaching the left and right

ears. An IACC value close to zero will introduce a sense of spaciousness and of

a spatially large sound source; in contrast, an IACC absolute value close to 1 will

produce a narrow sound image. In concert halls, a low IACC value improves the

feeling of spaciousness and source width. Mason [Mas02] suggested that temporal

fluctuations of the IACC coefficient could also influence spaciousness.

2.9.4 Apparent source width

In concert halls and reverberant conditions, when the distance between listener and

sound source augments, the power ratio between direct sound and reverberation de-

creases [Cho71]. This, in turn, decreases the IACC coefficient and increases apparent

source width (ASW) and localisation blur [Bla97] (Fig. 2.33). It should be noted that

ASW and the apparent extent of multiple sound sources (described in section 2.8) are

different percepts since ASW is due to a decrease of IACC from reverberation, while

apparent source extent is based on the localisation of the multiple sound sources and
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on a low level of coherence between them (which also reduces IACC) and thus, the

apparent extent of multiple sound sources does not need reverberation to exist.

Listener


d


Figure 2.33: Apparent Source Width (ASW) and localisation blur increase with dis-
tance in reverberant conditions

2.9.5 Listener envelopment

Morimoto defines Listener envelopment (LEV) as “the degree of fullness of sound

images around the listener” [Mor02]. Morimoto also demonstrated that listeners could

perceive envelopment and apparent source width as independent auditory percepts

[MM89]. In concert halls, Beranek states that “the reverberant sound that reaches the

listener after 80ms is most pleasant if the listener hears it coming from all directions”

[Ber96]. Listener envelopment can thus be considered as a pleasing quality of sound

fields and defines the degree at which reverberation is spread around the listener.

2.9.6 Reverberance

Lastly, reverberance defines the amount of reverberation itself without referring to

its spatial qualities. Lehnert [Leh93] defines reverberance as “the sensation that

in addition to the direct sound, reflections are present which are not perceived as

repetitions of the original signal”.
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2.10 Summary of sound source extent perception

The perception of sound source extent was reviewed in the context of a single sound

source and multiple sound sources. It was shown that the perception of the size (i.e.

tonal volume) of a single sound source is controlled by the pitch, loudness, duration

and type of the signal emitted by the sound source. On the other hand, the per-

ceived extent of multiple sound sources (if binaurally fused) depends on the position

of the sound sources and the level of coherence between them. It was shown that a

low coherence between sound sources, in turn, reduces inter aural coherence which is

responsible for the impression of spaciousness. The perception of multidimensional

source extent was then reviewed, it was suggested that certain natural sound sources

may exhibit multidimensional extents. Sound source extent in the context of rever-

berant spaces was then reviewed, it was shown that reverberation tends to decrease

the IACC, resulting in wider apparent source width and an increased impression of

spaciousness.

This thesis presents in chapter 4 several contributions to the study of the apparent

extent of multiple sound sources.

2.11 Sound source extent rendering techniques

Having reviewed psychoacoustic phenomena involved in the perception of sound

source extent (section 2.6), this section gives a review of several techniques that can be

used to create and control sound source extent artificially. Sections 2.11.1 and 2.11.2

first review precursor techniques that have been used to control sound image width

in stereo recordings. The following sections (2.11.3, 2.11.4, 2.11.5) review techniques

that are used to control sound source extent in the context of the Ambisonics and

VBAP spatialisation techniques. A more advanced source extent rendering technique

which uses decorrelated sound sources is reviewed in section 2.12.
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2.11.1 Stereo sound recording techniques

Since the invention of stereophony by Blumlein in 1933 [Blu33], it has been possible

to devise broad and spacious audio recordings using only two audio channels. Indeed,

it was shown in section 2.8 that decorrelation between two speaker or headphone

channels produced impressions of broad and spacious sound images. Audio engineers

have been particularly attentive to this fact so as to produce pleasing and spacious

stereo recordings.

A well known technique used to control the image width of stereo recordings is

the Mid-Side (MS) technique [Rum01]. This technique uses a stereo microphone

composed of a cardioid microphone facing the scene (recoding the M signal) and a

figure of eight microphone perpendicular to the scene (recoding the S signal). Using

a matrixing process, the left and right speaker signals are obtained:

L = a ∗M + b ∗ S (2.7)

R = a ∗M − b ∗ S (2.8)

By varying the gain a of the M signal and the gain b of the S signal, control of

sound image width is achieved. Indeed, varying these gains in turn affects the inter-

channel correlation since maximally correlated (a=1, b=0) or maximally decorrelated

(a=0, b=1) speaker signals can be obtained. This simple technique for controlling

stereo image width is also convenient since it permits to alter image width after a

recording was made. The MS stereophonic recording technique is summarised in

Fig. 2.34.
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Figure 2.34: Illustration of the MS stereophonic microphone recording to capture and
control image width

2.11.2 Pseudo-stereo processors

Since the 60’s, several techniques were invented to produce pseudo-stereo recordings

from monaural sound recordings (see [Orb70] for a review). These techniques can

be used to create wide stereophonic images from monaural sound recordings and

are based on altering the phase of an input monaural signal in several frequency

bands differently to obtain decorrelated left and right speaker signals [Sch58, Bau63,

WMK93, Yok85]; this in turn, permits a wide stereophonic image. These techniques

can be considered as the ancestors of the technique described in section 2.12 which is

used to render sound source extent in 3D audio displays.
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2.11.3 Ambisonics W Channel boosting

A method for increasing sound image broadness in the context of Ambisonics spatial-

isation (see section 5.4.1) is to boost the W Ambisonics channel27 so as to increase the

amount of W signal into each speaker [Mal95]. This technique, however, is empirical

and blurs the spatialised sound source so that it is more difficult to localise. Indeed,

it can be seen that increasing the amount of W signal into each speaker increases

the inter-correlation between speakers which, in turn, increases the inter-aural cross-

correlation coefficient (IACC)28; this goes against the perception of a spacious sound

image (section 2.8). Therefore, this technique only increases sound source blur rather

than actual sound source extent.

An improvement of this technique known as W-panning was proposed by Menzies

[Men02] in which he proposes to vary the gain of the W channel in function of sound

source distance. Benefits of this technique over simple W channel boosting, however,

were not demonstrated by perceptual evaluation.

2.11.4 Ambisonics O-Format

Another technique for rendering sound source extent (and directivity) in the context

of Ambisonics spatialisation29 is known as ‘O-format’ [Men02, Mal99a, Gir96]. This

technique consists of encoding the extent and directivity pattern of a sound source

into spherical harmonics30 impulse responses. This technique can be considered as the

inverse of the Ambisonic technique. Unlike Ambisonics, which describes the inwards

sound field arriving at one point31 (Fig. 2.35a), the O-format technique describes

the outwards radiation pattern and extent of a sound source (Fig. 2.35b). Menzies

[Men02] states that this consists of ‘turning the signal inside out’.

To obtain the O-format information about a sound source, it was suggested

27which corresponds to the 0th order spherical harmonics or the omnidirectional component
28This effect is explained in 2.8.3
29see section 5.4.1
30spherical harmonics are the basis of Ambisonics spatialisation, see [Dan00]
31At the sweet spot, where the listener should be located
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[Mal99a] to use a microphone array surrounding the sound source; this is depicted

in Fig. 2.36. The sampled radiation pattern32 then needs to be mathematically pro-

cessed to obtain the O-format impulse responses [Men02, Mal99a]. Once described

in this format, the measured source radiation pattern can be used in an Ambisonics

scene by convolving the source signal with the obtained O-format impulse responses

[Mal99a]. Although innovative, no perceptual evaluation of this technique has been

published and the amount of literature on O-format is small.

Sound sources


Listener


A) B-Format
 B) O-Format


Sound source


Listener


Figure 2.35: Inwards and outwards equivalence between B-format and O-format

32Which contains both source extent and directivity information
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Figure 2.36: Sampling of the directivity pattern and shape extent of a sound source
with a microphone array prior to O-format conversion

2.11.5 VBAP spread

Vector Based Amplitude Panning (VBAP) [Pul97, Pul01] is a spatialisation technique

which is briefly reviewed in section 5.4.1. For the VBAP spatialisation technique,

Pulkki [Pul99] proposed a technique to control sound source extent. To do so, he

proposed to spatialise a few identical point sources around the main sound source.

However, it was shown in section 2.8 that the use of identical (i.e. correlated) point

sources does not affect source extent, but instead affects localisation blur. The tech-

nique proposed by Pulkki is somehow similar to the W channel boosting technique

(section 2.11.3) in that it does not reduce the inter-aural cross-correlation coefficient

(IACC)33 and thus it is ineffective to render sound source extent.

33defined in section 2.8.2
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2.12 Rendering of sound source extent using decor-

related point sources

2.12.1 Preliminary observations on natural sound sources

A technique used to control the extent of sound sources is described in [Ken95,

KWM93, Sib02]. This technique relies on the observation that a physically broad

sound source can be decomposed into several discrete sound sources. For instance, a

vibrating panel emits sounds differently on its surfaces (depending on the vibration

modes, surface material etc.). In 3D audio rendering, this vibrating panel can be ap-

proximated by a finite number of point sound sources that emit non-identical signals;

this is depicted in Fig. 2.37.

Other natural sound sources, such as wind blowing in trees, a swarm of insects, a

beach front, an highway are indeed composed of independent, discrete sound sources.

The spatial distribution of these sources then defines the overall extent and geometry

of the global perceived auditory event. For instance, beach front and highway sound

sources, if facing them, appear as line sound sources, and wind blowing in trees or a

swarm of insects appear as 2D or 3D extended sound sources.

+


-


Point

sound


sources


Figure 2.37: Decomposition of a vibrating panel source into several point sound source
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2.12.2 General principle

From the observations made on natural sound sources (section 2.12.1), spatially

large sound sources can be rendered in 3D auditory displays by spatialising34 sev-

eral discrete sound sources at different positions and which emit decorrelated signals

[PB03, PS03, Ken95, Sib02]. Indeed, for psychoacoustic reasons that were highlighted

in section 2.8, if correlation is high between the spatialised point sources, the binaural

system perceives them as a single, narrow auditory event.

In contrast, if the signals emitted by the point sources are uncorrelated, the binau-

ral system perceives the point sources as distinct sound sources. In reality however, if

the point sources are cognitively related (i.e. same type of signal) and spatially close,

at a higher cognitive level, the decorrelated point sources are merged in a single, spa-

tially large, sound source; this merging effect called binaural fusion was reviewed in

section 2.8.5.

2.12.3 1, 2 or 3D source extent

By controlling the position of the discrete point sources, it was suggested [Sib02] that

the present technique could be used to devise 1D, 2D and 3D extended sound sources.

In reality however, 3D extended sound sources35 are difficult to achieve in 3D audio

displays since the distance of virtual sound sources is difficult to control (see 5.4.3).

Figure 2.38: Creation of 1D, 2D and 3D broad sound sources using the decorrelated
point source method

34spatialisation is detailed in 5.4.1
35such as wind blowing in trees
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2.12.4 Extension and evaluation of the decorrelated point

source method

Although described in [Ken95, Sib02], the decorrelated point source technique for

rendering sound source extent was not subjectively evaluated. In chapter 4, this

thesis presents a thorough perceptual investigation of the present technique through

various psychoacoustic experiments and proposes that this technique may also be

used to render the apparent shape of sound sources.

2.12.5 Obtaining decorrelated signals

To obtain a set of decorrelated signals that are then fed to the discrete sound sources,

a straight forward method consists of sampling a broad natural sound source with

a microphone array (Fig. 2.39). Then, to render the broad sound source in a 3D

audio scene, the microphone signals are spatialised at their respective positions in

the microphone array. This recording technique has been used in the context of

the Wave Field Synthesis (WFS) [VB99, Boo95, Ber88] spatialisation technique; the

microphone array approach is expensive and requires a relatively large number of

audio channels however.

An alternative method is to apply decorrelation on the monaural source signal so

as to obtain a set of decorrelated signals; these are then fed to discrete sound sources

(Fig. 2.40). This technique has the advantage that any monaural recording can be

used to produce broad sound sources. Several signal decorrelation techniques are now

reviewed in section 2.13.
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Figure 2.39: Capture and reproduction of the extent of a natural sound source via a
microphone array
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Figure 2.40: Capture and reproduction of the extent of a natural sound source via a
single microphone and a decorrelation filterbank

2.13 Signal decorrelation techniques

This section reviews several signal decorrelation techniques that can be used for the

purpose of sound source extent and shape rendering (section 2.12). The aim of decor-

relation is to generate, from a monaural input signal, a set of statistically orthogonal

signal replicas, which taken individually, are perceptually identical to the input sig-

nal. Decorrelation strength can be measured using the cross-correlation coefficient

and the coherence matrix which are defined in Annex 7.1.

In addition to being used for rendering sound source extent, signal decorrelation

techniques are also employed in a number of other applications, and it is useful to

review this literature; these applications are:

• in multi-channel acoustic echo cancellers [LI02, Ali98] to increase the conver-

gence speed of adaptive filters
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• in blind source separation [FP02]

• in speech and audio coding [Yan00]

• in sound reinforcement systems, to defeat the precedence effect36 [KWM93,

KKFW99]

Different techniques for achieving signal decorrelation are now reviewed. Full-band

and time invariant decorrelation methods are first studied.

2.13.1 Time delay

The simplest form of signal decorrelation consists of introducing a small time delay

between copies of the input signal [Vag01]; this is depicted in Fig. 2.41. Although

simple and cheap to implement, this technique however, has a major drawback when

used to render sound source extent with several point sources. Indeed, the delays

introduced between the output signals create comb-filtering37 effects which modify

the timbre of the sound source signal in an unpleasant manner. Comb filtering effects

attenuate parts of the source spectral content and, due to less energy in the signal

spectrum, this reduces the perceived extent of the sound source (see section 2.6).

Comb filtering may also negatively affect perceived extent as colouration tend to

produce unnatural sounding and ‘tinny’ sources. Thus, delay based decorrelation is

not advisable to be used for the task of sound source extent rendering.

Delay based decorrelation is, however, suitable to create spatially extended sound

sources when large delays (several seconds) are used. Large delays, however, cannot

be used with all signals such as music and speech but can be used for constant and

periodic signals such as waves breaking on a beach, the sound of rain etc. In this case,

the delay should be long enough as to avoid echoes and identification by listeners of

the signal replicas using memory.

36the precedence effect is reviewed in section 2.9.1
37If delayed signal replicas are roughly within 50 ms of the original signal otherwise an echo is

heard
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Figure 2.41: Obtaining decorrelated signals by delaying an input signal

2.13.2 Fixed FIR all-pass filters

A more advanced method to obtain a set of decorrelated signals is to perform convo-

lutions of the input signal with all-pass FIR filters having random, noise-like, phase

responses. The resulting random phases of the output signals, in turn, produce statis-

tically orthogonal signals [Ken95, Ken94]. This technique is depicted in Fig. 2.42. Due

to the insensitivity of the binaural system to phase variations of a signal [PS69] and

due to the preservation of the input signal spectrum (all-pass response), the obtained

output signals are perceptually identical but statistically orthogonal (i.e. decorre-

lated). The frequency and phase responses of a 256-tap all-pass FIR decorrelation

filter are shown in Fig. 2.43 and its impulse response is plotted in Fig. 2.44.
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Figure 2.42: Decorrelation filterbank to create several uncorrelated replicas of a
monaural signal
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Figure 2.43: Frequency and phase response of an all-pass FIR decorrelation filter
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Figure 2.44: Impulse response of an all-pass FIR decorrelation filter
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To obtain a FIR decorrelation filter with phase and frequency responses similar

to that depicted in Fig. 2.43, a technique known as the frequency response sampling

method [Ken95, Mit03] can be used. This technique is summarised in Fig. 2.45 and

consists of creating a vector A representing the filter magnitude response which is filled

with ones (all pass response) and a vector B representing the filter phase response

which is filled with a random signal ranging between -180 and +180 degrees. The

frequency response of the FIR filter in complex vector form is then described by the

vector Hf :

Hf = A.(cos(B) + j ∗ sin(B)) (2.9)

The coefficients of the all-pass FIR filter are then obtained by transforming Hf

into the time domain using an inverse Fast Fourier Transform:

Hn = FFT−1(Hf ) (2.10)

There are, however, several problems with the fixed FIR decorrelation technique.

First, if too few taps are used for the all-pass filters, little decorrelation is achieved due

to insufficient ‘phase shuffling’. Another issue when too few taps are used, is that the

sampling of the filter magnitude response is less accurate and the amplitude responses

of the obtained decorrelation filters (after the inverse FFT operation) are not perfectly

flat; this introduces coloration on the decorrelated signals. On the other hand, if too

many taps are used, the signal is smeared in the time domain; this is problematic

with signals having fast onsets (e.g. percussive sounds). In order to limit this effect,

Kendal [Ken94] recommendes to use filter lengths shorter than 20ms38. The author,

however, recommends to use even shorter filters of less than 10ms since temporal

smearing effects were noticeable (and distracting) for filter longer than 10ms. The

tap-length of the FIR decorrelation filters must therefore be chosen as a compromise

between decorrelation strength and limitation of the temporal smearing effects. The

38That is, 882 FIR taps at a 44.1 kHz sampling frequency
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Figure 2.45: Obtaining an all-pass FIR decorrelation filter via artificial magnitude
and phase response construction and inverse Fast Fourier Transform

author found that FIR decorrelation filters with 256 taps were a good compromise.

Further remarks on fixed decorrelation can be found in section 2.13.5.

2.13.3 Fixed IIR all-pass filters

IIR decorrelation all-pass filters can be devised using the following well known prop-

erty of IIR all pass filters [Mit03]:

H(z) =
aN + aN−1z

−1 + aN−2z
−2 + . . . + z−N

1 + a1z−1 + a2z−2 + . . . + aNz−N
(2.11)

Equation 2.11 shows that zeros and poles of all-pass filters are complex conjugates
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since the polynomial coefficients at the numerator are running in reverse order to that

of the denominator. To create decorrelating IIR all-pass filters with random phase

responses, a technique consists of randomly placing a number of poles within the

unity circle (to guaranty filter stability)[Ken94]. Then, by finding the polynomial

coefficients of Equation 2.11 for the randomly placed poles, the ak filter coefficients

are obtained. The advantage of the IIR decorrelation technique is that a lower filter

order is required compared to the FIR approach to achieve the same amount of

decorrelation [Ken95]. The author implemented the described IIR decorrelation filter

design technique in a Matlab script which can be found in Annex 7.2. Further remarks

on fixed decorrelation can be found in section 2.13.5.

2.13.4 Feedback Delay Networks

Feedback Delay Networks (FDN) is a technique originally developed by Jot [Jot97,

VVHK97] for simulating room reverberation. The FDN technique in its simplest

form, uses delays, amplifying gains and a circulant matrix (Fig. 2.46). More details

of the FDN architecture can be found in [GT02, RS97].

Rocchesso [ZA02] proposed that FDNs could be used to achieve signal decorre-

lation by selecting parameters that produce an all-pass filter behaviour rather than

reverberation. In his proposal, Rocchesso however, does not specifies if this technique

could be used to produce a large number of decorrelated signals.

2.13.5 Remarks on fixed decorrelation

One issue with fixed decorrelation techniques (FIR or IIR) is that they can only

produce a relatively small number39 of decorrelated signals, because a high correlation

value will eventually occur between a particular pair of output signals; this is due to

the finite length of the filters used. Therefore, the claim made by Kendal [Ken95]

who declared that an unlimited number of decorrelated signals could be obtained from

39From the author’s experience, under ten decorrelated signals
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Figure 2.46: Architecture of an order 3 feedback delay network

an all-pass decorrelation filterbank does not seem possible. However, the number of

decorrelated signals obtained with fixed decorrelation is usually sufficient to render

sound source extent and shape (section 2.12).

Another problem with fixed decorrelation is that the input signal to decorrelate

usually exhibits a time varying spectrum (e.g. music or speech) and therefore, phase

alterations (and decorrelation) produced by the decorrelation filters only apply at

frequencies at which signal spectrum is present. This produces decorrelation that is

positively influenced by the richness of the input signal spectrum and furthermore,

that is temporally varying with the signal spectrum. In order to obtain further

signals, and to achieve decorrelation that is less sensitive to the input signal, dynamic

decorrelation is used.

2.13.6 Dynamic decorrelation

Instead of using constant all-pass filters as described in section 2.13.2 and 2.13.3,

dynamic decorrelation consists of periodically updating the random phase responses

of the all-pass filters on a time frame basis. FIR or IIR lattice filter structures [Mit03]

are best suited for this task thanks to their resilience to instabilities that may occur
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during frequent filter coefficient updates.

Kendal [Ken95] states that “Dynamic decorrelation produces a special effect akin

to the sound of an environment with moving reflective surfaces or moving sound

sources, such as the movement of leaves and branches in a forest or the movement of

a crowd within an auditorium. Dynamic decorrelation imparts a quality of liveliness

to a sound field that is missing in the (fixed) FIR implementation”. The advantage

of dynamic decorrelation over fixed decorrelation is that a higher number of uncor-

related output signals can be obtained [Ken95], however, dynamic decorrelation can

lead to listening fatigue due to the constant changes of the decorrelation filter phase

responses. The perceptual effects of dynamic decorrelation are studied in a psychoa-

coustic experiment described in section 4.9. The author implemented a dynamic

decorrelation filter in Matlab, details can be found in Annex 7.3.

2.13.7 Frequency varying decorrelation

So far, decorrelation has only been applied to the full signal spectrum. Frequency

varying decorrelation is a technique whereby decorrelation is performed only on se-

lected sections of the input signal spectrum [PB04b]. Combined with the method

described in section 2.12 for rendering sound source extent, frequency varying decor-

relation can lead to interesting effects where the spatial extent of a sound source

varies with frequency. In informal listening tests carried out by the author, using this

technique, variations of source extent with frequency were clearly noticeable.

The diagram of a sub-band decorrelator is depicted in Fig. 2.47 and performs as

follows: the input signal is first split into sub-bands using a decomposition filterbank

made of brick wall low-pass, band-pass and high-pass filters. Each sub-band signal is

then decorrelated using a normal FIR (section 2.13.2) or IIR (section 2.13.3) decor-

relation technique. The different partially decorrelated signal sub-bands are added

together to form the final set of sub-band decorrelated signals.

Cross-fader modules are then used to control the amount of decorrelation in each

frequency band using a correlation factor k. This works by re-injecting some common
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sub-band signal into each decorrelated signal. For example, if total decorrelation

is wanted, k equals zero, then no common signal is injected. If k equals one, the

cross-fader outputs only the common signal and no decorrelated signal, therefore the

correlation coefficient is one. It is also possible to set k to any intermediate correlation

value. A constant power cross-fading [Wes98] technique is preferable so that no change

in signal level can be observed when k is varied.
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Figure 2.47: Principle of a sub-band decorrelator

2.13.8 Time varying decorrelation

Decorrelation can also be produced so that it is varying with time. This is achieved

by using a cross-fader module that is controlled by a time varying function k(t).

Similarly to the sub-band decorrelator described in section 2.13.7, the cross-fader
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module is used to control the amount of common signal and decorrelated signals

into the output signals, and when k(t) is varied, this creates decorrelation with a

temporal change in decorrelation strength. It is to be noted that this technique is not

equivalent to dynamic decorrelation (section 2.13.6) which consisted of updating the

decorrelation filter coefficients. The diagram of a time-varying decorrelator is shown

in Fig. 2.48. In section 4.9 time varying decorrelation is subjectively tested in an

experiment.
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Figure 2.48: Principle of a time-varying decorrelator

2.13.9 Other decorrelation techniques

Other decorrelation techniques besides delay and all-pass filtering exist (see [LI02]

for an overview), these are often used in echo-cancellation systems. However, these

techniques are best avoided for rendering sound source extent because they either

degrade the signal (artificial introduction of noise and distortion), create disturbing

phasing effects (Hilbert transform based techniques) or do not generate a high enough

number of decorrelated signals.



92

2.13.10 Summary of source extent rendering techniques

Several techniques were described and compared to control the extent or sound

sources. Emphasis was placed on a method that uses decorrelated point sources

to render 1, 2 or 3D extended sound sources; this technique is subjectively tested in

several experiments described in chapter 4. Several signal decorrelation techniques

were then described; these can be used for the purpose of rendering spatially extended

sound sources, using the decorrelated point source technique.

2.14 General summary

Channel and object oriented techniques for transmitting 3D audio content were re-

viewed. The advantages of the object-oriented approach in terms of scalability and

interactivity were explained. Shortcomings of the scene graph model used in object-

oriented standards such as VRML and MPEG-4 were then highlighted. In chapter

3 is presented an alternative 3D audio scene description scheme that addresses these

problems. The practical implementation of the scheme in a novel 3D audio rendering

system is then described in chapter 5.

Spatial auditory percepts were then reviewed. A particular focus was placed

on the perception of sound source extent in the presence of one and multiple sound

sources. Techniques for artificially rendering sound source extent in 3D audio displays

were then described. A technique which consists of using several decorrelated sound

sources to produce artificial sound source extent was reviewed. In chapter 4, this

technique is perceptually evaluated.



Chapter 3

Novel object-oriented approach for
describing 3D audio scenes using
XML

3.1 Introduction

Non-object and object oriented methods for transmitting and storing 3D audio scenes

were reviewed in section 2.2. It was shown that non-object or channel oriented tech-

niques do not allow interactivity with the scene and usually impose restrictions on

the rendering terminal, such as, for instance, the obligation to use the correct num-

ber and placement of speakers. In contrast, the object oriented approach provides a

higher level of abstraction so that 3D audio scenes can be described independently

from a particular rendering configuration, allowing the transmission of the same scene

to a wide range of terminals (e.g. headphones, two speakers, custom speaker array

etc). Besides, object oriented techniques allow interactivity and modification of the

3D audio scenes by the end user.

This chapter presents a novel XML based object-oriented scheme for describing

animated 3D audio scenes. The scheme, called XML3DAUDIO, is novel in that

it does not follow a traditional scene graph model that is used in standards such

93
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as VRML, X3D and MPEG-4 AudioBIFS1. Instead, XML3DAUDIO follows a new

scene orchestra and score approach. It is shown in this chapter that, unlike the scene

graph model, this new approach allows the scene content data to be separated from

the scene temporal data. This, in turn, simplifies and clarifies the scene descrip-

tion. It is also shown that this approach allows centralisation of the description of

the scene temporal behaviour in the scene score; this allows easier modification and

re-authoring of the scene description. The advantages of the new scene orchestra

and score approach over the scene graph approach for describing 3D audio scenes are

highlighted in several 3D audio scene examples.

The novel XML3DAUDIO scheme presented in this chapter was initially devel-

oped to be used as an ad-hoc format for describing and rendering 3D audio scenes;

its practical implementation in a 3D audio rendering system is described in chapter

5. Existing standards (i.e. VRML, X3D and MPEG-4) were discarded for this task

as they are either too simple and lack description capabilities (VRML, X3D) or are

too complex (MPEG-4 AudioBIFS). For instance, MPEG-4 Advanced AudioBIFS

has not, to this date2, been fully implemented in a MPEG-4 compliant player due to

the high complexity of the standard.

While benefiting from a simpler and viable format for fully describing and ren-

dering animated 3D audio scenes, XML3DAUDIO encompasses state of the art 3D

audio description features3 found in MPEG-4 Advanced AudioBIFS (AABIFS). In

addition, XML3DAUDIO provides novel features that are currently unavailable in

MPEG-4 AABIFS. These include: the ability to algorithmically compose 3D audio

scenes, the ability to compose hybrid scenes4 and the ability to describe the spatial

extent of sound sources.

1These standards were reviewed in chapter 2
2That is, five years after reaching the Final Draft International Standard (FDIS) status
3Feature examples: directivity of sound sources, reflectivity of acoustic material, definition of

room reverberation etc.
4Hybrid 3D audio scenes were defined in 2.2
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The design aims of XML3DAUDIO are first listed. The different areas of de-

scription required to fully define 3D audio scenes are then identified. The new scene

orchestra and score approach is then explained. The formats of the scene orchestra

and scene score are then detailed. Follows the description of the different scene ob-

jects of the novel scheme that are used to describe the content of 3D audio scenes.

An evaluation of the new scheme is then given, to do so, the scheme features are

compared against the 3D audio description capabilities of MPEG-4 AudioBIFS. The

new scene orchestra and score approach used by the novel scheme is then compared

in terms of efficiency and clarity against the scene graph model. Finally, an alternate

use of the new scheme as a meta-data annotation scheme for describing 3D audio

content is explained.

3.2 XML3DAUDIO: A new 3D audio scene de-

scription scheme

3.2.1 Design philosophy and aims of XML3DAUDIO

The purpose of XML3DAUDIO is to provide a viable framework for thoroughly de-

scribing animated 3D audio scenes in an object oriented way so that, from a scene

description and sound resources (i.e. sound files or streams), a complete 3D audio

scene can be rendered. The design criteria of XML3DAUDIO are now listed.

• Simplify as much as possible the syntactic structure of the 3D audio scene

descriptions, while offering advanced features for describing 3D audio scenes.

Simplification of the scene description was intended to allow easy authoring of

3D audio scenes and to improve scene parsing efficiency at the rendering stage.

It is explained in section 3.3 how the selected orchestra and score model used

to develop the scheme simplifies scene description. A comparison of the novel
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scheme with the scene graph model in terms of scene description simplicity is

given in section 3.4.2.

• Provide state of the art descriptors to define 3D audio scenes. To do so, 3D audio

scenes can be described in a physical way (e.g. sound source extent, sound source

directivity, material reflectivity etc) and in a perceptual way (reverberation

parameters such as warmth etc), this dual approach is also used in the MPEG-

4 AABIFS standard (see 2.4.2).

• Centralise the scene temporal behaviour description (e.g. playing times of sound

sources, change of object parameters over time etc) and separate it from the

scene content description. This structure, is turn, permits easy authoring and

re-authoring of 3D audio scenes. Centralisation of the scene temporal data con-

trasts with the scene graph approach where scene content and scene timing de-

scriptions are aggregated; this results in complex and tangled scene graphs and

the spreading of the scene temporal information throughout the scene graph.

Advantages of separating scene content and scene timing descriptions are fur-

ther highlighted in section 3.4.2.

• Do not define complex interactive behaviours such as found in VRML or MPEG-

4 (section 2.4.1). This was decided since interactivity is mainly useful in virtual

reality scenes where both visual and auditive feedback are present. Even though

interactivity is not implicitly described in the scene description, users may still

interact with the scene by modifying the parameters of objects at the rendering

side, such as for instance, the position of sound sources, playing or stoping

sound sources etc.

• Allow definition of parent-child relationships between objects so that complex

objects5 can be manipulated as single objects, this feature is equivalent to Group

and Transform nodes of VRML and MPEG-4 BIFS.

5Which will be called macro-objects in the rest of this chapter
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• Remain independent from any particular 3D audio format, channel and speaker

configuration or 3D sound API; this allows the scheme to be used in a wide

range of use case scenarios. For example, the scheme can alternatively be used

as a meta-data annotation scheme for 3D audio (see 3.5).

• Allow complex scene authoring commands to be issued by scene authors to com-

pose 3D audio scenes algorithmically. For example, a 3D audio scene containing

a swarm of bees can be described by a single ‘swarm’ command which results in

cloning a number of sound sources, playing at random times and having individ-

ual random trajectories. The use of algorithmic composition commands allows

complex 3D audio scenes to be described very efficiently. This novel feature has

no equivalent in VRML, X3D or MPEG-4 AudioBIFS.

• Allow construction of hybrid 3D audio scenes. Hybrid 3D audio scenes are the

combination of natural (i.e. captured) and synthetic 3D audio scenes artificially

(composed of spatialised sound sources). To achieve the description of hybrid

scenes, XML3DAUDIO allows importing recorded 3D audio scenes in the cur-

rently described scene. This feature does not exist in VRML and MPEG-4 and

it is shown in section 3.4.3 the reasons as to why it is problematic to devise

hybrid 3D audio scenes in MPEG-4 AudioBIFS.

The eXtensible Markup Language (XML) was selected to develop XML3DAUDIO

since it is widely used for meta-data and description tasks [Cah01] and that many

tools for authoring and processing XML are widely available [Tit04]. Besides, XML

is human readable and thus, 3D audio scenes can be authored using a simple text

editor. XML3DAUDIO is implemented as an XML schema [Tit04] and therefore, a

described 3D audio scene results in an XML file conforming to this schema. Due to

the extensible nature of XML, later extensions of XML3DAUDIO are also possible.
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3.2.2 3D audio scene description areas

The design of XML3DAUDIO was based on the observation that 3D audio scenes

are formed by the interaction between objects such as: the listener, sound sources,

reflecting and obstructing objects, reverberant spaces and medium. In addition, these

scene objects can exhibit time varying behaviours, such as the playing times of sound

sources and the change of object parameters over time (e.g. change in position).

Lastly, hierarchical and contextual relationships between objects may exist, such as

parent/child relationships and acoustical environments (i.e. objects belonging to the

same room).

XML3DAUDIO describes complete 3D audio scenes by three means: the descrip-

tion of scene content, the description of scene timing and the description of scene hi-

erarchy; these three areas are illustrated in Fig. 3.1. It is explained in section 3.3 that

the new scene orchestra and score approach, unlike the scene graph model, permits

the clear separation of scene content description from the temporal and hierarchical

scene description. The three categories of scene description are now detailed.

Scene content

The scene content is defined by a list of Elementary objects present in the 3D au-

dio scene. Elementary objects include the listener (i.e. the reference point), sound

sources, reflective surfaces (reflecting or obstructing sounds), 3D audio recordings

(used to create hybrid scenes), rooms (describe reverberation) and medium (describes

propagation properties). The description of the scene content is performed in the

scene orchestra (section 3.3.4) and elementary objects are detailed in section 3.3.6.

Scene timing

The scene timing descriptors then describe the scene temporal behaviour such as

the playing times of sound sources and change of object parameters over time (e.g.

their positions). The description of the scene timing is performed in the scene score
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(section 3.3.5).

Figure 3.1: Illustration of the three description categories to describe 3D audio scenes

Scene hierarchy

The scene hierarchy descriptors define the relationships between objects. This ad-

dresses the fact that complex sound objects can be composed of several elementary

objects. For example, a complex object such as a car has a reflective body and emits

multiple sounds: exhaust, engine noise, tyre friction, horn etc. Complex objects are

called macro-objects and their description in the novel scheme is explained in section

3.3.6. The hierarchy descriptors are also used to define acoustical environments, these

are groups of objects that only interact between each other (e.g. objects belonging

to the same room). Environments are further explained in section 3.3.
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3.3 The scene orchestra and score approach

XML3DAUDIO follows a scene orchestra and score approach. The orchestra and score

model is inspired by the sound synthesis programming language CSound [Bou00]. The

CSound model was also used in the creation of the Structured Audio Orchestra Lan-

guage (SAOL) [VS] which is the sound synthesis and processing language of MPEG-4

AudioBIFS6.

3.3.1 Scene orchestra: content description

In the scene orchestra and score approach, the scene orchestra only describes the scene

content by listing the objects present in the 3D audio scene (e.g.. sound sources,

listener, rooms etc) and describes their intrinsic properties. In the orchestra, no

such child/parent relationships between objects are defined (as in the scene graph

model), and objects are just described at the same hierarchical level (Fig. 3.2). The

hierarchical relationships between objects are instead described in two ways: in the

scene score or by importing macro-objects in the scene orchestra, this is explained in

section 3.3.6.

In the scene orchestra, each object and macro-object has a unique ID which is

used by the scene score to address the objects (Fig. 3.2). The format of the scene

orchestra is detailed in section 3.3.4.

3.3.2 Scene score: initialisation, timing, composition and hi-

erarchy description

The scene score first performs initialisation of the scene, this is used to set the prop-

erties of the orchestra objects before the scene is rendered. Scene score initialisation

is detailed in section 3.3.5.

6SAOL is implemented by the AudioFX node of AudioBIFS
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Figure 3.2: Overview of the orchestra and score approach

The scene score then describes scene animation and the modifications of object

parameters over time (e.g. position of sound sources). The scene score also defines

the sequencing and playing times of sound sources. A sound source may be played

several times in arbitrary ways by the scene score, this contrasts with the scene graph

model where playing times are embedded in the fields of the AudioClip7 object itself,

resulting in a fixed temporal use of the sound source, unless routing mechanisms are

used to modify the fields of the AudioClip object, adding complexity to the scene

description.

The scene score is also used to describe eventual parent/child relationships be-

tween objects. This grouping mechanism is useful when animating complex objects,

so that a single animation command is required in the score instead of animating

individual objects of the macro-object. In the scene graph approach, grouping of

objects is performed with Group and Transform nodes (section 2.4.1).

The scene score may also be used to algorithmically compose 3D audio scenes.

Using special composition commands8 in the scene score, complex 3D audio scenes

can be quickly composed. This feature is unique to XML3DAUDIO and is described

in section 3.3.5. Commands specified in the scene score may also be used to alter the

7See section 2.4.1
8That are called opcodes
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scene dynamically, such as instantiating and killing objects etc. This feature can be

compared to the BIFS-Commands mechanism of MPEG-4 BIFS (section 2.4.2).

Lastly, the scene score can be used to define acoustical environments. An envi-

ronment is a mechanism used to group several objects into a region where they only

interact between each other, for instance, sound objects belonging to the same room.

This feature is useful to describe 3D audio scenes that have multiple acoustical envi-

ronments (e.g. different rooms). This feature is also present in MPEG-4 AudioBIFS

and is implemented by the AcousticScene node [PE02]. The format of the scene score

is defined in section 3.3.5.

3.3.3 Benefits of the scene orchestra and score approach

The scene orchestra and score approach was selected to develop XML3DAUDIO since

it clearly separates the scene content data from the scene temporal and structural

data. Compared to the scene graph model which combines content and timing data

in complex ways (section 2.4.1), this approach allows a simpler and more organised

scene description. This, in turn, allows a centralised description of the 3D audio scene

temporal behaviour which can be easily re-authored and more quickly processed by a

scene render. These claims are highlighted in an evaluation of XML3DAUDIO against

VRML and MPEG-4 in section 3.4.2.

The format and structure of the scene orchestra and the scene score are now

detailed. This is followed by the description of the objects that can be used in the

scene orchestra.

3.3.4 Format of the scene orchestra

The scene orchestra simply lists the objects present in the 3D audio scene and de-

scribes their intrinsic properties. Setting object properties serves as initialisation of

the objects before the start of the scene; scene initialisation may also be performed

by the scene score (see 3.3.5).
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Fig. 3.3 shows the XML schema of the scene orchestra. The list of objects that

can be be used in the 3D audio scene orchestra and their functions are summarised

in table 3.1. There can be an unlimited number of instances for each type of object.

The orchestra objects and their parameters are detailed in section 3.3.6. Every object

described in the scene orchestra has a unique ID. This is used to link the scene objects

described in the scene orchestra with their temporal descriptors defined in the scene

score. The straight forward nature of the scene orchestra format allows fast parsing

of the 3D audio scene content by a scene renderer. For a human, the scene orchestra

XML data may be read directly without the need of particular tools (an XML scene

example is given in section 3.3.7). In comparison, 3D audio scenes described in VRML

or MPEG-4 XMT9 can appear as complex scene graphs having deeply nested objects.

This complicates the task of the scene parser/renderer and reduces readability of the

textual scene description by humans.

9That is, MPEG-4 AudioBIFS described in XML syntax (section 2.4.2)
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Figure 3.3: Format of the scene orchestra
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Object Function
Listener Reference position in the 3D audio scene
Source Sound emitting object
Surface Reflective and obstructing object
Medium Defines sound propagation properties
Room Defines reverberation

Macro Object Imports complex object in 3D audio scene
Recorded Scene Imports 3D audio recordings (used for hybrid 3D audio scenes)

Definitions Defines properties of objects which are commonly used

Table 3.1: List of orchestra objects

3.3.5 Format of the scene score

The scene score, held in a separate section of the XML 3D audio scene description

contains two parts: the initialisation score and the performance score.

The XML schema of the scene score is shown in Fig. 3.4. The initialisation

and performance score are composed of lines of score. Each line of score contains a

single command that is applied to one or several objects. The formats of the line of

initialisation and performance score are depicted in Fig. 3.5.

Initialisation score

The initialisation score is used to set the initial states of objects before the start of

the scene and to describe possible parent/child relationships between objects defined

in the scene orchestra.

A line of initialisation score has a command field containing an Opcode (i.e. the

command), one or several Object fields, containing the IDs of objects that are to be

affected by the command (i.e. the operands) and one or several Parameter fields

containing parameters for the command; the format of the initialisation score lines is

depicted in Fig. 3.5.
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Figure 3.4: Scene score format

Examples of lines of initialisation score are shown in table 3.2 below. The first

line of score groups three sound source objects into a new group called ‘groupname1’.

The second line of initialisation score then places the newly created group object to

a point in space at coordinates (-5,0,5).

Command Object(s) Parameters
Group source1, source2, source3 groupname1

Move to groupname1 -5,0,5

Table 3.2: Examples of two initialisation score lines

Initialisation of object properties can also be performed in the scene orchestra as

explained in section 3.3.4 above, however the initialisation score overrides initialisation

that may have been done in the scene orchestra. The separation of the initialisation

score from the performance score allows to easily re-author scenes with different initial

states.
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Figure 3.5: Formats of the lines of initialisation and performance score

Performance score

The performance score describes the scheduling of the scene (i.e. when sound sources

are played), the temporal changes of object parameters (e.g. object trajectories) and

hierarchical relationships that are defined during the course of the scene. The per-

formance score is also used to algorithmically compose 3D audio scenes using special

composition commands that are listed in Fig. 3.6.

A line of performance score has, in addition to a line of initialisation score, a

start time and a duration field; this is depicted in Fig. 3.5. The start time defines

at what time from the start of the scene (t = 0) the action should be undertaken

and the duration field specifies the action duration, if necessary. Examples of lines

of performance score are shown in table 3.3. The first line of score example moves

the object ‘source1’ from its current location to a point in space with coordinates

(0,5,-3); this action starts at (t = 0) and lasts for five seconds. The scene renderer

is responsible for the interpolation of the source position and at t = 5s the source1

object reaches the target position (0,5,-3).

The second line of score example defines the play time (t = 5s) and stop time

(t = 10s) of the source1 object. The loop parameter specifies that if the duration of
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the sound file used by source1 is shorter than (stopTime -startTime), it is looped.

The third line of score example illustrates a complex composition command. Using

the ‘swarm’ command, the source1 object is cloned at t = 10s into 25 copies, the

clones are then randomly distributed in a cube with dimensions 10×10×10m. Finally,

the swarm of sound sources are moved randomly at 4m/s. This example illustrates

how complex 3D audio scenes can be devised with only a few lines of scene score.

Start time Duration Command Object(s) Parameters
0 5 Move To source1 0,5,-3
5 10 Play source1 loop
10 Swarm source1 10,10,10,25,4

Table 3.3: Examples of performance score lines

The different commands that can be used in the initialisation score and perfor-

mance score are now described.

Score commands

The list of current commands that can be used in the scene score is shown in Fig. 3.6;

these are sorted in categories: scene update commands that are used to modify ob-

jects in the scene, environment commands to create virtual acoustic environments,

Object management commands to dynamically create or delete objects of the scene,

scene hierarchy commands to define child/parent relationships between objects and

to create macro-objects, and finally scene composition commands to algorithmically

compose 3D audio scenes.

Benefits of the scene score format

From the scene score format that has been described, it can be seen that complex

scene behaviours can be described using simple commands. In addition, these complex

scene behaviours do not result in higher syntactic complexity of the scene description.
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Another advantage of using an opcode approach for the scene score is that the list of

score commands is not exhaustive and so the novel scheme can be further extended

with more complex scene commands without modifying its basic structure.

In VRML and MPEG-4 BIFS script nodes could be used to create complex be-

haviours such as achieved with the scene score opcodes. One major difference, how-

ever, is that script nodes cannot instantiate other objects but can only route events

to modify object parameters in the scene graph [PE02]. This limits composition fea-

tures and so, a script node would be unable to achieve an equivalence of the ‘swarm’

command that has been exemplified above. Secondly, script nodes require that the

script code is defined in the fields of the node itself. Thus, it may be difficult to re-

author a scene graph that contains scripts, since it must first be reversed engineered.

In comparison, using XML3AUDIO, the opcodes defined in the scene score clearly

indicate the original scene author intentions and thus can be easily modified.

Lastly, the scene score centralises all the temporal and hierarchical scene informa-

tion in a distinct section of the scheme. Therefore, scenes that are described using

XML3DAUDIO may be easily modified. The benefits of the novel scheme approach

are further exemplified and compared with the scene graph approach in section 3.4.2.
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Figure 3.6: List of scene score commands
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3.3.6 List of scene orchestra objects

The functions and the semantics of the different objects that can be used in the scene

orchestra are now detailed.

Listener object

The listener object defines the position and orientation of the virtual listener in the

virtual 3D audio scene. A 3D audio scene may include several listener objects. This

allows quick switching between several points of view in the scene and allows for

multi-user use case scenarios. Switching points of view can be described in the scene

score.

The listener object has a position and orientation in a 3D left-handed cartesian

space. Positions of other objects such as sound sources are then calculated relative to

the current listener object so that sound sources, for instance, appear at the correct

location to the end user. By assigning a trajectory to the listener object from the

scene score, it is possible to wander in the 3D audio scene.

If the scheme is to be used to render 3D audio scenes binaurally on headphones, the

listener object describes the Head Related Transfer Function (HRTF) of a particular

listener. Using this data, 3D sound scenes can be rendered optimally to the user

because his/her own HRTFs will be used (see section 2.3.1). The head-related transfer

functions are described by defining IIR filter coefficients for several Azimuth and

Elevation angles and for the left and right ears. FIR filters for the HRTFs may also

be described if the denominator coefficients ‘aCoeffs’ are undefined.

It is also possible to describe the HRTF functions by specifying the frequency

responses for the right and left ears for particular Azimuth and Elevation angles.

Interpolation is then used to calculate intermediate HRTFs [Beg92a] between points

of measurement. The listener HRTFs may also be described externally in a Defini-

tion object. This is useful when several listeners use the same HRTFs, avoiding the

repetition of HRTFs descriptions in the XML 3D audio scene orchestra.

The equivalent of the listener object in MPEG-4 AudioBIFS is the ListeningPoint
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object [PE02]. The ListeningPoint object, like the listener object, describes orien-

tation and position of the virtual listener in the scene. The ListeningPoint object,

however, does not describe listener’s HRTFs because it was decided by the designers

of the MPEG-4 standard that this describes details of the terminal and thus it is

non-normative. In XML3DAUDIO however, it was decided to allow the optional de-

scription of HRTFs since this allows the use of individualised HRTFs in the context

of binaural spatialisation.

The semantics of the listener object are shown in Fig. 3.7.

Figure 3.7: Semantics of the Listener object

Source object

Source objects are the sound emitting objects in the virtual 3D audio scenes. The

Source object is used to spatialise monaural sound source signals in 3D audio scenes.
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The monaural sound signal emitted by the Source object is specified in the URL field

of the Source object. The sound resource may be a downloadable sound file (e.g.

WAV file) or an audio stream.

The Source object has a position and orientation relative to the origin of the 3D

audio scene. The directivity of the Source object can also be described. If source

directivity is not specified, the sound source is considered omnidirectional. The di-

rectivity of sound sources is described by specifying key attenuation values (in dB)

for several source-listener angles, intermediate values are then linearly interpolated.

The directivity pattern of sound sources can also be defined at different frequencies

since it is known that the directivity of natural sound sources is frequency varying10

[HST96]. Thus, angular and frequency resolution for describing source directivity is

given by the number of entered key values. Fig. 3.8 shows an example directivity

pattern described in this manner at two frequencies.

Figure 3.8: Example of sound source directivity described at two frequencies

10For instance a cello emits less high frequency at the back than at the front
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Sound source directivity may also be described externally in a Definition object.

This is useful when several sound sources have the same directivity patterns, avoiding

description repetition in the scene orchestra.

An alternate method for describing sound source directivity is by means of O-

format impulse responses. Instead of describing source directivity point by point,

this technique is attractive since it can precisely describe the directivity and spatial

extent of sound source from only four impulse responses. Furthermore, the O-format

directivity pattern of real sound sources can be measured with microphones. The

O-format technique is further explained in section 2.11.4. The O-format impulse

responses are described in the Source object as an URL pointing to an external 4-

channel sound file as this is more efficient than describing impulse responses point by

point in XML syntax.

The semantics of the Source object then allow for the spatial extent of the sound

source to be defined by the dimensions of a 3D box. This permits the description of

the following sound sources: point sources (e.g. a flying insect), line sound sources

(e.g. a beach front or motorway), 2D sound sources (vibrating panel) and 3D sound

sources (a swarm of bees or a waterfall). The extent of sound sources is an important

psychoacoustic parameter which is extensively studied in chapter 4.

Finally, the Source object may include perceptual parameters describing subjec-

tive acoustical properties of the sound source. These parameters are identical to

those used in the perceptual approach of MPEG-4 Advanced AudioBIFS (section

2.4.2). The three perceptual parameters are Presence, Brilliance and Warmth. The

description of these parameters can be found in [PE02].

The description capabilities of the Source object of XML3DAUDIO thus include

the capabilities of the MPEG-4 Advanced AudioBIFS DirectiveSound object [PE02] in

that sound source directivity and perceptual parameters of the sound source can be de-

scribed. However, the Source object offers two novel features over the DirectiveSound

object: the ability to describe source directivity via O-format impulse responses and
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the ability to describe the spatial extent of sound sources. Work presented in this the-

sis in chapter 4, however, resulted in the addition of sound source extent description

capabilities in version 3 of the MPEG-4 AudioBIFS standard. Thus, sound source ex-

tent description capabilities will soon be available when MPEG-4 AudioBIFS version

3 reaches FDIS11 status in 2005.

The semantics of the Source object is shown in Fig. 3.9.

Figure 3.9: Semantics of the Source object

11Final Draft International Standard
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Surface object

Surface objects are used to define objects that obstruct and reflect the sound field in

the 3D audio scene. Several Surface objects can be used to describe room geometry,

this permits the scene renderer to calculate the early room reverberation using a ray

tracing or image model algorithm (see 5.4.7). Description of surfaces also allows the

scene renderer to calculate obstructions of sound sources by obstacles (such as for

instance, to simulate sound sources that are placed behind a wall).

It is well known that it is computationally expensive to calculate the whole room

reverberation using only room geometry data [HSHT96] since the number of reflec-

tions grows exponentially and can reach numbers of several millions after only a few

seconds. It is advantageous instead to describe room reverberation via a statisti-

cal model driven by perceptual parameters (section 5.4.8). In XML3DAUDIO, late

reverberation is thus described separately in the Room object.

In order to simplify surface definition, only flat polygonal surfaces can be de-

scribed. These are defined by a minimum of three vertex points in cartesian space

defined in the points field of the surface object. The acoustical properties of surfaces

are then defined in the reflectivity and through fields whether the surface acts as a re-

flector, an absorber or both. Surface reflectivity12 and transmissivity13 are described

by specifying IIR filter coefficients for different incident angles. Alternatively, reflec-

tivity and transmissivity may be defined by attenuation gains for different angle of

incidence at different frequency bands, linear interpolation is then used to calculate

intermediate values. From this data, a filter is then computed to apply the neces-

sary attenuation on the sound source signal which was reflected or went through the

surface, to do so several existing filter design techniques can be used [OW97].

The surface material properties can also be described in a definition object. This

is useful when many surfaces have the same material, since the material description

needs to be performed only once in the definition object, avoiding redundancy in the

12That is, the transfer function of signal attenuation due to reflection on a surface
13That is, the transfer function of signal attenuation after travelling through a surface
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XML 3D audio scene description.

The capabilities of the Surface object of XML3DAUDIO are identical to that of

the AcousticMaterial node of MPEG-4 Advanced AudioBIFS [PE02]. The semantics

of the surface object are shown in Fig. 3.10 below.

Figure 3.10: Semantics of the Surface object

Medium object

The Medium object describes properties of the virtual medium which induces atten-

uation and delay on the sound source signals travelling in the virtual medium of the

3D audio scene. If the Air Attenuation field of the Medium object is set to ‘1’, air

attenuation is applied to the sound sources, otherwise air attenuation is not applied.

In the Medium object, the following parameters are used to describe the medium
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properties: temperature, humidity and pressure. These parameters can be used by the

scene renderer to calculate signal attenuation during propagation of source signals in

the virtual medium (see section 5.4.3).

The propagation speed parameter controls propagation delays and has an effect

on the strength of the doppler effect which is applied on moving sound sources (see

section 5.4.5). The strength of the Doppler effect can also be controlled separately

with the Doppler factor parameter. Several Medium objects can be defined in the

scene orchestra, this is useful when describing 3D audio scenes with different acous-

tical environments (e.g. different rooms) which have different propagation properties

due to changes in medium characteristics between rooms.

In MPEG-4 AudioBIFS, medium description is done in the DirectiveSound node

and only includes the definition of the speed of sound and the definition of a flag that

specifies if air attenuation should be applied to the source signals. XML3DAUDIO

thus provides more accurate medium description since the temperature, humidity and

pressure of the medium can be described. This, in turn can be used to describe

3D audio scenes with peculiar medium propagation properties (e.g. extremely cold

environments). Medium properties may also be animated over time in the scene score

to create novel special effects.

The semantics of the medium object are shown in Fig. 3.11.
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Figure 3.11: Semantics of the Medium object

Room object

The Room object is used to describe room reverberation by three means. The simplest

way is to use orthogonal subjective parameters that were developed in [JW95] and

which are also used in MPEG-4 advanced AudioBIFS [VH99]. These parameters are:

room presence, running reverberation, envelopment, late reverberance, heaviness and

liveness.

Secondly, room reverberation can be described by reverberation times (T60) at

different frequencies, this is the coarsest way to describe room reverberation. The

last and most precise method for describing room reverberation is by means of an

external B-format impulse response which contains the 3D acoustical response of a

particular room. At the renderer, the source signal and the B-format impulse re-

sponses are convolved to produce the desired 3D reverberation [FT98]. The B-format
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impulse responses are given as a URL pointing to an external 4-channel sound file, as

this is more efficient than describing impulse responses point by point in XML syntax.

Similarly to MPEG-4 Advanced AudioBIFS [PE02], XML3DAUDIO can describe

room reverberation via orthogonal perceptual parameters. However, in addition,

XML3DAUDIO provides two additional methods for describing late reverberation:

definition by simple reverberation times at different frequencies and a more precise

way which uses B-format impulse responses. This feature can be used to precisely

reproduce the measured 3D reverberation of natural environments [FT98].

The semantics of the room object are shown in Fig. 3.12 below.

Figure 3.12: Parameters of the Room object
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Macro-objects

In the scene orchestra, complex objects composed of several sound sources and acous-

tic surfaces may also be imported at once. These are called macro-objects. For ex-

ample, a macro-object representing a car may be composed of several sound sources

that represent the tyre friction, horn and exhaust pipe sounds and several surfaces

defining the body of the car which in turn obstructs and reflects sounds of other sound

sources; this macro-object example is depicted in Fig. 3.13.

Car sound sources


Other sound

source


Virtual listener


Exhaust


Engine/horn


Tyre friction


Figure 3.13: Illustration of car macro-object

Macro-objects are defined externally from a separate XML schema that is shown

in Fig. 3.14. A macro-object is thus simply a grouping mechanism which contains

several elementary objects such as sound sources, reflective surfaces, recorded scenes

or even sub macro-objects.

In the 3D audio scene orchestra, a macro-object is imported via a Macro object

object which points to the XML description of the macro-object. Once imported in

the scene, the macro-object is then controlled as a single object by the scene score,
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Figure 3.14: Macro-object definition schema

simplifying score descriptions. Macro-objects have position and rotation parameter

fields to position the centre of the macro-object in the 3D audio scene and an URL field

pointing to the XML description of the macro-object. Importing of macro-objects in

the scene orchestra is shown in Fig. 3.15.

When defined, macro-objects contain their own sound resources, allowing complex

objects to be imported at once. However, when only the template of the macro-object

is wanted, it is possible to replace the resource URLs of the macro-object by other

URLs pointing to different sound resources. This is achieved by specifying a list of

URLs in the SourceURLS field. The order of definition of the URLs is important

since the new URLs are attributed in the order of description of the objects in the

macro-object.

A library of macro-objects (e.g. a car, a person speaking, a choir, a music orchestra

etc.) has been created. This library can be used to quickly compose 3D audio

scenes that contain these complex objects. The macro-object library could be further

extended with more specific 3D audio objects.
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Figure 3.15: Semantics of the macro-object object used to import complex objects in
the scene orchestra
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Recorded scenes

The Recorded scene object is used to incorporate sound resources that are complete

3D audio scenes in themselves. It is useful to employ the recorded scene object in

situations where a 3D audio scene is composed of both recorded 3D audio scenes and

spatialised monaural samples (i.e. an hybrid 3D audio scene). The Recorded scene ob-

ject permits importing B-format14 content of any Ambisonics order and 5.1 surround

recordings.

The URL fields are used to point to the 3D audio scene recording which can be a

local file or an online link. Optionally, the imported scene can be further rotated in

three dimensions as specified in Rotate, Tilt and Tumble fields. These can be be used

to re-orient the imported 3D audio scenes in the current 3D audio scene. Rotations

operations on B-format recordings are particularly easy to perform using simple linear

equations [Dan00].

The Recorded scene object of XML3DAUDIO has no equivalent in MPEG-4 Au-

dioBIFS. It is highlighted in 3.4.3 that the description of hybrid 3D audio scenes

is problematic in AudioBIFS due to its channel oriented internal structure. The

semantics of the recorded scene object are shown in Fig. 3.16.

14Ambisonics B-format was reviewed in section 2.3.3 and is further developed in section 5.4.1
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Figure 3.16: Semantics of the recorded scene object

Definitions

Definition objects are used to describe object properties that are frequently used by

objects in the scene orchestra. For example, a number of surfaces may have the same

acoustical material. This feature is used to avoid redefining the same parameters for

every object. The Definition objects are then called by other objects by specifying

the name of the Definition object. These are the features that can be described

in the definition object: listener HRTF curves, sound source directivity patterns

and material properties (Fig. 3.17). This feature can be compared to the PROTO

mechanism [ANM97] of VRML and AudioBIFS.
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Figure 3.17: Semantics of the definition objects

3.3.7 3D audio scene example

The XML syntax of a simple 3D audio scene described using the new XML3DAUDIO

scheme is now given. The example 3D audio scene represents the auditory scene

heard by someone seating on the beach. This example scene is hybrid since it uses

both a 3D audio recording and spatialised sound sources. The scene orchestra, which

describes the scene content, contains four objects:

• A listener located at position (3,5,0) in the scene and with an head orientation

facing the frontal direction (Azimuth=0, Elevation=0, Roll=0)

• An omnidirectional point sound source (seagull) located at position (10,5,10)

at the start of the scene

• A line sound source (beach front) with an horizontal spatial extent of 100 m

• A B-format 3D audio recording (beach crowd).
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The scene score which describes the scene timing and animation contains three

lines of performance score.

• The first line of score plays the beachfront and beach-crowd sound sources at the

start of the scene and for a duration of 100 seconds. In case the sound samples

are shorter than this period, they are looped as specified by the loop parameter.

• The second line of scores plays the seagull sound source between 20 and 30

seconds.

• The last line of score performs the animation of the seagull object from its

initial position [10,5,10] to position [20,10,8], in 10 seconds and starting at 20

seconds from the start of the scene.

<?xml version="1.0" encoding="UTF-8"?>

<ORCHESTRA>

<Listener>

<Id>Guillaume</Id>

<Position>

<Xl>3</Xl>

<Yl>5</Yl>

<Zl>0</Zl>

</Position>

<Orientation>

<Azimuth>0</Azimuth>

<Elevation>0</Elevation>

<Roll>0</Roll>

</Orientation>
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</Listener>

<Source>

<Id>beachfront</Id>

<URL>beachfront.wav</URL>

<Dimensions>

<X>0</X>

<Y>100</Y>

<Z>0</Z>

</Dimensions>

</Source>

<Source>

<Id>seagull</Id>

<URL>http:\\dummyserver.com\seagull−stream.mp3</URL>

<Position>

<X>10</X>

<Y>5</Y>

<Z>10</Z>

</Position>

</Source>

<Recorded Scene>

<B−format>

<Id>beach−crowd</Id>

<URL>beach−crowd.wxyz</URL>

</B−format>
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</Recorded Scene>

</ORCHESTRA>

<SCORE>

<Performance Score>

<Line of Score>

<start time>0</start time>

<Duration>100</Duration>

<Command>play</Command>

<Object>beachfront</Object>

<Object>beach−crowd</Object>

<Parameter>loop</Parameter>

</Line of Score>

<Line of Score>

<start time>20</start time>

<Duration>30</Duration>

<Command>play</Command>

<Object>seagul</Object>

</Line of Score>

<Line of Score>

<start time>20</start time>

<Duration>30</Duration>

<Command>move</Command>

<Object>seagul</Object>

<Parameter>20</Parameter>
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<Parameter>10</Parameter>

<Parameter>8</Parameter>

</Line of Score>

</Performance Score>

</SCORE>

</AUDIO SCENE>

3.4 Evaluation of the novel scheme

The 3D audio description capabilities of XML3DAUDIO are now compared to those

of VRML and MPEG-4 Advanced AudioBIFS. Then, a 3D audio scene example is

used to demonstrate the advantages of the scene orchestra and score approach over the

scene graph model. Lastly, it is explained how XML3DAUDIO can describe hybrid

3D audio scenes while it is problematic to do so in MPEG-4 AudioBIFS.

3.4.1 Feature comparison with VRML and MPEG-4

The 3D audio description capabilities of XML3DAUDIO were detailed in the de-

scription of the objects that can be used in the scene orchestra (section 3.3.6). The

description capabilities of the scheme are summarised and compared against the 3D

audio description capabilities of the VRML and MPEG-4 AudioBIFS standards in

Fig. 3.18. It can first be seen that the 3D audio description capabilities of VRML are

very limited. Secondly, it can be seen that XML3DAUDIO includes all the advanced

features of MPEG-4 AudioBIFS while providing new features such as: the ability to

describe sound source extent, the ability to import other 3D audio content in the

current scene, the ability to construct 3D audio scenes algorithmically, the ability

to describe the listener HRTFs and the ability to describe the medium in a more

precise manner. While providing these extra features, it is shown in section 3.4.2
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that XML3DAUDIO has a much simpler declarative syntax compared to VRML and

MPEG-4 BIFS because it is not based on the scene graph model.

Figure 3.18: Comparison of 3D audio scene description capabilities between VRML,
MPEG-4 AudioBIFS and the novel scheme

3.4.2 Simplification of scene description by the novel scheme

To illustrate the possible simplification of scene descriptions using XML3DAUDIO,

a simple 3D audio scene example containing three sound sources is now used as an

example. Firstly, the example scene is described with the scene orchestra and score

approach, then with the scene graph approach. Comparisons in terms of complexity

and re-usability between the two scene description approaches are then made.
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3D audio scene example

The example scene is a simple 3D audio scene which has a total duration of 20 s and

which contains three omnidirectional sound sources. During the course of the scene,

each of the three sound source is played twice and is moved once; from the default

position (0,0,0) to a new position (x,y,z). The signals emitted by the sound sources

originate from monaural sound files called source1.wav, source2.wav and source3.wav

which are stored on a server and are accessible by specifying URLs. The animation

and sequencing of the 3D audio scene example are depicted in Fig. 3.19.

source1


source2


source3


0 s
 20 s
10 s
5 s


(5,-2,4)


(100,25,6)


(10,-5,8)


playing times


positions


15 s


source1


source2


source3


(0,0,0)


(0,0,0)


(0,0,0)


Figure 3.19: Playing times and animation of the example 3D audio scene

Description of the example scene using the scene orchestra and score ap-

proach

Using XML3DAUDIO, the example 3D audio scene is described by three source ob-

jects15 defined in the scene orchestra.

15The semantics of the source object were described in section 3.3.6
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The scene score then contains six lines of score defining the playing times of

the sound sources and three lines of score describing sound source trajectories. The

orchestra and score of the example scene is depicted in Fig. 3.20.

Figure 3.20: Scene orchestra and score description of the 3D audio scene example

Description of the example scene using the scene graph approach

The same 3D audio scene example is now described using the scene graph approach.

The diagram of the resulting scene graph is depicted in Fig. 3.21.
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Figure 3.21: Scene graph description of the 3D audio scene example
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To describe the example scene using the scene graph approach, two AudioClip

nodes are needed per source object to address the fact that each sound source is

played twice. The fields of the AudioClip node contain start and stop times defining

the sequencing of the sounds to be played. The animation of one sound source is then

achieved with a TimeSensor node that produces a clock signal during a period defined

in the start and stop time fields of the object. The TimeSensor clock events16 are then

routed to a PositionInterpolator node. The latter outputs interpolated coordinate

value between the start and target positions. The interpolated position values are

finally routed to the position field of the sound node to produce the displacement of

the sound source.

Comparison of the two approaches

At first sight, it can be seen that scene animation description using the scene graph

approach is more complex that with the new scene orchestra and score approach.

To describe the sequencing of playing times of sound sources, a new AudioClip

node was required each time a sound source was played, resulting in description

redundancy. A solution to this problem would be the use of a single AudioClip object

and several timeSensor and interpolator nodes changing the start and stop fields of

the AudioClip objects at certain times in the scene in order to perform sequencing

of the sound source. It can be seen however, that this is a complex and non-viable

solution for describing intricate sequencing of sound sources.

Then, to describe the trajectories of the sound sources of the example scene, one

timeSensor node, one interpolator node and two routing mechanisms were required

per sound source. This again is complex is comparison to the scene orchestra and

score approach where a single line of score was required. The scene graph approach

can thus be seen as being inefficient in describing the temporal behaviour of scenes.

16these are called fraction changed events [ANM97]
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In the scene orchestra and score approach, it can be seen that increasing the com-

plexity of the scene temporal behaviour simply requires more lines of scene score.

Besides, this increase in temporal complexity is not reflected in the semantic struc-

ture of the scene description such as in the scene graph approach. Scene description

is thus more efficient with the scene orchestra and score approach than with the scene

graph approach. This, in turn allows the scene renderer to perform faster parsing of

the scene and less complicated scene parsing tasks are required.

Another important observation is that, in the scene graph description of the ex-

ample 3D audio scene (Fig. 3.21), it can be seen that the temporal information of the

scene is spread out in the various fields of the AudioClip, TimeSensor and Interpola-

tor objects. This temporal information can be deeply nested in sub-branches of the

scene graph. This again requires more complex tasks at the scene renderer to parse

the scene description.

For a scene author who wants to modify the behaviour of scene animation, the

scene graph description must first be reverse engineered to understand its temporal

behaviour and the intentions of the original scene author. This might prove to be a

difficult and time consuming task if animation is performed using many TimeSensor,

Interpolation nodes and routes which interact in complex ways.

In contrast, in the scene orchestra and score approach (Fig. 3.21), the scene tempo-

ral information is clearly separated from the scene content and structure information

and is neatly centralised in the scene score. Thus the scene timing may be easily

understood and re-authored; this can be done by hand, directly in the XML scene

score description.

The issues that have been highlighted regarding scene animation in the scene graph

model were also discovered by the designers of the MPEG-4 standard [WBS02]. Thus,

MPEG-4 BIFS was equipped with two additional scene animation mechanisms known

as BIFS-Anim and BIFS-Commands [MPE99, SVH99] (see 2.4.2). These mechanisms
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can be used to simplify scene animation description. For example, BIFS-Commands

can be issued to modify the start and stop times of AudioClip nodes so that sound

sources can be sequenced. Similarly, BIFS-Anim streams can be used to control the

position of the sound sources as described in Fig. 3.19. These animation mechanisms

are somehow similar to the scene score modifying the content of the scene (i.e. orches-

tra). However, it can first be seen that the sequencing and animation descriptions of

sound sources are separated in BIFS-Commands and BIFS-Anim respectively. This

contrasts with XML3DAUDIO, where all temporal information is clearly centralised

in the scene score, permitting easy re-authoring of the scene temporal behaviour.

Secondly, BIFS-Commands and BIFS-Anim mechanisms require the MPEG-4 sys-

tem layers (section 2.4.2) to be usable. For example, a BIFS-Command does not

explicitly contains the time at which the action should be executed but must be as-

sociated with a time stamp of the binary stream [PE02]. Thus scene animation using

BIFS-Anim and BIFS-Commands is still decentralised and requires a complex frame-

work, this contrasts with XML3DAUDIO where scene animation is centralised and is

simply described in XML.

Summary

Using a simple animated 3D audio scene example, the complexity of the scene graph

approach was compared against the novel scene orchestra and score approach. It

was shown that scene animation performed with TimeSensor and Interpolator nodes

creates complex and tangled scene graphs and that the temporal information of the

scene is spread out in the whole scene graph. Therefore, scene animation that is

performed intrinsically using animation nodes is clearly not a viable solution for de-

scribing complex scene temporal behaviours. In VRML and MPEG-4 BIFS, a partial

solution to this problem would be the use of a Script nodes that contains temporal

information and route events to scene objects at certain times. It can be seen that

this may be done in arbitrary and different ways by several scene authors; and thus

it is not a standardised and universal solution. In addition, the use of Script nodes
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does not address the issue that the scene temporal data is decentralised.

Being aware of these issues, the creators of the MPEG-4 standard added two

additional scene animation mechanisms: BIFS-Anim and BIFS-commands. It has

been shown that although greatly simplifying the scene graph, these mechanisms are

unique to MPEG-4 and are heavily dependant on the MPEG-4 system layers (section

2.4.2). Besides, the scene temporal information is still not described in a centralised

way.

In comparison, XML3DAUDIO describes the temporal behaviour of scenes with-

out relying on external mechanisms. By providing a centralised data storage space

describing the sequencing and the animation of 3D audio scenes, the proposed scheme

permits a simpler description of the 3D audio scene temporal behaviour. This in turn,

improves the efficiency of the scene renderer and allows scene animation to be easily

re-authored. Since the novel scheme is based on XML, scene animation can be com-

fortably modified with a simple text editor. This contrasts with the complex binary

framework of the MPEG-4 standard which inevitably requires special authoring tools.

3.4.3 Description of hybrid 3D audio scenes

This section identifies a problem inherent to the MPEG-4 AudioBIFS standard when

describing hybrid 3D audio scenes and shows how the novel scheme avoids this issue.

Hybrid 3D audio scenes are the combination of 3D audio recordings (e.g. B-

format17) with spatialised monaural sound sources. This can be used, for instance, to

add synthetic sound sources to a natural 3D audio recording that has been captured

by a Soundfield microphone (see 2.3.3).

In XML3DAUDIO, hybrid scenes are easily described by using the Recorded Scene

object of the scene orchestra which is used to import 3D audio recordings in the

current scene. After importing a 3D audio recording in the scene orchestra, it is

17See section 2.3.3
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treated as a normal scene object and can be further manipulated (e.g. rotated)

and animated by the scene score. The semantics of the Recorded Scene object were

described in section 3.3.6 and its use was also shown in an hybrid 3D audio scene

example described in section 3.3.7.

To render the hybrid 3D audio scene from its description, the scene renderer then

decodes the 3D audio recording and spatialises sound sources for the target terminal

configuration; this is illustrated in Fig. 3.22.

Figure 3.22: Illustration of the hybrid 3D audio scene rendering process

In MPEG-4 AudioBIFS however, there exists no scene object that allows import-

ing of 3D audio recordings which can then be treated as scene objects. Thus, in

order to devise hybrid 3D audio scenes in AudioBIFS, 3D audio recordings have to

be treated and imported as sets of audio channels (for instance using four AudioClip

nodes to import a first order B-format recording). This is problematic since in order

to later decode the imported 3D audio recording (Fig.3.22) represented by several

audio channels to the target speaker configuration, details of the decoding process

must be defined in the AudioBIFS scene itself. For instance, B-format could be de-

coded in AudioBIFS using an AudioFX node or several AudioMix nodes to perform

Ambisonics de-matrixing. As a consequence, several AudioBIFS scene descriptions
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are required for different target speaker configurations; this defeats the purpose of

encoding 3D audio scenes in an object oriented way in the first place.

In XML3DAUDIO, 3D audio recordings are treated as objects and not as sets of

audio channels. This higher level of abstraction in turn allows the same scene descrip-

tion to be decoded by different scene renderers since details of the 3D audio recording

channels and of the decoding process are not present in the scene description.

In conclusion, the description of hybrid 3D audio scenes in AudioBIFS is not

advisable without the a-priori knowledge of the terminal configuration. In contrast,

XML3DAUDIO can describe hybrid 3D audio scenes independently of the terminal

configuration.

3.5 Use of the proposed scheme as a meta-data

annotation scheme for 3D audio content

3.5.1 Introduction

The aims and format of the novel 3D audio scheme have been described. While the

new scheme allows full description of 3D audio scenes in an object-oriented way for

rendering purposes (chapter 5), an alternate use of the scheme as a 3D audio content

meta-data scheme is now detailed. This proposed use of the scheme was published in

[PB04c].

While the quantity of 3D and surround18 audio material is rapidly growing, there

is still no established method for describing the spatial content, acoustical properties

and the temporal structure of 3D audio scenes. Generation of meta data for 3D

18i.e. 5.1 surround movie sound tracks
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audio would, however, allow automatic classification and content retrieval of 3D audio

content.

The scene graph model (see section 2.4.1) is unfit for annotating 3D audio con-

tent since several scene graph descriptions may lead to the same 3D audio scene (see

2.4.1), furthermore, the temporal data of the scene can be deeply nested within fields

of objects (section 3.4.2), increasing the time and cost to access this data. The scene

orchestra and score approach19 in contrast, provides a centralised and chronological

description of the scene temporal data. This data is separated from the scene orches-

tra which describes the scene content. This allows the scene structural and temporal

data to be searched and processed separately by content retrieval algorithms, improv-

ing the efficiency of the 3D audio meta-data exploitation.

Three scenarios where 3D audio meta-data can be generated are now identified:

firstly, meta-data may be generated from an existing multi-channel 3D audio record-

ing. Secondly, meta-data may be generated from an object-oriented scene description,

such as a MPEG-4 AudioBIFS 3D audio scene. Lastly, meta-data may be produced

during production of the 3D audio content. The three scenarios are now outlined.

Meta-data generation at post production

In the case where meta-data needs to be generated from an existing 3D audio recording

or surround sound track (e.g. a 5.1 movie track) that has already been composed or

recorded, it is necessary to extract the meta-data information from the 3D audio

recording itself. This can prove to be a highly complex task and human intervention

is often still required. However, a certain degree of automation can be achieved by

the use of special digital signal processing techniques. For example, with B-format

recordings, it is possible to derive virtual microphone signals that allow ‘zooming’

on a particular area of the recorded sound field [McG02]. With the help of adaptive

techniques, this approach could be used to track and follow the positions of sound

19Presented in section 3.3
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sources in the sound field and to generate meta-data automatically.

Meta-data generation from object-oriented 3D audio scene descriptions

In the case of a 3D audio scene described in VRML or MPEG-4, a solution to meta-

data generation is to process the scene description by a meta-data engine, this is

shown in Fig. 3.23. MPEG-4 XMT [KWC00], the textual XML format of MPEG-4

BIFS could, for instance, be processed by using XSLT stylesheets20 [Tid01] to produce

3D audio meta-data which conforms to the XML schema of the novel 3D audio scene

description scheme.

Meta-data generation during content creation

The 3D audio meta-data can also be generated at the mixing or production stage

along with the produced 3D audio material. This approach produces the most accu-

rate meta-data since the parameters of the 3D audio scene are precisely known. This

technique is illustrated in Fig. 3.24; it is shown that a special plug-in in the scene au-

thoring software automatically generates XML meta-data about the authored scene.

This approach has the advantage that human intervention is minimal and that the

generated meta-data is more precise than if extracted from the 3D audio content.

20An XSLT stylesheet is an XML technique which defines rules to transform an XML document
into another
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3.6 Summary

In this chapter a novel XML based scheme for describing time varying 3D audio scenes

was presented. It was shown that the new scheme does not follow a traditional scene

graph model found in VRML or MPEG-4 AudioBIFS but a new scene orchestra and

score approach which is inspired from the sound synthesis language CSound. It was

highlighted that, in contrast to the scene graph model, the scene orchestra and score

model separates the scene content description from the scene temporal description.

It was then shown that this simplifies the syntactic structure of the scene description

and allows scenes to be easily re-authored. It was also shown in several 3D audio

scene examples that the scene graph model, which was initially designed for describ-

ing interactive 3D graphical scenes, is inefficient and cumbersome when applied to

the description of animated 3D audio scenes.

In XML3DAUDIO, the scene score can be used to compose 3D audio scenes al-

gorithmically using special composition commands. This provides a powerful mean

to describe complex 3D audio scenes with a simple description. This novel technique

then allows the scheme to be later extended with further scene score commands with-

out changing its basic structure. It can be noted that the scene orchestra and score

approach could be applied not only to 3D audio scenes and could be employed to de-

scribe any time varying structure which has intrinsic hierarchical relationships (e.g.

animated visual scenes).

The 3D audio description capabilities of XML3DAUDIO were described and it

was shown that they are superior to that of MPEG-4 Advanced AudioBIFS.

A practical implementation of XML3DAUDIO and the digital signal processes

required to render 3D audio scenes are detailed in chapter 5.



Chapter 4

Perception of sound source extent
and shape

4.1 Introduction

The psychoacoustic concepts involved in the perception of sound source extent were

reviewed in section 2.6. It was shown that, while the perception of the size of a single

sound source was linked to a non spatial cue called tonal volume, the global extent

of multiple uncorrelated sound sources could, under certain conditions, merge into a

single sound source which extent was defined by the positions of the sound sources.

From these observations, a technique was proposed (reviewed in section 2.12) to

control the extent of sound sources in 3D audio displays. This technique, to produce

broad sound sources, relies on decorrelating a monaural source signal into several

perceptually equal signal replicas which are then spatialised at different positions.

It was shown in section 2.12 that placing the decorrelated sound sources in 1, 2,

and 3D arrays, multidimensional source extents could potentially be obtained. The

author goes further and proposes a new hypothesis which states that, by arranging

the positions of the decorrelated sound sources into particular patterns, sound sources

with certain apparent shapes are obtained. Until now, a very limited literature (which

was reviewed in section 2.8.6) attempted to study the apparent shape of sound sources,

and results were inconclusive. By using the decorrelated point source technique, it

145
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is expected that better stimuli can be devised compared to this initial research and

thus, sound source shape perception is allowed to be studied appropriately.

This chapter presents new psychoacoustic experiments where the perception of

one-dimensional and two-dimensional apparent sound source extent (including shapes)

is studied. The main question that the first experiments try to answer is “Is there

a substantial shift between the intended sound source extent and the extent actu-

ally perceived by subjects ?”, or in other words, “Are subjects able to localise the

position of the decorrelated sound sources with a high enough precision so that an

accurate apparent source extent or shape is perceived ?”. To answer these questions,

the experiments are first carried out in a best case scenario, that is, the decorrelated

sound sources are implemented on distinct speakers placed in front1 of subjects so as

to maximise sound localisation ability by subjects. This procedure allows focusing

on the perception of apparent source extent alone and avoids errors introduced by

spatialisation. In a second time, since the rendering of source extent and shape is

targeted to be used in 3D audio displays, the experiments are repeated in a more

realistic scenario; that is, virtual (i.e. spatialised) sound sources are used to produce

stimuli which have apparent extents and shapes, and which furthermore, are located

on the sides, back, and above subjects.

The research described in experiments detailed in sections 4.3, 4.5, 4.7 and 4.8

was originally carried out for the MPEG standardisation body to study the need and

feasibility of implementing sound source extent capabilities in MPEG-4 AudioBIFS

[PB03, PS03, PS02, PSS02, PSS03]. The outcome of this research is the creation of a

new AudioBIFS node called WideSound (in version 3 of AudioBIFS); details of this

research outcome are detailed in section 4.10. The experiments for MPEG were solely

designed by the author, however, the author acknowledges the kind participation of

Jens Spille of Thomson Multimedia (Germany) and Jeongil Seo of ETRI (Korea) for

repeating the experiments at their respective laboratories.

1where localisation accuracy is best
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4.2 Overview of the experiments

The novel experiments studying the perception and rendering of apparent sound

source extent and shape in 3D audio displays are now outlined.

• Experiment 1: Perception of one-dimensional horizontal sound source

extent (section 4.3) The first experiment studies the precision at which subjects

perceive the horizontal extent of sound sources. Spatially extended stimuli are

produced on a 7-speaker horizontal array with a density of speakers so as to

maximise sound localisation ability by subjects. Effects of decorrelated sound

source density, signal type and signal loudness are also studied. These different

stimuli aim at studying the robustness of the decorrelated point source technique

when using different source signals.

• Experiment 2: perception of horizontal, vertical and 2D sound source

extent (section 4.4) This experiment studies the perception of sound sources

with horizontal, vertical and rectangular apparent extents. The experiment

is performed in a real 3D audio rendering system scenario, that is, spatialised

decorrelated sound sources are used to create the stimuli. Extended sound

sources are presented at the front, back, sides and above subjects so as to study

the effects of sound localisation accuracy on the perceived extent of sound

sources. In the conclusion of the experiment, it is suggested that rendering

apparent sound source extent in 3D audio displays could be used for data soni-

fication purposes.

• Experiment 3: perception of sound source shape using real decorrelated

sound sources (section 4.5) This experiment studies the ability of subjects to

identify sound sources having apparent shapes. The sound source shape stimuli

are created using real sound sources (i.e. speakers) so as to maximise sound

localisation ability by subjects. The experiment is repeated for four types of

signal (low passed noise, high passed noise, broadband noise and a blues guitar
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recording) so as to study the effects of signal type on apparent source shape

perception. The experiment is then repeated with stimuli presented at the front

and back of subjects so as to study the effects of sound localisation accuracy on

apparent source shape perception.

• Experiment 4: perception of sound source shape using virtual decor-

related sound sources (section 4.6) This experiment studies the ability of

subjects to identify sound sources having apparent shapes. Unlike experiment

3, however, virtual (i.e. spatialised) decorrelated sound sources are used to cre-

ate the sound source shape stimuli. This is in order to study the perception

of apparent sound source shape in the context of real 3D auditory displays,

and indeed, to study whether the decorrelated point source method can be

used in conjunction with spatialisation. Effects of inter-source correlation are

also studied by repeating the experiment for decorrelated and correlated sound

sources.

• Experiment 5: improvement in 3D audio scene realism by using ex-

tended sound sources (section 4.7) This experiment studies the perceptual

benefits of using extended sound sources in 3D audio scenes. To do so, subjects

are asked to compare in terms of naturalness 3D audio scenes that used spa-

tially extended sound sources and 3D audio scenes that used only point sound

sources.

• Experiment 6: perceptual effects of dynamic decorrelation (section 4.8)

This experiment studies the perceptual effects of dynamic decorrelation. Dy-

namic decorrelation was reviewed in section 2.13.6. Subjects are asked to judge

the naturalness and fatigue of audio scenes that use dynamic decorrelation,

fixed decorrelation and no decorrelation. This experiment aims at studying the

usefulness of using dynamic decorrelation when rendering sound sources with

apparent extents and shapes.

• Experiment 7: perceptual effects of time-varying decorrelation (section
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4.9) This last experiment studies the effects of time varying decorrelation, that

is, decorrelation which strength varies over time. Time varying decorrelation

was reviewed in section 2.13.8. The experiment allowed finding the time con-

stant at which the binaural system is able to perceive changes in the inter-aural

cross-correlation coefficient (IACC). This finding has applications in designing

decorrelation filters and in acoustical engineering.

The new sound source extent description capabilities that were added to MPEG-4

AudioBIFS as a result of this work are detailed in section 4.10.

4.3 Experiment 1: Perception of one-dimensional

horizontal sound source extent

4.3.1 Aims

The aim of this experiment is to assess the precision by which artificially produced

horizontal sound source extent can be rendered in 3D auditory displays. To do so,

the perceived extent of artificially produced broad sound sources is studied. The

experiment is repeated for different point source densities, signal types, and signal

loudness so as to study the effects of these parameters on the perception of artificially

rendered sound source extent.

4.3.2 Apparatus

To perform this experiment, a seven speaker horizontal array was used (Fig. 4.1).

Speakers were spaced with a 30-degree angle and equidistantly placed at 1.4 m from

the subject’s head. Subjects were placed at the centre of the speaker array and facing

the central speaker. High quality monitoring speakers (Genelec 1029A) equalised
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for loudness were used. The rooms where the experiment took place (University of

Wollongong and Thomson in Germany) were not anechoic but were soundproofed.

Figure 4.1: Seven-speaker horizontal array apparatus used in the experiment studying
the perception of horizontal sound source extent

4.3.3 Stimuli

The decorrelated point source technique (reviewed in 2.12) was used to produce sound

sources with horizontal extents of 0, 10, 30, 60, 90, 120, 150 and 180 degrees with

a variable number of decorrelated point sources. A decorrelation filterbank based

on time invariant all-pass FIR filters (see 2.13.2) was used to produce decorrelated

signals. The filters had 256 taps, and a 44.1kHz sampling frequency was used. To

place the decorrelated point sources on the speaker array, a regular constant power

stereo panning scheme [Wes98] was used between pairs of speakers. Three point

source densities were employed: 3 point sources (regardless of the extent), one point

source per 30 degrees and one point source per 10 degrees (highest density). This

resulted in 21 types of horizontally extended stimuli being created; these are depicted

in Fig. 4.2. The obtained broad sound sources were equalised for loudness so that the

number of point sound sources used to create the stimuli did not affect their total
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loudness. Two types of signal (white noise and the recording of a large crowd) played

at two levels (0dB and -6dB attenuation) were used to create the stimuli. In all, 84

different stimuli were thus presented to the subjects. The duration of each created

stimulus was 10 seconds.

4.3.4 Procedure

All 84 sequences were played in random order. For each sequence, subjects were asked

to assess source extent in an absolute way, that is, they were asked to draw the extent

of each presented stimuli. This was judged to be the most adequate elicitation method

since subjects had to simply draw the source extents that were perceived and did not

have to think in terms of angles and degrees; this would have likely been inaccurate

and subject to personal variations. Using this technique, complex cases when sound

sources were not perceived as one (i.e. with a gap) could also be transcribed. The

answer sheet for drawing results is shown in Fig. 4.3. Head rotations were allowed,

and no visual masking was used. A particular sequence could be repeated on demand

of the subjects. Twenty-three subjects with normal hearing and various knowledge

backgrounds and ages (ten subjects at the University of Wollongong and thirteen at

Thomson) took part in the experiment.
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Figure 4.2: Construction of 21 horizontally extended sound source stimuli using three
different densities of decorrelated point sources
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Figure 4.3: Answer sheet for drawing the perceived horizontal extents of the presented
stimuli
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4.3.5 Results

The arcs of circle drawn by subjects were used to compute the distribution of answers

in the 0-180 degree range. This gave the average perceived sound source extent for

each of the 84 stimuli. A value of 1 on the distribution graphs meant that 100 % of

subjects drew the extent of the sound source at that location. The positions of the

decorrelated sound sources used to create the stimuli are illustrated as small triangles

for convenience. Results of the mean perceived extent of the 84 different stimuli are

shown in Fig. 4.4 to 4.11. The type of signal used in the stimuli is indicated above

the density graphs (WH : white noise high (0dB), WL: white noise low (-6dB), CH:

crowd high (0dB), CL: crowd low (-6dB)).

Average results across the four signal types and for the 21 stimuli are shown in

Fig. 4.12 and Fig. 4.18.

Figure 4.4: Mean perceived extent of 0 degree extended stimuli for four types of
signals
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Figure 4.5: Mean perceived extent of 10 degree extended stimuli for four types of
signals at two different point source densities

Figure 4.6: Mean perceived extent of 30 degree extended stimuli for four types of
signals at three different point source densities
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Figure 4.7: Mean perceived extent of 60 degree extended stimuli for four types of
signals at three different point source densities

Figure 4.8: Mean perceived extent of 90 degree extended stimuli for four types of
signals at three different point source densities
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Figure 4.9: Mean perceived extent of 120 degree extended stimuli for four types of
signals at three different point source densities

Figure 4.10: Mean perceived extent of 150 degree extended stimuli for four types of
signals at three different point source densities
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Figure 4.11: Mean perceived extent of 180 degree extended stimuli for four types of
signals at three different point source densities
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Figure 4.12: Mean perceived horizontal extent of the 21 stimuli across the four signal
types
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4.3.6 Analysis of Results

Mean errors and confidence intervals

Another way to analyse the subject answers is to compute the error between the

source width transcribed by the subjects and the actual source width of the stimuli.

The error is defined as (answered width − actual stimulus width). The mean error

and 95% confidence interval were computed for each signal types (white and crowd

noise at 0dB and -6dB) and for each sound source density (3 sources, 1 source per 10

degree, 1 source per 30 degree). Results are shown in Fig. 4.13, 4.14 and 4.15.

The average error and confidence interval across the four signal types were also

calculated, these are shown for each source density in Fig. 4.16. The grand mean

error and confidence intervals across the three source densities, the two signal types

and the two signal levels are shown respectively in Fig. 4.17, Fig. 4.18 and Fig. 4.19.
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Figure 4.13: Mean Error and 95% confidence intervals between perceived and actual
source width for 3 point source density
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Figure 4.14: Mean Error and 95% confidence intervals between perceived and actual
source width for one sound source per 10 degree density
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Figure 4.15: Mean Error and 95% confidence intervals between perceived and actual
source width for one sound source per 30 degree density
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Figure 4.16: Mean Error and 95% confidence intervals between perceived and actual
source width at three sound source densities
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Figure 4.17: Grand mean error and 95% confidence intervals between perceived and
actual source width at three sound source densities
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Figure 4.18: Grand mean error and 95% confidence intervals between perceived and
actual source width for the two stimulus signal types
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Figure 4.19: Grand mean error and 95% confidence intervals between perceived and
actual source width for the two stimulus levels
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ANOVA Analysis

The error between subject answers and actual stimuli width was also used to per-

form an ANalyis Of VAriance (ANOVA) [How02] using the SPSS statistical analysis

software [Nor05]. For each sound source density a 3-factor ANOVA was carried out

with the following factors: stimuli width, signal loudness (0 or -6 dB) and signal type

(white noise or crowd noise). The ANOVA analysis gives F-ratios and 95 % confidence

intervals for each factor and factor interaction, thus indicating which factor or factor

interaction affected the error between the actual width of the presented stimuli and

the widths reported by subjects. ANOVA results for the three sound source densities

are shown in Fig. 4.20, 4.21 and 4.22. Confidence intervals smaller than 0.05, are

marked with an asterisk; this indicates that the particular factor or factor interaction

had a significant effect.

A four-factor ANOVA was also performed on subject answers for source widths

ranging from 30 to 180 degrees; results for 0 and 10 degrees were not used so as to

balance the analysis (since 0 and 10 degree stimuli were not present for all sound

source densitities, see Fig. 4.2). Results of the four-factor ANOVA are shown in Fig.

4.23.



168

Figure 4.20: 3-Factor ANOVA: F-ratios and confidence interval for 3 point source
density
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Figure 4.21: 3-Factor ANOVA: F-ratios and confidence intervals for 1 source per 10
degree density
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Figure 4.22: 3-Factor ANOVA: F-ratios and confidence intervals for 1 source per 30
degree density
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Figure 4.23: 4-Factor ANOVA: F-ratios and confidence intervals
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Perception of sound source unity

The subject results were then examined to study the case where some of the stimuli

were not perceived as a continuous, single sound source (where subjects answers were

not drawn as a single arc of a circle). This test was performed to study the causes

for loss of binaural fusion2 for some of the stimuli. Figure 4.24 shows the percentage

of answers where the stimuli were perceived as single sound sources; details for the

different stimuli widths and signal types are given in Fig. 4.25
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Figure 4.24: Mean of stimuli perceived as one sound source

2Binaural fusion was reviewed in section 2.8.5



173

30%


40%


50%


60%


70%


80%


90%


100%


0
 10
 30
 60
 90
 120
 150
 180


Sound soure stimuli width

(3 sound source density)


%
 o

f 
an

sw
er

s 
st

im
u

li 
w

as
 p

er
ce

iv
ed

 a
s 



o

n
e 

si
n

g
le

 s
o

u
n

d
 s

o
u

rc
e


White noise 0 dB


White noise -6  dB


Crowd noise 0 dB


Crow noise -6 dB


30%


40%


50%


60%


70%


80%


90%


100%


10
 30
 60
 90
 120
 150
 180


Sound soure stimuli width

(One source per 10 degree density)


%
 o

f 
an

sw
er

s 
st

im
u

li 
w

as
 p

er
ce

iv
ed

 a
s 



o

n
e 

si
n

g
le

 s
o

u
n

d
 s

o
u

rc
e


White noise 0 dB


White noise -6  dB


Crowd noise 0 dB


Crow noise -6 dB


30%


40%


50%


60%


70%


80%


90%


100%


30
 60
 90
 120
 150
 180


Sound soure stimuli width

(One source per 30 degree desnity)


%
 o

f 
an

sw
er

s 
st

im
u

li 
w

as
 p

er
ce

iv
ed

 a
s 



o

n
e 

si
n

g
le

 s
o

u
n

d
 s

o
u

rc
e


White noise 0 dB


White noise -6  dB


Crowd noise 0 dB


Crow noise -6 dB


Figure 4.25: Percentage of answers where stimuli were perceived as single sound
sources
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4.3.7 Discussion

Effects of stimulus width and point source density

The error graph in Fig. 4.17 shows that sound source width perception was in gen-

eral underestimated and, as Fig. 4.16 shows, more so as the width of the stimulus

increased. A higher point sound source density also resulted in greater underestima-

tion of the stimuli width (Fig. 4.17). The density factor had a significant effect on

the error (and underestimation) with a relatively large F-ratio (Fig. 4.23: F-ratio=

79.344 and Sig=0.000). Underestimation of stimulus width due to high point source

density (e.g. 1 source per 10 degrees) is also clearly visible in the mean subject an-

swers shown in Fig. 4.12. Underestimation of stimulus width with high source density

(and consequently with a high number of point sources) is due to a higher absolute

value of the Inter-aural cross-correlation coefficient due to correlation between point

sources introduced by the subject HRTFs3. This also explains that source width was

more underestimated for wide source stimuli for the 1 source per 10 degree and 1

source per 30 degree densities and not for the 3 point source case (Fig. 4.16), as in

the latter case the number of point sources remained constant. Thus the number of

point sources used in the stimuli increased the absolute value of the IACC and in turn

reduced the perception of source width; this finding is in line with the experiments

of Kurozumi and Ohgushi [KO83] and Damaske [Dam68] described in section 2.8.4.

From the ANOVA tables shown in Fig. 4.20, 4.20, 4.21, 4.22 and 4.23, it can be

seen that stimulus width was always a significant factor (Sig. < 0.05) on the error

between transcribed and actual stimuli width. However, for the 3 point source density

case, stimuli width had less impact on the error than with the other two densities

(F-ratio of 8.264 instead of 26.958 and 28.202 respectively); this observation is also

visible in Fig. 4.16. This finding also relates to the previous observation that higher

source density increased the number of point sources for wide sources and tended to

3The link between Inter-source correlation coefficient (ISCC) and the Inter-aural cross-correlation
coefficient (IACC) was studied in section 2.8.3
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narrow the perceived extent of the stimuli. However, it does not explain why the 3

point source case (with constant number of sources) also presents underestimation

for increased source extent (to a lesser extent as shown by a lower F-ratio). In this

case, underestimation is due to other mechanisms such as perception of the stimuli

as multiple sound sources due to binaural fusion effects; this is studied shortly below.

Increased stimulus width and density thus interacted towards narrowing the per-

ceived source extent; this is reflected by F-ratio= 18.550 and Sig=0.000 for the (Den-

sity*Width) interaction factor in Fig. 4.23.

On the contrary, further interactions of (Density*Width) with signal loudness or

signal type were not significant (Sig.= 0.069 and 0.213 respectively in Fig. 4.23).

Effects of signal type

The signal type used in the stimuli (white noise or the sound of a large crowd) was the

most significant factor influencing the error between transcribed and actual stimuli

width as reported by the highest F-ratios in the ANOVA tables shown in Fig. 4.20 to

4.23. Indeed, the crowd noise signal increased underestimation of the stimuli width;

this can be seen in Fig. 4.18. Reasons for this effect are not entirely clear but could

be linked to the fact the crowd noise had less spectral energy than white noise (which

has a constant energy at all frequencies) and this in turn can alter the perception of

tonal volume which was reviewed in section 2.7.

From the ANOVA tables of Fig. 4.20 to 4.23 it is also seen that signal type and

stimulus width interacted significantly (Sig. < 0.05), meaning that for the crowd noise

signal, underestimation was worsened as the width of the stimuli increased. From the

ANOVA tables it can be seen that signal type did not interact with signal loudness

in a significant way except for the 1 source per 30 degree density case (Fig. 4.22),

however in this case the F-ratio is low, indicating a weak effect.

Signal type did not interact with source density in a significant manner (Sig. >

0.05) and weakly interacted (F-ratios low) with (density * loudness) and (density *

width * loudness) as shown in the ANOVA table of Fig. 4.23.
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Effects of signal loudness

Stimulus loudness (0 or -6 dB) did not significantly affect the error between tran-

scribed and actual stimuli width as reported by significance values greater than 0.05

in all ANOVA tables (Fig. 4.20 to 4.23). This observation is also visible in Fig. 4.19

where the stimulus level slightly reduced the grand mean error between transcribed

and actual stimulus width.

On the other hand, stimulus loudness and density interacted quite significantly as

reported by a F-ratio of 24.358 in ANOVA table of Fig. 4.23.

Stimulus loudness also interacted significantly with stimulus width (but weakly)

as reported by significance values greater than 0.05 and relatively low F-ratios for

(Width * Loudness) in ANOVA tables of Fig. 4.20, 4.20, 4.21.

Perception of single or multiple sound sources

Subject answers were also analysed to study the case where the presented stimuli

were not perceived as single, continuous sound sources. Graphs in Fig. 4.25 shows

the percentage of stimuli that were not perceived as single sound sources, in function

of stimulus width. From this graph, it is apparent that the width of the stimulus

decreased the percentage of answers where the stimulus was perceived as a single

sound source. This observation applies to all signal types, levels and source densities.

The lowest source density (3 point sources) produced the lowest percentage of

answers perceived as continuous sound sources. This is corroborated by some of the

distribution graphs of subject answers for large source width (> 100 degrees) and low

density (3 point sources) which show holes between the decorrelated sources; this can

be seen for instance in Fig. 4.10 and Fig. 4.11. This indicates that the phenomenon

of binaural fusion detailed in section 2.8.5 was lost due to decorrelated sound sources

being too far apart.

White noise stimuli also resulted in a slightly lower percentage of answers being

perceived as continuous sound sources at the three source densities (Fig. 4.25). This

can be explained by the fact that the crowd noise tended to be more easily perceived
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as a single auditory event than white noise due to cognitive grouping (section 2.8.5).

Except for the lowest density case (3 point sources) with white noise, subjects

perceived the stimuli as continuous sound sources more than 60% of the time for all

signal types and levels (Fig. 4.25).

The averages of answers where subjects perceived the stimuli as continuous sound

sources for the three source densities are shown in Fig. 4.24, it can be seen that

higher source density increases the likelihood of the stimulus being perceived as a

single sound source.

General conclusions

The present experiment showed that it is possible to artificially render sound sources

such that they are perceived as being horizontally extended. The stimuli that pro-

duced the best match between intended and perceived source extent were those which

employed a 3 point source density and if the sound source width did not exceed 150

degrees (Fig. 4.16 and 4.17).

Source density was a statistically significant factor affecting the error between in-

tended and perceived source width. It appeared that too high the density of point

source distribution resulted in underestimation by subjects of the stimuli width, es-

pecially as the number of point sources increases with the width of the stimuli. In

contrast, too low the density resulted in loss of binaural fusion, and subjects indi-

vidually perceived the point sources constituting the broad sound source. Therefore,

when rendering source extent in virtual auditory displays, the density parameter must

be selected as a compromise. Another possible solution is to use a variable source

density (such as in the three point source density stimuli) and to increase the number

of point sources as the width of the sound source increases so as to avoid loss of

binaural fusion.

From an ANOVA analysis it was found that signal loudness alone did not signifi-

cantly affect the perception of source extent in the 0 to -6 dB range. Signal loudness

however interacted significantly with stimuli width. Signal type (white or crowd
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noise) was a highly significant factor. The variations of the error between intended

and perceived source width due to the nature of the sound source audio signal indi-

cate that when using the decorrelated point source technique to render source width,

a particular sound source width cannot be guaranteed for all signal types. A more

advanced source extent rendering scheme could analyse4 the sound source signal and

modify the position of the sound sources so as to compensate adverse effects of the

source signal.

In conclusion, this experiment showed that under certain conditions the rendering

of horizontal sound source extent is possible with the decorrelated point source tech-

nique and even, with high precision. This good precision can be used in the process of

data sonification [Kra94] where the extent of sound sources could be used to convey

information. The apparatus used to perform the experiment, however, did not reflect

a real speaker array used in 3D auditory systems, since it only allowed horizontal

broad sound sources to be produced and at the front of listeners. The topic of the

next experiment described in section 4.4 is to study the perception of artificial sound

source extent on a more realistic speaker array which permits full periphonic5 sound

and thus, permits creating one and two-dimensional extended sound sources to be

placed anywhere around subjects.

4.4 Experiment 2: perception of horizontal, verti-

cal and 2D sound source extent

4.4.1 Aims

In this experiment, the perception of rendered source extent in the context of a

real 3D audio system is explored. Unlike the apparatus of the previous experiment

(section 4.3), this experiment utilises a periphonic 3D audio rendering system which

4by measuring subjective loudness and spectral energy for instance
5That is, coming from all directions
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allows placing sound sources anywhere around the listener. Using this apparatus, the

perception of rendered sound source extent is studied for stimuli having horizontal and

vertical extents and two-dimensional rectangular extents. The aims of this experiment

are to study the precision by which subjects are able to perceive these different extents

and to study if the different stimuli types (i.e. horizontal, vertical, rectangular) are

indeed perceived differently. Another aim is to study the impact of the position (i.e.

azimuth and elevation) of the stimuli on the ability by subjects to perceive the extent

of sound sources.

4.4.2 Apparatus

The experiment was carried out in the Configurable Hemispheric Environment for

Spatialised Sound (CHESS) which is a novel system described in chapter 5. This

apparatus consists of a 16-speaker array placed in a geodesic dome configuration.

The coordinates of the speakers and geometry of the array are shown in Fig. 4.26 and

is further detailed in section 5.4.1. Subjects were placed at the centre of the speaker

array and were facing the point (azimuth=0, elevation=0) as shown in Fig. 4.27.
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Azimuth


Elevation


Figure 4.26: Geometry of the 16-speaker array apparatus
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3 m


Figure 4.27: Position of the subjects in relation to the apparatus

4.4.3 Stimuli

To create stimuli with various spatial extents, the decorrelated point source technique

described in section 2.11 was used. The stimuli were constructed using six point

sources emitting independent (i.e. uncorrelated) white noise signals. Using 4th order

Ambisonics6 spatialisation to place the decorrelated sound sources on the speaker

array, sixteen extended sound source stimuli having various extent geometries and

positions were obtained. These are represented in Fig. 4.29 by a thick line and consist

of:

• Four horizontally extended sound sources with an extent of 60 degrees (se-

quences 1 to 4)

• Four horizontally extended sound sources with an extent of 180 degrees (se-

quences 11 to 14)

• Four vertically extended sources with extents of 40 and 90 degrees (sequences

5 to 8)

6This spatialisation technique is detailed in section 5.4.1
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• One rectangular (2D) extended sound sources with an horizontal extent of 60

degrees and a vertical extent of 30 degrees (sequence 10)

• One rectangular (2D) extended sound sources with an horizontal extent of 180

degrees and a vertical extent of 40 degrees (sequence 9)

• Two point sound sources (sequence 15 and 16)

4.4.4 Procedure

The sixteen broad sound source stimuli depicted in Fig. 4.29 were played to subjects in

random order. For each presented stimuli, subjects were asked to draw the perceived

extent of the stimuli. An answer sheet that represented a top-down view of the speaker

dome array was used (Fig. 4.28); the centre of the answer sheet thus represented the

zenith of the dome. Subjects were allowed to draw lines or any shape to transcribe the

perceived extent of the different stimuli. Although prone to some transcription errors,

this elicitation method was judged to be appropriate for transcribing the perceived

1D and 2D sound source extents by subjects.

Subjects were placed at the centre of the dome and were facing the zero degree

orientation represented in Fig. 4.28 by an arrow. Head rotations were allowed and

subjects were not visually masked. Fifteen subjects with normal hearing and no

particular knowledge in the audio field participated in the experiment. Subjects were

postgraduate research students from the University of Wollongong and there was an

approximately equal number of male and female participants.
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Figure 4.28: Answer sheet for the 2D sound source extent experiment

4.4.5 Results

Areas where subjects had drawn were counted and from this data, distribution density

graphs were obtained; these are shown for each of the sixteen stimuli in Fig. 4.29.

The density graphs thus represent the mean perceived two-dimensional source extent

for each of the sixteen stimulus. The answers that were on-target were also counted,

and the average of the answers calculated; these are also shown in Fig. 4.29. A mean

on-target percentage of 100% means that a 100% distribution density (represented in

black) completely covered the extent of the stimuli (but could extend beyond the area

of the stimuli). Thus a high on-target percentage indicates that subjects perceived

the extent of the stimuli where the stimuli was defined.
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Figure 4.29: Distribution of perceived source extents and mean percentages of on-
target answers for 1D and 2D sound sources presented on a three-dimensional auditory
display
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4.4.6 Discussion

The distribution density graphs of Fig. 4.29 show that, in general, the mean perceived

source extent matched coarsely the intended sound source extent (thick line). For

sources with an horizontal extent of 60 degrees (sequences 1 to 4), the perceived

source extent was narrower than intended. This can be explained by the point source

density being too high (one source per 15 degrees)7 as discovered in the previous

experiment (section 4.3). Indeed, this effect was not apparent with horizontal extents

of 180 degrees (sequences 11 to 14), corresponding to a lower density of one source

per 36 degrees8. However, for sequences 11 to 13, subjects perceived some elevation

in the sound sources which was not intended; this could be linked to spatialisation

errors of the Ambisonics technique. Sequence 14, which is an 180 degree horizontal

sound source placed at 40 degree elevation was perceived as having more elevation

than sequence 12, but not with a great precision however.

The perception of one-dimensional vertical sound sources (sequences 5 to 8) matched

the intended source extent relatively well, provided that localisation in the vertical

plane is worse than in the horizontal plane [Bla97]. By comparing results between

sequence 5 and 7, it can be seen that differences in vertical source extent were per-

ceived. Another comparison which can be made is between sequence 5 and 6 and

between 7 and 8. For these, it is apparent that the perception of source extent on the

side (sequence 6) and behind subjects (sequence 8) was less accurate than at the front

(sequence 5 and 7). This finding hints that the precision by which listeners perceived

sound source extent was positively influenced by localisation accuracy9. Indeed, this

seems normal since subjects relied on the position of the decorrelated point sources

to perceive the apparent extents of the stimuli.

For sources with a rectangular 2D extent (sequence 9 and 10), the intended and

perceived extent matched well. Subjects also correctly indicated that these sources

exhibited more vertical extent compared to line sound sources (sequence 2 and 3).

7Since 6 point sources were used, there are five equal intervals between them so that 60
5 = 15 deg

8 180
5 = 36 deg

9It is well known that localisation accuracy is best at the front [Bla97]
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Thus, subjects could differentiate between sound sources with one-dimensional and

two-dimensional extents.

From sequences 15 and 16, it can be seen that even a single speaker was not per-

ceived as an absolute point source and had some spatial extent. This can be explained

by the non-zero physical size of the speaker and by the tonal volume phenomenon

which was reviewed in section 2.7.

Mean on-target answers were better for frontal (sequences 1,5,7 and 15) than rear

presented stimuli (sequences 8 and 15); this is also related to localisation accuracy

being more precise at the front that at the back. An exception is sequence 4 which has

a higher mean on-target percentage than sequence 1. This is however due to the fact

that the perception of sequence 4 was diffuse and blurry as shown in the distribution

of answers. Mean on-target percentages were higher when the stimuli were presented

to the right (sequence 3 and 11) than to the left (2 and 12). Reasons for this can be

related to imperfections of the experiment room which was not anechoic and sound

reflections may have biased sound source localisation.

In general, it can be concluded that the mean perceived spatial source extent

matched coarsely the intended extent. However, elicitation errors are likely to have

blurred the results of the mean perceived extent shown in Fig. 4.29. A more precise

elicitation method such as using a laser pointer to draw the perceived source extent

would likely provide tighter results.

Despite these elicitation errors, it can be seen that subjects were able to success-

fully perceive the different types of sound sources (horizontal and vertical line sources,

rectangular sources and point sources), their sizes and their positions. The author

suggested in [PB04a] that this ability could be used in data sonification applications.

For example, in a 3D audio air-traffic control system, the extent and geometry of

sound sources could be used to represent the position, size and distance of surround-

ing planes.
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4.5 Experiment 3: perception of sound source shape

using real decorrelated sound sources

The perception of horizontal sound source extent has been studied in section 4.3 and

the perception of horizontal, vertical and rectangular (two-dimensional) sound source

extents in section 4.4. This experiment now studies the ability of listeners to identify

two-dimensional sound source extents exhibiting particular shapes. To do so, the

decorrelated point source technique described in section 2.12 was used in a novel way

to form apparent source shapes; that is, by placing the decorrelated sound sources in

particular patterns, sound source shapes were obtained.

In this experiment, real decorrelated point sources (i.e. speakers) were used to

create the sound source shape stimuli. Another experiment described in section 4.6

studies the case where virtual (i.e. spatialised) decorrelated point sources are used.

The use of virtual decorrelated point sources reflects more the practical case of a 3D

audio rendering system. In this experiment however, real decorrelated point sources

are used so as to maximise the localisation and stability of point sources. This

allows the experiment to focus on shape perception alone and avoids errors that are

introduced by spatialisation inaccuracies etc.

4.5.1 Aims

This experiment studies the ability of humans to perceive different sound source

shapes that have been artificially created. Unlike the experiment described in section

4.4 where subjects had to draw the perceived extent of sound sources, this experiment

consisted of an identification task between six sound source shapes. The experiment

was repeated for four types of signals and for frontal and rear presentations of the

sound source shape stimuli so as to study effects of signal type and localisation accu-

racy on source shape perception.

This study was first conducted for the MPEG Audio group to study the need of
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implementing sound source shape capabilities in the MPEG-4 standard (see section

4.10 for details). The experiment was designed by the author and was carried out

at three locations: University of Wollongong, Thomson Multimedia (Germany) and

ETRI (Korea). The participation of Jens Spille10 and Jeongil Seo11 for repeating this

experiment at their respective laboratories is acknowledged.

4.5.2 Apparatus

The apparatus consisted of a 7-speaker array placed equidistantly at 1.6m of subjects

(Fig. 4.30); the arrangement of the speakers is depicted in Fig. 4.31. The speakers

were placed so that, from the subject’s point of view, the array had a maximum

horizontal extent of 80 degrees and a vertical extent of 43 degrees. Subjects were

asked to face the central speaker of the array. The polar coordinates of the speakers

are shown in Fig. 4.32. Pictures of the experiment apparatus at the three locations

where the experiment was carried out are shown in Fig. 4.33.

1.6 m


Figure 4.30: Position of the speaker array in relation to the subjects

10Research Engineer at Thomson Multimedia, Germany
11Research Engineer at ETRI, Korea
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Figure 4.31: Diagram of the speaker array
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Figure 4.32: Coordinates of the decorrelated point sources/speakers
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Figure 4.33: Apparatus of the sound source shape perception experiment with real
decorrelated sound sources. From left to right: at Thomson (Germany), University
of Wollongong and ETRI (Korea)
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4.5.3 Stimuli

By switching on or off speakers of the array, six different sound source shapes were

created as shown in Fig. 4.34. The signals fed to 1, 3, 5 or 7 loudspeakers were

uncorrelated. Four types of signals were employed: white noise, 1kHz low-pass filtered

noise, 3kHz high-pass filtered noise and a blues guitar riff. To obtain uncorrelated

noise signals, independent noise sequences were used. To obtain seven uncorrelated

signals for the blues guitar recording, a 256-tap FIR decorrelation filterbank12 was

used. Listened individually, there was no audible perceptual difference between the

decorrelated signals. Loudness of the different shapes was normalised so that shape

‘A’ (one source) had the same loudness as shape ‘F’ (seven sources) so as to prevent

subjects from using loudness as a cue to identify the source shapes. The shapes had

the same centre of symmetry so as to prevent subjects from using localisation cues

to identify the source shapes.

Stimulus sequences were created in which each of the six sound source shape

was used three times and for each of the four signal types. In all, 72 (6 × 4 × 3)

sequences were created and their order randomised. The duration of each sequence

was 5 seconds.

12The implementation of FIR decorrelation filterbanks was described in section 2.13.2
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Figure 4.34: Geometry of the six sound source shapes used in the experiment

4.5.4 Procedure

Before starting the experiment, subjects were given training so that they were intro-

duced to each sound source shape for each of the four signal types. After the training

session, subjects were asked to identify among six possible shapes, the shape of each

of the 72 presented sequences. Subjects could leave a blank answer if they could not

identify a shape for a particular sequence. No feedback was given to subjects during

the experiment. Subjects could rotate their heads freely, had no visual masking and

could demand sequences to be repeated. The whole experiment was then repeated

with the speaker array placed in the back of subjects. Between 26 and 10 adult

subjects with normal hearing took part in the experiment, see Fig. 4.35 for details.

4.5.5 Results

Percentages of correct sound source shape identifications are shown in Fig. 4.35 for

each signal type and for front and back presentation. However, since shape ‘A’ (point
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source) was easily identified most of the time, correct identification results for shape

‘A’ are not included in Fig. 4.35 so as to not bias the results.

From the subject’s answers, the confusion matrices were also computed for each

signal type and for frontal (Fig. 4.36) and rear (Fig. 4.37) stimulus presentation. This

representation of the subject’s answers is useful for highlighting the source shapes that

were the most often confused. Confusion matrices also provide a quick overview of

the percentages of correct sound source shape identifications when looking at the

diagonal of the matrix.

Figure 4.35: Percentages of correct sound source shape identifications (not including
shape ‘A’)
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Figure 4.36: Confusion matrices of sound source shape identification for the four
signal types (frontal stimulus presentation)
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Figure 4.37: Confusion matrices of sound source shape identification for the four
signal types (rear stimulus presentation)
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4.5.6 Analysis of Results

Mean percentage of correct identification and confidence intervals

The average percentage of correct sound source shape identification and confidence

intervals across the four signal types are plotted in Fig. 4.38 and in Fig. 4.39 for rear

and frontal presentation of the stimuli. The average percentage of correct answers

across the 6 sound source shapes are plotted in Fig. 4.40 and Fig. 4.41 for rear and

frontal presentation of the stimuli. Fig. 4.42 shows the grand mean percentage of

correct answers for front and back stimuli presentation across all shapes and signal

types.
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Figure 4.38: Mean percentage and 95% confidence interval of correct shape identifi-
cation across four signal types, stimuli presented behind subjects
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Figure 4.39: Mean percentage and 95% confidence interval of correct shape identifi-
cation across four signal types, stimuli presented in front of subjects
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Figure 4.40: Mean percentage and 95% confidence interval of correct shape identi-
fication in function of sound source shape type, stimuli presented behind subjects
(results averaged across the four signal types)
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Figure 4.41: Mean percentage and 95% confidence interval of correct shape identifi-
cation in function of sound source shape type, stimuli presented in front of subjects
(results averaged across the four signal types)
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Figure 4.42: Grand mean percentage and 95% confidence interval of correct shape
identification stimuli presented in the back and in front of subjects
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ANOVA Analysis

A three-factor ANOVA analysis [How02] was then performed with the following fac-

tors: front/back presentation, signal type and sound source shape so as to quantify

the effects of these factors on the identification of sound source shape by subjects.

Results of the 3-factor ANOVA are given in Fig. 4.43. Confidence intervals smaller

than 0.05, are marked with an asterisk; this indicates that the particular factor or

factor interaction had a significant effect.

Figure 4.43: 3-Factor ANOVA: F-ratios and confidence intervals

4.5.7 Discussion

Identification of sound source shape was the most successful for white noise and high-

pass noise signals presented at the front of subjects (Fig. 4.35) with 42.5 % of correct

identifications for white noise and 41.4 % for high-pass noise. This is well above the

statistical probability (20 %)13 but still under the 50 % threshold.

From the confusion matrices shown in Fig. 4.36 and Fig. 4.37, it can be seen that

shape ‘A’ (point source) was easily identifiable against other sound source shapes.

From the confusion matrices, it can also be seen that subjects were able to identify

13Five source shapes (excluding shape A), thus 1/5 = 20%
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different shape categories better than the shapes themselves. These categories are :

1- Shape A (Point source)

2- Shapes B,C,D (line source)

3- Shapes E and F (2D sound source)

Reasons for this can be explained in part by the fact that perfect point sources

were not used since the speakers used in the experiment had a non-zero spatial extent;

therefore blurring the rendering of sound source shape. This effect can be related to

the visual domain where bigger pixels on a screen decreases the picture resolution

and increases image blur.

From the graphs showing the mean percentages of correct sound source shape

identification for back and front presentation of the stimuli (Fig. 4.38 and Fig. 4.39

respectively), it appears that correct source shape identification was better when

stimuli were presented at the front of subjects. Fig. 4.42 shows that the percentage

of correct source identification was 31% for stimuli presented at the back and 41.5%

for stimuli presented at the front. This finding imparts that sound source shape

identification is influenced by localisation accuracy, since sound source localisation is

notable for being worse at the back than at the front of listeners [Bla97]. Effects of

localisation accuracy on source extent perception were also discovered in the previous

experiment (section 4.4).

When comparing Fig. 4.38 and Fig. 4.39 it also appears that correct sound shape

identification was better for the white noise and hi-pass signals and this trend is

maintained for front or back presentation of the stimuli. This finding hints again

that sound source perception is depending on source localisation accuracy as low

frequency signals are notoriously hard to localise, explaining lower percentages of

correct identification for the low pass noise. Regarding the blues guitar riff signal, it

is possible that this signal was more difficult to localise than white noise, explaining

lower identification percentages.
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Another theory for explaining better shape identification for the high-pass and

white noise signals is that ILD cues were used more than ITD14 cues in the mecha-

nisms of sound source shape perception. Indeed, ITD cues, which are mainly used at

frequencies below 3kHz, are likely to have been difficult to process by the binaural sys-

tem since the technique used to decorrelate signals is based on phase randomisation15

which will tend to randomise and confuse the ITD. In this context, the binaural sys-

tem is left only with ILD cues to determine the positions of the point sources and to

determine sound source shape; this can explain that results were better for full-band

(white noise) and high-pass noise for which ILD could be used.

Other effects such as temporal variations of the signal (as opposed to constant

noise) could also have influenced source shape identification.

Figure 4.40 and 4.41 show the percentages of correct source identification for the

6 shapes for back and front presentation of the stimuli, respectively. It is apparent

that shape ‘A’ (which was a point source) was easily identified compared to the other

shapes. If shape A is removed, the statistical probability of identifying a sound source

shape by chance is 1/5 = 20%. Thus for rear presentation of the stimuli only shape

‘A’ was significantly identified as for other shapes the confidence interval overlaps

with the 20% statistical chance limit. For frontal presentation of the stimuli, only

shape ’F’ was not significantly identified above statistical chance.

From results of the ANOVA analysis shown in Fig. 4.43 it can be seen that front or

back presentation of the stimuli significantly affected the ability by subjects to identify

sound source shapes. Signal type was also a significant factor with a relatively high

F-ratio. As expected, the shape factor highly affected correct shape identification,

in particular as it was shown in Fig.4.38 and Fig.4.39 that shape ‘A’ was very easily

identified against the other sound source shapes. Factor interactions were mostly

insignificant except for (signal type * shape) albeit with a relatively low F-ratio. This

significant interaction can be related to localisation of the point sources forming the

14ILD and ITD cues were reviewed in section 2.5.1
15This was explained in section 2.13
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shapes which depended on the type of signal emitted by the sound sources ( and was

worse for the low-pass noise and blues guitar riff signals).

Results of the ANOVA analysis formally confirm the trends that were previously

discovered.

Results of the experiment showed that correct sound source shape identification

was dependent on sound source localisation accuracy and this resulted in poor shape

identification for stimuli presented behind subjects and for certain types of signal (low

pass noise and blues guitar riff) which were harder to localise. This also raises concerns

that the rendering of sound source shape using traditional decorrelation techniques

collapses for certain types of signals, especially signals with time-varying intensity

and spectrum (such as music for instance). The point sources used to represent the

sound source shapes were not actually punctual as each source was a speaker, this

again might have blurred the perception of sound source shape.

The use of real speakers to represent the shapes is impractical in a real-case

scenario as a large number of speakers and channels are required. The topic of

the next experiment is to study the identification of sound source shapes where the

decorrelated point sources are not actual physical sound sources but spatialised virtual

sound sources.

4.6 Experiment 4: perception of sound source shape

using virtual decorrelated sound sources

4.6.1 Aims

The aim of this experiment is to study the perception of sound source shapes that

are created using virtual decorrelated point sources; to do so, the decorrelated point
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source technique (section 2.11) is combined with the Ambisonics spatialisation tech-

nique (section 5.4.1). This experiment corresponds to a more real scenario for pro-

ducing sound source shapes in 3D auditory systems compared to the apparatus of the

previous experiment (section 4.5). This experiment also studies the effects of decorre-

lation on sound source shape perception by comparing the perception of sound source

shapes devised with decorrelated and correlated sound sources. It is expected that

shape perception abilities will be reduced when using correlated point sources due to

the summing localisation effect which was explained in section 2.12.2.

This study was first conducted for the MPEG Audio group to study the need of

implementing sound source shape capabilities in the MPEG-4 standard (see section

4.10 for details). The experiment was designed by the author and was carried out

at two locations: University of Wollongong and Thomson Multimedia (Germany).

The participation of Jens Spille16 for repeating this experiment at his laboratory is

acknowledged.

4.6.2 Apparatus

The apparatus consisted of an 8-speaker array arranged in a cubic configuration (Fig.

4.44). The cube had dimensions of approximately 1.6 x 1.6 x 1.6 meters. High-quality

Genelec 1029A speakers equalised four loudness were used.

4.6.3 Stimuli

Five different sound source shapes were created using a constant number of four point

sources; these are depicted in Fig. 4.45. The angular extent of the sound source shapes

was 80 degrees horizontally and 90 degrees vertically; coordinates of the spatialised

point source are detailed in Fig. 4.46. First order Ambisonics spatialisation17 was

used to place the virtual sound sources on the cubic speaker array. All sound source

16Research Engineering at Thomson Multimedia, Germany
17see section 5.4.1



204

Figure 4.44: Placement of subjects at the centre of the speaker cube apparatus

shapes appeared in front of subjects so as to maximise localisation precision [Bla97].

To create the stimulus sequences, Ambisonics B-format (section 5.4.1) files were

created; these contained the spatialised point sources that formed the sound source

shapes. In a first time, ten sequences were created where the five shapes depicted in

Fig. 4.45 were played twice; the signals emitted by the point sources were uncorrelated

white noise sequences. In a second time, ten further sequences were obtained where

the signals emitted by the sound sources were identical (i.e. correlated) white noise

sequences. To perform the experiment, the created B-format sequences were decoded

for the cubic speaker array apparatus shown in Fig. 4.44. Details for performing such

decoding can be found in [FM].
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Figure 4.45: Geometry of the five sound source shapes
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Figure 4.46: Coordinates of the point sources used to form the sound source shapes

4.6.4 Procedure

For each of the twenty stimuli, which were played in random order, subjects were

asked to identify an apparent source shape among five possible shapes. Subjects were

allowed to leave a blank answer if they could not identify the shape of a particular

sequence. Head rotations were allowed and subjects were not visually masked. Before

starting the experiment, training was given to subjects so that they listened to each of

the five sound source shapes. In all, sixteen adult subjects with normal hearing took

part in the experiment (seven at the University of Wollongong and nine at Thomson).

4.6.5 Results

Confusion matrices for decorrelated and correlated point sources are shown in Fig. 4.47

and Fig. 4.48 respectively.
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Figure 4.48: Confusion matrix of shape identifications (shapes created with correlated
virtual sound sources)
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4.6.6 Analysis of results

Mean percentage of correct identification and confidence intervals

The grand mean percentage of correct sound source shape identification and con-

fidence intervals for decorrelated and correlated point sound sources are shown in

Fig. 4.49. The average percentages of correct sound source shape identification and

confidence intervals for the five sound source shapes are plotted in Fig. 4.50 and

Fig. 4.51 for decorrelated and correlated point sources respectively.
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Figure 4.49: Mean percentage and 95% confidence interval of correct shape identifi-
cation for decorrelated and correlated point sound sources
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Figure 4.50: Mean percentage and 95% confidence interval of correct shape identifi-
cation for the five sound source shapes for decorrelated point sound sources)
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Figure 4.51: Mean percentage and 95% confidence interval of correct shape identifi-
cation for the five sound source shapes for correlated point sound sources)
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ANOVA analysis

A two-way ANOVA analysis was performed with the following factors: decorrelated

or correlated point sound sources, and sound source shape. Results of the two-way

ANOVA are given in Fig. 4.52. Confidence intervals smaller than 0.05, are marked

with an asterisk; this indicates that the particular factor or factor interaction had a

significant effect.

Figure 4.52: 2-Factor ANOVA: F-ratios and confidence intervals

4.6.7 Discussion

As shown in Fig .4.49, the difference of percentage of correct shape indentification

between decorrelated and correlated point sources is not significant. In both cases,

however, sound source shapes were, in average, identified just above statistical chance

(5 shapes thus 20% probability).

Fig. 4.50 shows the percentages and 95% confidence intervals of correct shape

identification for the five different shapes used in the stimuli. It appears that only

shape ‘A’ (square) and ‘D’ (triangle pointing to the left) were identified significantly

above statistical chance. For correlated sound sources (Fig. 4.51), only shape ‘D’ was

identified above statistical chance. It remains unexplained why shape ‘C’ which was

a triangle pointing to the right was not identified as often as shape ‘D’.

It is interesting to note that the percentages of correct identification for each shape

follow the same pattern for decorrelated and correlated point sources. This indicates
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that other cues may have been used to identify the sound source shapes, such as

localisation of the centre of gravity of the point sources or colouration of the white

noise used in the stimuli.

The confusion matrices for decorrelated and correlated point sources are shown

in Fig. 4.47 and Fig. 4.48 respectively. From these, it can be seen that shapes ‘A’

and ‘D’ were the most often successfully identified and shape ‘B’ was the least often

successfully identified shape. As far as shape ‘E’ is concerned, its poor identification

by subjects can be explained by the observation that shape ‘E’ could be perceived

either as a cross or a diamond, and that shape ‘E’ was more easily confused with

shape ‘A’, since the two shapes are geometrically close. This is shown by a relatively

high value between ‘A’ and ‘E’ in in the confusion matrices.

The ANOVA table shown in Fig. 4.52 confirms that the decorrelation or not of

the point sound sources was not a significant factor in the correct identification of

the sound source shapes (this was also shown in Fig .4.49); this finding was unex-

pected. On the other hand, geometry of the sound source shapes is a significant

factor and percentage of correct identification varies for each shape; this was discov-

ered in Fig. 4.50 and Fig. 4.51. The ANOVA analysis also indicates that there was no

interaction between the decorrelation/correlation factor and the shape of the sound

sources.

The rendering device used to produce the stimuli consisted of 8 speakers arranged

in a cube and 1st order Ambisonics spatialisation was employed. This configuration is

the bare minimum for rendering periphonic 3D audio and due to the wide separation

of speakers this results in highly unstable spatialised sound sources (during head

motions) when these are located in between speakers. Thus the limitation of the

speakers is likely to be the main cause for poor identification of the sound source

shapes (although some shapes were significantly identified above pure chance).

The limitation of the rendering system also explains that decorrelation or not of

the point sources did not significantly affect shape identification.

In conclusion, this experiment showed that the rendering of sound sources shapes
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using virtual sound sources requires an accurate 3D audio spatialisation technique,

unlike the apparatus used in the experiment. The identification of certain shapes

(‘A’ and ‘D’) above statistical chance may have been helped by extra cues such as

localisation of the centre of gravity and noise colouration.

4.7 Experiment 5: improvement in 3D audio scene

realism by using extended sound sources

Having studied the perception of rendered sound source extent and shape in 3D audio

displays, the perceptual impact of using extended sound sources in 3D audio scenes

is now studied. This experiment aims at studying the necessity of rendering sound

source extent in 3D audio scenes.

This study was first conducted for the MPEG Audio group to study the need of

implementing sound source extent capabilities in the MPEG-4 standard (see section

4.10 for details). The experiment was created by the author and was carried out at

two locations: University of Wollongong and ETRI (Korea). The participation of

Jeongil Seo18 for repeating this experiment at his laboratory is acknowledged.

4.7.1 Aims

This experiment studies the perceived naturalness of 3D audio scenes that incorpo-

rate broad sound sources over 3D audio scenes that use only point sources. To do so,

subjects were asked to perform A-B comparisons between these two types of 3D audio

scenes. The sound sources present in the test scenes referred to auditory events that

are normally perceived as being broad and spacious (crowd, thunder, truck, beach,

city and water). The experiment was first carried out on speakers then repeated

18Research Engineering at ETRI, Korea
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on headphones, using binaural spatialisation. This was in order to verify the im-

provement in naturalness when using broad sound sources in the context of these two

spatialisation techniques.

4.7.2 Apparatus

The apparatus consisted of a 7-speaker array which was the same as used in the exper-

iment described in section 4.5; this apparatus was depicted in Fig. 4.31. Binauralised

audio scenes were rendered on headphones.

4.7.3 Stimuli

Speaker stimuli

Six different sound recordings that referred to naturally large auditory events or

objects (crowd, thunder, truck, beach, city and water) were used to create 3D audio

scenes that were either employing these objects as point sound sources (one speaker of

the array used) or as broad sound sources (seven speakers of the array used, emitting

decorrelated signals). To obtain seven decorrelated signal replicas of the different

sound recordings, a 256-tap FIR decorrelation filterbank19 was used. Comparison

sequences were then created whereby a first scene was played followed by a second

scene. The order of appearance of the scenes (point source or spatially extended) was

randomised. In all, subjects had to compare six pairs of 3D audio scenes for the six

types of signal (crowd, thunder, truck, beach, city and water).

Headphones stimuli

The sequences created for speaker playback were also binaurally encoded at the po-

sitions of the speakers of the array. To do so, a dummy head HRTF database was

used to binaurally spatialise the point sources of the speaker array. This was done

19See section 2.13.2
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in Matlab for each speaker by performing binaural convolution of the speaker signal

with the HTRF filter measured at the azimuth and elevation of the speaker. Bin-

aural signals obtained for the seven speakers were then added together to form the

binaurally encoded stimuli.

4.7.4 Procedure

For each sequence, subjects were asked to perform A-B comparisons in terms of

naturalness between the first and second played 3D audio scene. Eighteen adult

subjects with normal hearing participated in the experiment on speakers and six

participated in the experiment on headphones.

4.7.5 Results

Percentages of time where 3D audio scenes that used spatially extended sound sources

were preferred (in terms of naturalness) over scenes that used only point sources

are shown in Fig. 4.53 (figure shows results obtained at ETRI and University of

Wollongong).

Figure 4.53: Percentages of time where 3D audio scenes that used extended sound
sources were subjectively preferred (for speaker and headphone stimulus presentation)
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4.7.6 Discussion

Fig. 4.53 shows that 3D audio scenes that used spatially extended sound sources

were perceived as being more natural 70.4 % of the time on speakers and 69.4 % on

headphones. This experiment thus showed that the rendering of sound source extent

in 3D auditory is perceptually relevant and that better aesthetics of the rendered 3D

audio scenes are achieved. Indeed, the signals used in the stimuli referred to large

auditory events, and thus representing them using point sources sounded unnatural.

These results corroborate the knowledge that spacious sound fields are generally more

pleasing that non-spacious ones (in concert halls) [Gri97].

4.8 Experiment 6: perceptual effects of dynamic

decorrelation

4.8.1 Aims

This experiment investigates the benefits of using dynamic decorrelation in order to

provide more realism in 3D audio scenes. The listening fatigue caused by dynamic

decorrelation is also studied. Dynamic decorrelation techniques were reviewed in

section 2.13.6.

4.8.2 Apparatus

The experiment was carried out using good quality headphones.

4.8.3 Stimuli

Stimuli were produced from the monaural recording of a noisy market in Nice, France

that contained many sound sources (sellers yelling, cars, children etc.). From this
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monaural recording, three pseudo-stereo20 versions of the recording were obtained.

This was achieved by using a 128-order IIR decorrelation filterbank (section 2.13.3)

with fixed and time-varying coefficients (with coefficient update windows of 1s and

100ms). This way, fixed and dynamically (at 1Hz and 10Hz) decorrelated signals were

obtained. The obtained pseudo-stereo recordings were then arranged in sequences,

containing a first pseudo-stereo recording followed by two seconds of silence and fol-

lowed by the second pseudo-stereo recording. Three sequences were formed in this

way:

1- Fixed decorrelation – Dynamic decorrelation (100ms)

2- Dynamic decorrelation (100ms) – Dynamic decorrelation (1s)

3- Dynamic decorrelation (1s) – Fixed decorrelation

4.8.4 Procedure

Subjects had to perform A-B comparisons in terms of naturalness for each of the three

created sequence. To study the listening fatigue caused by dynamic decorrelation,

subject also rated the fatigue of the original monaural recording and the three pseudo-

stereo recordings on a 1 to 5 scale, 1 corresponding to no fatigue and 5 to extreme

fatigue. Eight subjects participated in the experiment.

4.8.5 Results

Table 4.1 shows the percentages of preference in terms of naturalness between the

three types of decorrelation. Table 4.2 shows the average fatigue for no signal decor-

relation and for the three types of decorrelation (fixed and dynamic decorrelation

with 100ms and 1s update rates).

20Pseudo-stereo was reviewed in section 2.11.2
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Comparison % first % same % second

Fixed-Dynamic 100ms 40 0 60
Dynamic 100ms-Dynamic 1s 20 33.3 46.7
Dynamic 1s -Fixed 60 6.6 33

Table 4.1: Percentages of preference in terms of naturalness between fixed and dy-
namic decorrelation

Type of decorrelation average fatigue (1-5)

Fixed 1.625
Dynamic 100 ms 2.625
Dynamic 1 s 2.5
None 1.5

Table 4.2: Average listening fatigue caused by fixed, dynamic and no decorrelation
(1: no fatigue, 5: extreme fatigue)

4.8.6 Discussion

Results in table 4.1 show that dynamic decorrelation was perceived as being more nat-

ural than fixed decorrelation. This can be explain as follows: dynamic decorrelation

created an interesting effect whereby the sound sources of the original recording were

moved around the scene (these movements were not present in the original monaural

recording). This effect, which is caused by dynamic decorrelation was explained in

section 2.13.6. The sound recording which was used (market) implied movement and

a busy activity around the listener; therefore this can explain that subjects preferred

dynamic decorrelation over fixed decorrelation since the latter did not produce move-

ments. However, slower (1s) dynamic decorrelation was preferred over faster (100ms)

dynamic decorrelation because fast decorrelation created too fast movements of ob-

jects in the scene, and this was unnatural. Therefore, from this experiment it can

be concluded that the use of dynamic decorrelation is beneficial to the realism of 3D

audio scenes however its use depends on the nature of the signal to decorrelate.
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Table 4.2 shows the average fatigue for each type of decorrelation and no signal

decorrelation. The scale ranged from 1 (no fatigue) to 5 for (extreme fatigue). As

expected, dynamic decorrelation created more fatigue than fixed decorrelation due

to movements of objects in the scene it produced, and fatigue was higher for faster

decorrelation. The original recording (no decorrelation) was perceived as the least

fatiguing.

In conclusion, dynamic decorrelation can be used to improve the naturalness of

3D audio scenes, however it must be used carefully so as to not create too much

listening fatigue. The nature of the signal to decorrelate should also be taken into

consideration when choosing the update rate of the dynamic decorrelation filters.

4.9 Experiment 7: perceptual effects of time-varying

decorrelation

4.9.1 Aims

This experiment aims at finding, by using time-varying decorrelation, the time con-

stant of the binaural system at which it is able to perceive changes in the inter-aural

cross-correlation coefficient (IACC)21.

4.9.2 Apparatus

The experiment was carried out using good quality headphones.

4.9.3 Stimuli

To study the sensitivity of listeners to time varying decorrelation, two white noise

signals which had a periodic change of correlation between them were used. To do

21Defined in 2.8.2
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so, the time varying decorrelation technique was used; this technique was reviewed

in section 2.13.8. The temporal variations of the cross-correlation coefficient between

the two signals followed a sine wave pattern which frequency could be controlled in

real time. The range of variations of the cross-correlation coefficient between the two

signals was 0 (decorrelated signals) to +1 (identical signals). Since the two signals

were presented on headphones, the cross-correlation coefficient between them directly

drove the inter-aural cross correlation coefficient (IACC).

A value of +1 (or close to 1) of the cross-correlation coefficient between the two

signals (and hence of the IACC) produced a narrow sound image located within the

head. On the other hand, a value of 0 (or close to 0) of the cross-correlation coefficient

between the two signals produced a wide sound image, and the two noise signals were

localised at the subject’s ears. Effects of the IACC coefficient on the image width of

noise presented on headphones was reviewed in section 2.8.4. Therefore, the effect

of periodically varying the level of decorrelation between the two white noise signals

produced a sound image that periodically varied from a narrow central image to a

spacious, almost external image.

4.9.4 Procedure

The experiment consisted of increasing the rate of change of the cross-correlation

coefficient between the two signals until the subject indicated that he/she could not

longer perceive variations of the sound image width. The value of the rate of change

frequency was then recorded. The reverse experiment was also repeated in which a

high frequency rate of change of the cross-correlation coefficient was decreased until

the subject indicated that he/she perceived variations of the sound image width;

the value of this frequency was again recorded. Eight subjects took part in the

experiment.
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4.9.5 Results

The averages of the rate of change frequencies at which subjects perceived no more

variations in sound image width (for raising and decreasing frequency of the rate of

change of the IACC coefficient) are shown in table 4.3 and plotted in Fig. 4.54. The

corresponding time windows (i.e. 1/f) of the average rate of change frequencies are

also shown.

Variation of the rate of change Rate of change frequency Time window

Low −→ High 12.5 Hz 80ms
High −→ Low 11 Hz 91ms

Table 4.3: Average frequencies of the rate of change of the IACC at which subjects
could no more perceive a change in source extent
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Figure 4.54: Mean rate of change of IACC and 95% confidence interval at which
subject perceived no more change in sound image width
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4.9.6 Discussion

This experiment allowed to derive an average value for the time constant of the

binaural system at which it is able to perceive changes in IACC. Figure 4.54 shows

that there was no significant change in this time constant whether the rate of change

of the IACC was increasing or decreasing, as the confidence intervals are overlapping.

It was decided to take the average of the two rate of change frequencies for the

final value (85.5 ms) at which the binaural system computes a new IACC coefficient.

This result is comparable to that of the study of Chait et al. [CPCS05] who found a

value of 80 ms.

Faster changes in inter-aural correlation are thus not perceptible. This finding

has applications in using the time-varying decorrelation method described in 2.13.8

and has applications in acoustical engineering where it was shown that temporal

fluctuations of the IACC influence the perception of spaciousness (see section 2.9).
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4.10 Implementation of sound source extent de-

scription capabilities in MPEG-4 AudioBIFS

The implementation of sound source extent capabilities in MPEG-4 AudioBIFS22 Ver-

sion 3 is now reviewed. After an initial document [PB02a] by the author which high-

lighted the lack of sound source extent description capabilities in MPEG-4 AudioBIFS

and which proposed a technique to add this feature in the MPEG-4 standard, three

MPEG Core Experiments (CE) designed by the author were carried out23. These ex-

periments, described in section 4.3, 4.5, 4.6, 4.7 and 4.8 were performed with a view

to study the need and feasibility of implementing sound source extent and shape in

the MPEG-4 AudioBIFS standard. Results of the experiments were presented at

three consecutive MPEG conferences: Shanghai, October 2002 [PS02]; Awaji Island

(Japan), December 2002 [PSS02]; Pattaya (Thailand), March 2003 [PSS03].

The first core experiments [PS02, PSS02, PS03] studied the usefulness of imple-

menting sound source shape description capabilities in AudioBIFS. However, due to

results showing that subjects were able to identify sound source shapes only less than

50 % of the time24, it was decided that an exact sound source shape description

capability in AudioBIFS was overkill.

However, since it was found in a last core experiment [PSS03] that subjects were

accurate in determining the angular extent of sound sources (section 4.3), and that

it was found that listeners could identify one-dimensional and two-dimensional sound

sources (section 4.4), it was decided that sound source extent would be described in

MPEG-4 AudioBIFS using primitive geometrical shapes, that is: lines, rectangles,

rectangular boxes, cylinders and spheres; these are shown in Fig. 4.55. These shapes

can be further oriented in the 3D audio scenes and X, Y and Z source dimensions can

be specified to create 1D, 2D and 3D extended sound sources. A special extent can

22MPEG-4 AudioBIFS was reviewed in 2.4.2
23Experiments were carried out by the author and repeated by Jens Spille of Thomson Multimedia

(Germany) and Jeongil Seo of ETRI (Korea)
24See experiments described in section 4.5 and 4.6
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also be specified (shape 1 in Fig. 4.55); this case allows describing a source extent

independently of the listening/view point. This is useful when AudioBIFS scene

authors require a constant source extent that is independent of the listening/view

point in the scene, such as, for instance, to create spatially wide sound atmospheres

(e.g. wind in trees, thunder etc.).

Shape 2 : box
 Shape 3 : cylinder
 Shape 3 : ellipsoid


Z=0


Y,Z=0


Z=0


Y=0

Z=0


Y,Z=0


Shape 1 :

Constant 2D


extent


Figure 4.55: Different sound source shape types definable in the field of the WideS-
ound node

To provide such sound source extent description capabilities in MPEG-4, a new

AudioBIFS node called WideSound was created. This new node is included in the

current MPEG-4 AudioBIFS V3 working document which will reach Final Draft

International Standard (FDIS) status in 2005. The semantics of the new WideSound

node are shown in Fig. 4.56. The shape field is used to select the shape of the sound

source as depicted in Fig. 4.55. The size field is used to specify the dimensions of

the sound source in the X, Y and Z planes; this permits creating sound sources with

one, two and three-dimensional extents (Fig. 4.55). The density field specifies the
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density25 of the point sources and the decorrStrength field specifies the inter sound

source correlation coefficients. The diffuseSelect field specifies a flag that indicates the

scene renderer to use different decorrelation filters so that if the same audio stream

is used by several WideSound nodes, the correlation coefficients between the sound

sources remain zero. Other fields of the WideSound node are identical to that of the

DirectiveSound node of AudioBIFS version 2 [MPE01].

Figure 4.56: Semantics of the new WideSound AudioBIFS node to represent sound
sources with apparent extents in MPEG-4 AudioBIFS scenes

An example of the use of WideSound nodes in a MPEG-4 AudioBIFS 3D audio

scene is shown in Fig. 4.57. The example 3D audio scene consists of listening to a

choir in an auditorium, from the listening point of a spectator located in the middle

of the audience. After the performance of the choir, the audience applauds. This

scene can be easily composed using four WideSound nodes and audio streams/files

for the choir recording and applause sound. In AudioBIFS version 2, such 3D audio

scene could not have been devised and point sources had to be used instead; resulting

in poor naturalness, spaciousness and listener immersion.

25Effects of point source density were studied in section 4.3
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Figure 4.57: MPEG-4 AudioBIFS 3D audio scene example containing four WideSound
nodes

4.11 Summary

This chapter presented a novel psychoacoustic study which explored the ability by

listeners to perceive the apparent extent and shapes of sound sources. The stimuli

were created using the decorrelated sound source technique which was first reviewed

in section 2.12. A new hypothesis was proposed which stated that, by arranging the

positions of the decorrelated sound sources into particular patterns, this technique

could be used to create sound sources with certain apparent shapes.

Two experiments presented in section 4.5 and 4.6 aimed at validating this hy-

pothesis by studying the ability of subjects to identify apparent sound source shapes.

The shape perception experiment was, in a first time, carried out with real decorre-

lated sound sources as to provide maximal stability and localisation precision. When

white noise was used and when the source shapes were presented in front of subjects,

subjects could identify the source shapes 42.5 % of the time (statistical chance was
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20 %). However, when a music signal was used or when the shapes were presented

in the back of subjects, shape identification was equal or less than statistical chance.

In experiment 4 (section 4.6), the decorrelated sound sources where positioned us-

ing spatialisation. As expected, shape identification was reduced (31.9 % of correct

identifications with white noise) due to errors introduced by spatialisation.

In experiment 1 (section 4.3), the effects of density of the decorrelated sound

sources on perceived horizontal extent were studied. It was found that, while loudness

and signal type did not have much impact on perceived horizontal extent, density had

the most impact. Excessive density resulted in a narrower perceived extent, on the

other hand, insufficient density resulted in loss of binaural fusion (i.e. the different

decorrelated sound sources were distinctly perceived). Density of the decorrelated

sound sources is thus a major parameter when rendering source extent in 3D audio

displays and should be careful controlled.

In experiments 2 and 3, described in sections 4.4 and 4.5, effects of sound lo-

calisation precision were studied. It was shown that the precision at which subjects

could perceive the apparent extents and shapes of the stimuli was decreased when the

stimuli where presented at position at which sound localisation is worse (i.e. on the

sides, at the back and above subjects). Thus, the perception of apparent shape and

extent is positively influenced by sound localisation accuracy; this is normal since sub-

jects relied on the position of the decorrelated sound sources to perceive the apparent

source extents or shapes.

Experiments 5 (sections 4.8) showed that the use of broad sound sources im-

proved the naturalness of 3D audio scenes and experiments 6 (sections 4.8) showed

that dynamic decorrelation could also improve realism, however it can lead to listen-

ing fatigue.

In conclusion, this research showed that it is possible to render and perceive the

extent and the apparent shapes of sound sources with noise signals, however, time

varying and complex signals such as music are still problematic. In section 6.2 are
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highlighted a solution to this problem and areas where the research described in

this chapter could be furthered. A practical implementation of sound source extent

rendering in a real-time 3D audio rendering system is described in section 5.4.4.



Chapter 5

Implementation of an object
oriented 3D audio scene renderer

5.1 Introduction

This chapter presents the implementation aspect of this thesis by describing the new

3D audio rendering system known as Configurable Hemispheric Environment for Spa-

tialised Sound (CHESS). This system was researched and implemented by the author

for the purposes of experimentation during this thesis work.

CHESS is a novel real-time system for rendering and composing 3D audio scenes

based on the XML scene description scheme that was described in chapter 3. Based on

a client-server architecture and novel configurable 16-speaker array, CHESS is aimed

at rendering 3D audio scenes to a small audience (3-4 people). The architecture and

techniques used in CHESS can be used as a model to implement subsequent 3D au-

dio rendering systems. CHESS also implements the sound source extent rendering

algorithms described in chapter 4.

This chapter first considers the global system overview of CHESS and shows how

CHESS follows the server-client architecture. This explains why the client-server ap-

proach was selected over other approaches. The client is a Java3D program that

229
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consists of the system user interface and the scene manager and updater. The server

consists of a Digital Signal Processing layer that implements the necessary DSP tasks

to render the 3D audio scenes.

The signal processing layer, implemented in Max/Msp [Max], is then described.

CHESS follows a hybrid perceptual and physical approach to render 3D audio scenes;

and a justification of this approach is given. The individual DSP tasks are then de-

tailed and a discussion of certain 3D audio techniques over others given. The Java3D

scene manager client is then described. It is shown how this module is responsible

for parsing 3D audio scene XML description and updating and managing the scene.

An evaluation of the system is then given. Finally, practical applications and

major projects where CHESS has been used are reviewed.
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5.2 CHESS system overview

The overall system overview of CHESS is shown in Fig. 5.1 where the functions and

technologies used for the different system parts are defined. CHESS is composed of

three main modules: the scene manager, the DSP layer and the speaker array.

The scene manager, acting as a client, instantiates scene objects from the XML

3D audio scene description (chapter 3) at the system DSP layer. During play-back

of the scene, the scene manager then updates the state of the scene at the DSP layer

by sending commands on the network (section 5.5). Based on Java and Java3D, the

scene manager also collects real-time user commands through a user interface and

provides a 3D graphical representation of the 3D audio scene being rendered.

Implemented on a separate computer and acting as the server, the DSP layer of

CHESS performs all necessary signal processing tasks to render the 3D audio scene

to the user(s). The DSP layer is detailed in section 5.3. The communication between

the scene manager and the DSP layer is established using the UDP [RK] and Open

Sound Control (OSC) [osc] protocols over an ethernet network.

The use of the client-server approach allows the global computational load to

be shared by two computers. This approach also allows the DSP layer to be con-

trolled remotely from any computer connected on the Internet. The CHESS system

could thus be used for 3D audio teleconferencing and remote collaboration applica-

tions. The client-server approach has been used in other 3D audio rendering systems

[CETT02, Sch02], in which the client-server approach is used to distribute the 3D

audio signal processing tasks between multiple computers. When using a distributed

DSP layer, extra care must be taken to insure that the output channels of the systems

are perfectly synchronised. In the CHESS system, all processing is done on the same

machine, and so this insures that all output audio channels are synchronised.
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Figure 5.1: Overview of the client-server structure of the CHESS system and the
functions and technologies of the different system parts

5.2.1 Speaker vs headphone 3D audio rendering

To render 3D audio scenes, speaker based spatialisation was selected since binaural

headphone techniques [Beg92a, Car96], despite some efforts [MT02], are aimed at

individual use. CHESS is aimed at being experienced by few people at a time and

headphone spatialisation is unfit for this task, since users are separated in their own

3D audio environments and head-tracking devices are required for each system user.

When speaker spatialisation is used, the user’s own Head Related Transfer Func-

tions (HRTF) are used to localise the position of sound sources, this contrasts with
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headphone rendering where measured or generic HRTFs must be used, resulting in

localisation errors [Beg94]. Furthermore, it was estimated in [JLP99] that binaural

techniques which require a convolution operation and a head-tracking device [WDO97]

are ten times more computationally expensive than speaker based spatialisation.

Transaural spatialisation techniques [Bau93, KJM03, KTH99] are binaural tech-

niques applied on speakers. These techniques, however, still require a high processing

cost and do not allow for multiple user scenarios since the ‘sweet spot’1 is limited to a

small area. A divergence of just a few centimeters from the sweet spot by the user de-

stroys the 3D audio impression [MRK00]. For these reasons, transaural spatialisation

techniques were also discarded.

Speaker-based spatialisation was thus selected so that CHESS provides an immer-

sive environment which can be experienced by several simultaneous users. To provide

a large sweet-spot area where listener can perceive the correct rendered 3D audio

soundfield, a high order Ambisonics spatialisation technique was selected. Daniel

[Dan03a] showed that the size of the sweet-spot increased with Ambisonics order,

thus the highest possible order was selected for CHESS. The spatialisation technique

used in CHESS is further detailed in section 5.4.1.

5.2.2 CHESS speaker array

The speaker array used in CHESS is depicted in Fig. 5.2. The 16-speaker array is

attached on a novel configurable scaffold which permits the speakers to slide up and

down, and be placed and oriented them anywhere around the centre of the sphere

where a small audience (3-4 people) can be accommodated. The speaker array was

designed by the author and Didier Balez2 who carried out the construction work.

This configurable scaffold structure allows to quickly change and test different speaker

configurations. Sixteen high quality monitoring speakers (Genelec 1029A) were used

1That is, where the user must be located to perceived the 3D audio scene correctly
2Didier Balez is head of the sculpting workshop at the Faculty of Creative Arts, University of

Wollongong
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for the speaker array. Using a spherical arrangement guaranteed that each speaker

was equidistantly placed from the center of the array, which is a requirement for

Ambisonics spatialisation used by CHESS (section 5.4.1). The speaker array has a

diameter of approximately 3m.

A 3D audio system with a configurable speaker array is also proposed in [KKFW99];

in this system, speakers are hung from the ceiling.

 

Figure 5.2: The configurable speaker array of the CHESS system

5.2.3 Hardware

The Java3D scene manager program was implemented on a Pentium III PC. The DSP

layer is implemented on a Macintosh G4 867MHz computer connected to a Digi001

soundcard and an additional ADAT digital to analog converter so that the DSP layer

is capable of outputting 16 audio channels at 44.1 or 48 kHz sampling frequency with

a 16-bit precision. The use of a low-latency operating system for the DSP layer (Mac
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OS9) allowed sound card latency to be kept under 15ms.

5.3 Digital signal processing layer

The Digital signal processing layer of CHESS performs all the necessary tasks to

render 3D audio scenes. It is controlled via the network by the scene manager (section

5.5) or can be operated locally by the user via a graphical user interface (GUI)

depicted in Fig. 5.3.

In the proceeding sections, the selection of the Max/Msp platform for implement-

ing the DSP layer is first explained, follows the description of the global DSP chain

of the CHESS system. The individual signal processing tasks are then explained. In

the description of these various tasks, the selection of certain techniques is explained.

Figure 5.3: Graphical user interface of the DSP layer
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5.3.1 Selection of the rendering platform

Several 3D audio rendering systems [DRS+03, HDM03] use consumer class 3D audio

APIs such as OpenAL [Ope], Creative EAX [EAX] or Sensaura [sen]. Relying on a

particular 3D audio API has several drawbacks. Firstly, 3D audio APIs are usually

targeted towards video games and consumer electronic applications and, being mostly

based on binaural and transaural spatialisation, do not offer accurate multi-speaker

spatialisation capabilities.

Secondly, some commercial 3D audio APIs (e.g. EAX) rely on special hardware

implementations which are likely to become obsolete when a new soundcard or oper-

ating system becomes available. Therefore, developing a 3D audio rendering system

that is heavily based on a particular API can be a risk. Lastly, the fine DSP im-

plementation details of the APIs are usually not available for intellectual property

reasons. The author believes that a 3D audio rendering system implementation that

is free of hardware or API dependance provides greater control in the fine details of

the 3D audio rendering.

Other 3D audio rendering systems based on hardware implementations (such as

the Lake Huron audio workstation [hur]) have been quickly surpassed by the ever

increasing power of general purpose CPUs. A 3D audio rendering system developed

in software may be moved to a faster machine, while an hardware implementation

requires implementation on different DSP chips.

The Max/Msp platform

To implement the DSP layer, the Max/Msp [Zic02, Max] graphical programming

language was used. This platform has been used to develop other 3D audio rendering

systems [KKFW99, JW95, Lun00, Sea03]. Thanks to its graphical programming

environment a lot of prototyping and design time may be saved. In addition, it

is highly efficient for performing audio DSP and some objects for performing 3D

audio rendering are readily available [JW95, Pul97]. Max/Msp can also handle large
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numbers of input and output channels3 using low latency ASIO drivers; this proved

to be useful when implementing the DSP layer of the CHESS system.

Although less efficient than a pure C++ implementation used in some systems

[Nae02, HST96, MW02] the Max/Msp platform efficiency proved to be sufficient for

the required task. Besides, when higher efficiency is required, Max/Msp has pro-

visions for using compiled objects written in C or C++. This feature was used to

implement decorrelation filters4, to calculate reflections5 and sound source occlusions6.

An overview of the DSP layer is now given.

5.3.2 3D audio signal processing overview

To implement the 3D audio rendering layer, a hybrid physical and perceptual ap-

proach was used. The physical approach is used to spatialise sound sources, calculate

reflections and to simulate sound propagation in air. The perceptual approach is

used to compute room reverberation, sound source occlusion effects and sound source

extent rendering. This hybrid approach is also used in other 3D audio rendering

systems such as DIVA [HSHT96] and “Le Spatialisateur’ [JW95]. However these sys-

tems always describe sound sources as point sources, this differs in CHESS where the

extent of the sound sources can be controlled.

Another novel part of CHESS is the use of an ‘Ambisonic bus’ (Fig. 5.4) which

collects all the spatialised sound sources. This architecture allows saving the com-

posed 3D audio scenes in an Ambisonics encoded form which can be later decoded

on a different speaker configuration. The ‘Ambisonic bus’ can also be used to import

3D audio scenes that were previously composed or were recorded by a soundfield mi-

crophone (section 2.3.3). This allows the creation of hybrid 3D audio scenes that are

the combination of recorded and synthetic 3D audio scenes. Ambisonic spatialisation

is detailed in section 5.4.1. The use of Ambisonics in CHESS contrasts with other

3up to 512!
4section 5.4.4
5section 5.4.7
6section 5.4.6
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system such as DIVA [HST96] or SLAB [MW02] which either use binaural or speaker

array dependant spatialisation algorithms (e.g. VBAP see section 5.4.1) and are thus

less versatile.

An overview of the CHESS global signal processing architectures is shown in

(Fig. 5.4). The DSP tasks are grouped in three categories: calculation of the di-

rect sound source signal reaching the listener, calculation of specular reflections and

simulation of late reverberation.
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Figure 5.4: Overview of the signal processing chain in CHESS for the calculation of
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The calculation of the direct sound source signal, calculation of specular reflections

and simulation of late reverberation are now described.

Direct sound source signal

The direct sound source signal processing chain simulates the direct propagation of a

sound source towards the listener. This is based on a source-medium-receiver model

[HST96] which consists in modelling aspects of the virtual sound source (e.g. its

position, size etc.), the propagation properties of the medium (e.g. delay, attenua-

tion, obstructions) and aspects of the listener (e.g. his/her position and orientation).

Another sound source propagation model is the ‘Room within the room model’ de-

veloped by Moore[Moo83], however this model also defines spatialisation7 and so

Ambisonics spatialisation and the ‘Ambisonics bus’ of the CHESS system could not

have been employed. This model was thus discarded since its use would have reduced

the versatility of the CHESS system.

The signal processing chain used to calculate the direct sound source signal is

shown in Fig. 5.5. The direct sound signal is first attenuated in the case where the

path between the source and the listener is obstructed by the presence of an obstacle;

the detection of such sound source occlusion is explained in section 5.4.6. The source

signal is then attenuated and delayed to simulate sound propagation in the virtual

medium and the distance of the sound source (section 5.4.3 and 5.4.5). The extent

or size of the sound source is then rendered (section 5.4.4). Lastly, the final sound

source signal is spatialised (section 5.4.1). The directivity of sound sources has not

been implemented for computational limitation reasons (see section 5.6), however

there should be no difficulty in implementing this in later versions of CHESS; one

approach would be to use a directivity filter [SHLV97] in the path of the direct sound

source signal.

7Which is equivalent to amplitude panning
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Specular reflections

Specular reflections occur when virtual surfaces present in the scene reflect sound

source signals towards the listener. If the surfaces define the walls of a room, this can

be used to compute the early reverberation of the room. In CHESS, reflections are

calculated using an image model algorithm (section 5.4.7). This algorithm consists of

simulating sound reflections by spatialising phantom sound sources. Each phantom

sound source is then attenuated, delayed and spatialised according to its distance

and position in the 3D audio scenes (Fig. 5.4 right). For computational limitation

reasons, only first order8 reflections are calculated in order to limit the total number

of sound sources to be processed (i.e. direct and phantom sound sources).

Reverberation

Late reverberation is simulated using a Feedback Delay Network (FDN) [RS97] driven

by perceptual parameters. This approach is detailed and justified in section 5.4.8.

The separation of the early reflection and late reverberation computation is a typical

approach in real-time acoustical simulation [Sch70, SHLV97]. Indeed, the calculation

of sound reflections using only a physical approach requires a very high processing

load since the number of reflections grows exponentially and reaches several million

within only a few seconds of the original sound.

Another approach to simulate room reverberation is to use convolution of the

source signal with a measured impulse response [hur], however convolution is a com-

putationally expensive process and impulse responses must be measured for different

source and listener positions in the room [HSHT96].

8That is, reflections of reflections are not computed
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5.4 Description of 3D audio processing tasks used

in CHESS

The different Digital Processing tasks used to render 3D audio scenes in CHESS are

now detailed. These are:

• Spatialisation of sound sources (section 5.4.1 and 5.4.2)

• Rendering of sound source distance (section 5.4.3)

• Rendering of sound source extent (section 5.4.4)

• Simulation of propagation delays and Doppler effect (section 5.4.5)

• Detection and simulation of sound source occlusion (section 5.4.6)

• Calculation of specular reflections and early reverberation (section 5.4.7)

• Simulation of late reverberation (section 5.4.8)

5.4.1 Spatialisation

Spatialisation is the action of processing a monaural signal so that it is perceived

by a listener as emanating from a virtual sound source located at a certain position.

To perform spatialisation on speakers, three approaches were available: amplitude

panning techniques, Wave Field Synthesis Techniques and Ambisonics techniques.

Wave Field Synthesis (WFS) Techniques [Boo95, Ber88, VB99, Baa03] are able to

create virtual sound sources with great precision however a dense array of speakers

is required wherever virtual sound sources are to be spatialised. Thus in general, the

WFS technique is used only for 2D horizontal spatialisation. For instance, the WFS

rendering system at Delft University (The Netherlands) [Uni] uses more than two

hundred speakers to achieve only surrounding 2D spatialisation. Two-dimensional
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spatialisation is unable to represent the elevation of virtual sources, and thus full 3D

audio immersive fields cannot be reproduced.

Since CHESS aims at reproducing full enveloping 3D audio scenes and there was

a limit in the number of speakers that could be purchased, WFS spatialisation was

discarded.

Amplitude panning techniques [Wes98, Pul01, Ger92e, DFMM98] such as the Vec-

tor Based Amplitude Panning VBAP [Pul97] consist in using stereo panning laws

[Bau61, Blu33] between pairs or triplets of speakers. This requires the a priori

knowledge of the coordinates of the speakers. In contrast, the Ambisonics tech-

nique [Dan00, Ger98b, Ger98a, Mal95] is able to encode 3D audio content that is

independent of the speaker configuration (section 2.3.3).

It was also highlighted in [Pul99] that VBAP suffers from fluctuations in sound

source extent during source displacement due to a variable number of speakers used

at a time to perform source panning. For these reasons, Ambisonics spatialisation

was finally selected. Ambisonics has however the drawback that a regular speaker

array should be used, unlike VBAP which can be used on any arbitrary speaker

configurations. This however was not an issue since a regular geodesic dome speaker

array was used; the selection of the speaker array geometry is explained in section

5.4.1. Another advantage of the Ambisonics is that 3D content produced with CHESS

may be saved in Ambisonics form (speaker independent) and can be later exported

and played on various speaker configurations.

The Ambisonics technique in its first order form is described first and then in

its higher order form. The implementation of the Higher Order Ambisonics (HOA)

technique in CHESS is then detailed.

First order Ambisonics

In its first order form, Ambisonics encodes a monaural source signal s(t) at azimuth

θ and elevation δ into four signals representing the spatialised sound source. These

four signals are known as the B-format signal [Ger85, Mal95].
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W (t) = s(t)

X(t) = s(t) · cos(θ) · cos(δ)
Y (t) = s(t) · sin(θ) · cos(δ)
Z(t) = s(t) · sin(δ)

∣∣∣∣∣∣∣∣∣∣∣

(5.1)

Fig. 5.6 shows the azimuth θ and elevation δ of a sound source, this spherical

coordinate convention is also used in CHESS.

Elevation

Azimuth


X (front)


Y (right)


Z (up)


Sound source


0

(listener position)


Figure 5.6: Spherical coordinate system used in the CHESS system

Since Ambisonics spatialisation is a linear process [Dan00], a 3D audio scene may

be composed by adding several B-format signals together. The scene is then decoded

to the target speaker configuration via a single decoding matrix; this was explained

in section 2.3.3 and depicted in Fig. 2.6. Decoding equations for various speaker

configurations (cube, hexagon, octagon etc.) can be found in [FM]. B-format may

also be decoded to a 5.1 standard speaker arrangement [Ger92a].

First order Ambisonics is a simple technique which is computationally efficient

since few multiplications and trigonometrical operations are needed for each signal
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sample. The size of the sweet spot, however, only allowed room for one user at the

centre of the speaker array. Alternate Ambisonics decoding techniques can be used to

increase the size of the sweet spot area [Mal92]. Even better results can be obtained

with Higher Order Ambisonics (HOA) as it has been mathematically demonstrated

[Dan03a, NE98] that HOA increases the sweet spot area and improves the sharpness

and localisation of spatialised sound sources. This lead to the final choice of using

HOA spatialisation in CHESS. The HOA encoding and decoding operations are now

described.

Higher Order Ambisonics encoding

To implement Higher Order Ambisonics spatialisation used in CHESS, a mathemat-

ical formulation of HOA developed by Daniel [Dan00] was used. Ambisonics relies

on the decomposition into spherical harmonics functions of the sound pressure field

generated by a sound source of azimuth θ and elevation δ received at the centre point9.

In order to encode a monaural source signal to a desired position with azimuth

θ and elevation δ, a y(θ, δ) vector containing the values of the Yn(θ, δ) spherical

harmonics functions needs first to be computed [Dan00]:

y(θ, δ) = [Y1(θ, δ), Y2(θ, δ), Y3(θ, δ), Y4(θ, δ), . . . , Y(m+1)2(θ, δ)] (5.2)

The length of this encoding vector equals (m + 1)2 where m is the Ambisonics

order [Dan00]. To obtain the Ambisonics encoded signals B(t), the monaural signal

s(t) to be spatialised at position (θ,δ) is multiplied by the vector y(θ, δ) containing

the encoding coefficients:

B(t) = s(t) · y(θ, δ) (5.3)

9After decoding, this point corresponds to the central point of the speaker array
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Thus (m + 1)2 Ambisonics encoded signals are obtained. The Ambisonics encod-

ing operation is illustrated in Fig. 5.7. First order Ambisonics requires four channels

(i.e. B-format), second Ambisonics requires 9 channels, 4th order Ambisonics re-

quires 25 channels etc. The higher the order, the higher the number of Ambisonics

channels are required to describe the sound field at one point. A perfect sound field

description would require an infinite number of spherical harmonics functions [Dan00].

Practically, the Ambisonics order needs to be limited so as to limit the number of

Ambisonics signals. The maximum usable Ambisonics order is also limited by the

number of speakers of the array, this is explained in section 5.4.1.

The Yn(θ, δ) spherical harmonics encoding functions up to order 4 are given in

table 5.1. Functions up to order 3 were obtained from [Dan00] and functions for

order 4 were calculated by the author.
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Figure 5.7: Illustration of the Higher Order Ambisonics encoding operation
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Order Channel ID n Yn(θ, δ)

0 W 1 1

X 2 cos(θ) cos(δ)
1 Y 3 sin(θ) cos(δ)

Z 4 sin(δ)

R 5
√

3
2

cos(2θ) cos2(δ)

S 6
√

3
2

sin(2θ) cos2(δ)

2 T 7
√

3
2

cos(θ) sin(2δ)

U 8
√

3
2

sin(θ) sin(2δ)
V 9 (3 sin2 δ − 1)/2

K 10
√

5
8
cos(3θ) cos3 δ

L 11
√

5
8
sin(3θ) cos3 δ

M 12
√

15
2

cos(2θ) sin δ cos2 δ

3 N 13
√

15
2

sin(2θ) sin δ cos2 δ

O 14
√

3
8
cos θ cos δ(5 sin2 δ − 1)

P 15
√

3
8
sin θ cos δ(5 sin2 δ − 1)

Q 16 sin δ(5 sin2 δ − 3)/2

A 17
√

70
128

cos(4θ)cos4δ

B 18
√

70
128

sin(4θ)cos4δ

C 19
√

105
24

sin δ cos3 δ cos(3θ)

D 20
√

105
24

sin δ cos3 δ sin(3θ)

4 E 21
√

5
16

(7 sin2 δ − 1) cos2 δ cos(2θ)

F 22
√

5
16

(7 sin2 δ − 1) cos2 δ sin(2θ)

G 23
√

5
8
sin δ(7 sin δ − 3) cos2 θ

H 24
√

5
8
sin δ(7 sin δ − 3) cos θ sin θ

I 25 1
8
(35 sin4 δ − 30 sin2 θ + 3)

Table 5.1: Spherical harmonics encoding equations up to Ambisonics order 4, (En-
coding equations up to order 3 obtained from [Dan00])



250

Ambisonics is a linear process, and several encoded sound source signals may be

summed channel by channel to produce a set of Ambisonics signals containing the

whole sound scene. Then a single Ambisonics decoder is required to render the scene

on speakers. This is illustrated in Fig. 5.8.

Bscene(t) =
totalsources∑

n=0

Bn(t) (5.4)

+
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Figure 5.8: Illustration of the forming of an audio scene by adding n Ambisonics
signals from k encoded sound sources
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Higher Order Ambisonics decoding

The Ambisonics decoding operation can be summarised by finding a matrix D that

transforms the encoded signals B(t) into the sought speaker signals S(t). This is

illustrated in Fig. 5.9.

S(t) = D.B(t) (5.5)

The contribution of each speaker to the reconstructed sound field B′ can be written

as:

B′(t) = C.S(t) (5.6)

Where C is called the re-encoding matrix [Dan00] and is defined as:

C = [c1, c2, . . . , ci, . . . , cN ] (5.7)

Where i is the speaker index and N the total number of speakers and ci the vector

containing the values of the Yi(θi, δi) spherical harmonics functions defined in equation

5.2

y(θi, δi) = [Y1(θi, δi), Y2(θi, δi), Y3(θi, δi), Y4(θi, δi), . . . , Y(m+1)2(θi, δi)] (5.8)

Where θi and δi are the azimuth and elevation of the ith speaker.
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From equation 5.5 and 5.6 and posing B = B′, it can be seen that the decoding

matrix D is the pseudo-inverse of the re-encoding matrix C [Dan00]:

D = pinv(C) = CT · (C.CT )−1 (5.9)

In order to perform the pseudo-inverse operation, there should be enough speakers

[DRP98]; the maximum usable Ambisonics order for the 16-speaker array of CHESS is

4. This is the reason why Ambisonics 4th order is used in CHESS. Alternatively, the

16 speakers of CHESS can be used to render lower order Ambisonics. An advantage

of the Ambisonics technique is that whenever a speaker array is unable to render

a particular Ambisonics order10 (due to a low number of speakers or a irregular

configuration), it is possible to discard the higher order Ambisonics component and

to decode only the lower ones; making Ambisonics truly scalable.

The pseudo-inverse operation is non-trivial for irregular speaker arrays and thus

high order Ambisonics is usually used with regular speaker arrays. It can be checked

whether a speaker configuration is regular in the Ambisonics way by verifying that

the re-encoding matrix C satisfies the following equation:

1

N
C · Ct = Ik (5.10)

Where Ik is the diagonal unitary matrix of rank k and k = (m + 1)2 (i.e. the

number of encoded Ambisonics signals).

10For instance, Ambisonics orders greater than four for CHESS
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Figure 5.9: Diagram of the Ambisonics decoding process via a decoding matrix D

Selection of the speaker array used in CHESS

In order to perform Ambisonics spatialisation, the speaker array must be regular

(i.e. satisfy equation 5.10) in order for the decoding matrix D to be found from

the re-encoding matrix C (equation 5.9). Since sixteen speakers were available to

build the CHESS speaker array, the only regular configuration with sixteen speakers

consists of the vertices of a half dodecahedron polyhedra; this is also called a geodesic

dome configuration. The dodecahedron polyhedra is depicted in 5.10; the CHESS

dome speaker array consist of the upper hemisphere of this polyhedra.In a later stage

CHESS could be extended to 32 speakers by using all the vertices of the dodecahedron

polyhedra.

The first obvious consequence of using only the upper hemisphere, is that virtual

sources cannot be rendered below subjects. In real life however, it is rare to find sound

source emitting at such locations (except for floor reflections), thus this limitation

was not considered to be an issue for CHESS. Another consequence of truncating the

speaker array to the upper hemisphere is that boundary effects appear when virtual

sources are spatialised close to the horizon and in between speakers. Boundary effects

produce diffuse and unstable spatialised sound sources because of the missing speakers
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of the lower hemisphere; boundary effects were also observed by Daniel [Dan00]. In

the case of CHESS, however, boundary effects could be easily avoided by spatialising

virtual sources with a slight elevation (e.g. 5 or 10 degrees), this insured that missing

speakers of the lower hemisphere had a minimal effect.

In terms of decoding the Ambisonics signals for 16 speakers (upper hemisphere)

instead of 32 (full sphere), the decoding matrix D defined in equation 5.9 is simply

truncated to a n × k
2

sized matrix where n is the number of Ambisonics signals and

k
2

the number of speakers (here k
2

= 16).

The azimuth and elevation of the speakers were calculated with the program

WinDome [win]. The speaker coordinates were then used to calculate the decoding

matrix D at Ambisonics order 4. The speaker array diagram is depicted in Fig. 5.11

and the coordinates of the speakers are given in table 5.2.

Figure 5.10: Diagram of the icosahedron polyhedra used to place speakers (upper
hemisphere used only)
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Figure 5.11: Numbering and placement of speakers in CHESS (top-down view)
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Speaker # Azimuth Elevation

1 0 10.8
2 72 10.8
3 144 10.8
4 216 10.8
5 288 10.8
6 36 26.6
7 108 26.6
8 180 26.6
9 252 26.6
10 324 26.6
11 0 52.6
12 72 52.6
13 144 52.6
14 216 52.6
15 288 52.6
16 0 90

Table 5.2: Coordinates of the CHESS speakers
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5.4.2 Implementation of 4th order Ambisonics spatialisation

in CHESS

From the HOA theory described in section 5.4.1, new 4th order Ambisonics encoding

and decoding Max/Msp objects were created; these objects were then used in the

implementation of the DSP layer of CHESS.

The HOA encoding Max/Msp object was implemented by calculating the encoding

gains (described in table 5.1) at the wanted Azimuth and Elevation of the sound

source. The source signal is then multiplied by these gains to obtain a set of encoded

Ambisonics signals. The new HOA encoding Max/Msp object is depicted in Fig. 5.12.

The HOA decoding Max/Msp object was implemented using the native matrix˜

object of Max/Msp filled with the coefficients of the decoding matrix D. The new

HOA decoding Max/Msp object is depicted in Fig. 5.13.

The encoding and decoding HOA objects were also ported to VST plugins [vst]

using the Pluggo [plu] environment. This allowed HOA spatialisation to be performed

directly within audio sequencing programs such as Protools, Logic Audio etc. The

user interface of the 4th order Ambisonics encoding VST plugin is shown in Fig. 5.14.
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Figure 5.12: Patch of the new Max/Msp object for performing 4th order Ambisonics
encoding in CHESS
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Figure 5.13: Patch of the new Max/Msp patch for performing 4th order Ambisonics
decoding in CHESS
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Figure 5.14: Interface of the 4th Order Ambisonics spatialisation plugin in Protools

5.4.3 Sound source distance rendering

The perceptual cues used to appreciate sound source distance by listeners were re-

viewed in section 2.5.2. These cues are: the diminution of source intensity with

distance, the low-pass filtering caused by air attenuation, the reverberant to direct

sound ratio (R/D), and the curvature of the wavefront.

Physical approach to source distance rendering

Some spatialisation techniques such as Wave Field Synthesis (WFS) [Boo95, Ber88]

and the recently developed Ambisonics distance coding [Dan03a, Dan03b, SH01] are

able to control sound source distance directly by synthesising the sound field as it

would normally be produced by a natural sound source. For instance, the wavefront

of a sound source will be rendered as being planar for a distant sound source and

rendered as being curved for a close sound source. These techniques thus reproduce

sound source distance in a physical way. Physical control of sound source distance is

however reliable only at short distances from the listener where the binaural system

uses the curvature of the wavefront to detect binaural differences [Zah02]11. In the

11Near-field effects also produce a bass-boost (section 2.5.2)
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far-field (i.e. approximately after two meters), wavefront curvature cues are not used

[Zah02] and thus, the physical approach to source distance rendering is not usable.

As far as Ambisonics distance coding is concerned, this technique can be used to

create virtual sound sources inside the speaker array; this is impossible with tradi-

tional Ambisonics. However to the knowledge of the author, no subjective evaluation

of this technique was carried out. Ambisonics with distance coding could be imple-

mented in future developments of CHESS.

A last technique which can be used to produce virtual sound sources within the

speaker array is the Audio Spotlight [spo] technique which is based on an ultrasound

beam that becomes audible after travelling a few meters in the air; thus creating the

stable illusion of a virtual sound source at a location where there is nothing (at the

point in space where parts of the ultrasound beam spectrum are shifted in the audible

range due to non-linear distortion caused by air). This technique could be used in

conjunction with Ambisonics or amplitude panning techniques to place sound sources

within the speaker array.

Perceptual approach to source distance rendering

Since the spatialisation technique that is used (HOA) in CHESS does not allow control

of source distance, a perceptual approach to distance control was used; this is an

often used approach in virtual auditory display and sound studio techniques [Cho71,

Ger92d, OFR02, FRO02, Zah02]. This approach allows placing sound sources from

the surface of the speaker array (minimal distance) to large distances. The perceptual

approach is unable to produce near-field effects such as wave front curvature and thus

the minimal distance dmin where a sound source can be placed corresponds to the

distance between the speakers and the listener. This is illustrated in Fig. 5.15.

The perceptual rendering of sound source distance in CHESS is performed by

three means: attenuation of the source signal with distance, emulation of air filtering

effects and reverberation.

The intensity attenuation gain Gd due to the propagation of the sound source
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Figure 5.15: Illustration of distance control and the minimum source distance in
CHESS

signal in the virtual medium is inversely proportional to the source distance:

Gd =
dmin

dsource + dmin

(5.11)

Where dmin is the distance between the listener and the speaker array and dsource

the position of the sound source from the speaker array (see Fig. 5.15). Therefore if

the sound source is placed at the minimum distance, no attenuation occurs.

The source signal s(t) is then attenuated by Gd:

s′(t) = s(t) ·Gd (5.12)

Where s′(t) is the new source signal to be spatialised or passed down the DSP

chain (Fig. 5.5).

If artificial room reverberation is used, this in turn, increases the reverberant

to direct sound (R/D) ratio automatically. The (R/D) ratio is the most reliable

psychoacoustic cue in determining source distance, thus sound source distance per-

ception ability is notoriously better in reverberant than in anechoic environments
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[Nie93, Wag90].

To complete the rendering of source distance, the source signal is filtered by an

air attenuation filter. The description of air attenuation coefficients in function of air

temperature and humidity can be found in [Har66, BSZ95, BB72] and a simplified

model can be found in [HSK97]. Practically, this consists of low-pass filtering the

source signal with a filter, the high frequency cut-off of which is increased with source

distance.

To implement air attenuation in CHESS the Max/Msp air˜ object from the Spat

[JW95] object library is used; this relies on a simplified model similar to [HSK97].

5.4.4 Sound source extent rendering

The perception and rendering of sound source extent was detailed in chapter 4. In

CHESS, sound source extent is rendered using the decorrelated point source technique

which was detailed in 2.12. This technique creates decorrelated signal replicas of the

original monaural source signal; these are then fed to virtual sound sources spatialised

at different locations. This creates a broad sound source which extent is defined by

the position of the point sound sources.

In CHESS, the point sources were spatialised using 4th order Ambisonics (section

5.4.2), however the number of point sources used to create a broad sound source was

limited to three due to computational limitations. This however, gave an homoge-

neous broad source image if the extent was not greater than 90 degrees. If source

extent was increased beyond 90 degrees, this resulted in a loss of binaural fusion12

and the individual point sources could be localised separately. This is due to the

density of the point sources which, when too low, permits the individual localisation

of the point sources. This effect was also discovered and explained in a psychoacoustic

experiment described in section 4.3. Therefore, to create broader sound sources, more

decorrelated point sources must be used so that the density of point sources remains

higher than one source per 30 degrees (see section 4.3).

12binaural fusion was described in section 2.8.5
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The positioning of the point sources was performed as follows: let θ1 be the

Azimuth of the centre of the sound source and W the Width parameter; the azimuths

of the two other decorrelated sound sources was then given by (θ1 + W/2) and (θ1 −
W/2). This is depicted in Fig. 5.16.

Figure 5.16: Illustration of simple horizontal source extent rendering in CHESS

To create decorrelated signals in real-time, new Max/Msp externals13 were de-

veloped that produced 3, 6 and 8 decorrelated signals. Decorrelation was performed

via all-pass IIR filters of order 50, implemented in Direct Form II [Mit03] to improve

coding efficiency. The order of the decorrelation filters was chosen as a compromise

between decorrelation strength and computational efficiency; order 50 for the IIR

filters provided good decorrelation while not imposing too much computational load

on the DSP layer.

The stable, all-pass IIR filter coefficients were calculated in Matlab14 and were

hardwired in the Max/Msp object source code. The new decorrelation object is

shown in Fig. 5.17.

5.4.5 Propagation delays and Doppler effect

To simulate the delay caused by sound propagation in the virtual medium, the sound

source signal to be spatialised is digitally delayed according to:

13That is, Max/Msp objects that are programmed in C language and then compiled
14From Matlab code that was developed and which can be found in Annex 7.2
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Figure 5.17: New decorrelation object for Max/Msp

tdelay =
dsource

c
(5.13)

Where dsource is the source distance (in meters) and c the celerity of the medium

(in m/s). A constant propagation speed of 304 m/s was used.

Implementation of the source delay is done in a variable digital delay line controlled

by the delay tdelay. The advantage of using a variable delay line is that Doppler effects

are automatically produced during changes in distance between the listener and the

sound source; this is a well known property of variable delay lines [Moo83, SSA02,

Nae02].

A variable digital delay line is implemented by a circular buffer15 and write and

read pointers. The diagram of a variable delay line is shown in Fig. 5.18. By changing

the rate at which the read or write pointer progresses depending on the speed of the

listener and the sound source respectively, the pitch and play back speed of the read

signal are modified, akin to Doppler effect. In early Doppler effect implementations,

variable delay lines were created on a magnetic tape loop with moving read and write

heads [SSA02].

15which length depends on maximum permissible delay and available memory
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The pitch shifting caused by changes in distance can be defined as follows: the

frequency fl received by the listener of a sound source emitting a frequency fs is equal

to [SSA02]:

fl = (
c

c + vs

) · fs (5.14)

Where c is the speed of sound, vs the relative speed of the sound source to the lis-

tener (vs is negative for approaching sound sources and positive for receding sources).

Variable delay line


s(t)
 s(t+t
d
)


(
t
d x fs) samples


(Write)
 (Read)


Figure 5.18: Diagram of a variable delay line to implement delay and Doppler effects

To implement delay and Doppler effects in CHESS, the native Max/Msp variable

delay line vdelay˜ object was used. This object was then controlled in real time by the

calculated distance between the sound source and the listener. This gave satisfactory

impressions of Doppler effect when sound sources were moved away and towards the

listener at great speed. This in turn improved the realism of the rendered 3D audio

scenes, since the Doppler effect is an important perceptual cue in the perception of

sound source movements [Cho71, Moo83].
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5.4.6 Sound source occlusion

To simulate the sound muffling caused by the presence of an obstructing surface

between the listener and the sound source (Fig. 5.19), the algorithm described in

Fig. 5.20 was developed. This technique is heavily inspired by the image model

algorithm [AB79] described in section 5.4.7.

The algorithm first detects if the vector
−→
SL joining the sound source with the

listener intersects with the plane of the surface. If it does, the intersection point A

with the surface plane is calculated. Then, a test is performed to determine whether

the intersection point is within the vertices (V1, V2, V3, V4) of the surface.

If after determining that a surface is occluding the visibility of a sound source from

the listener point of view, a simple low-pass filtering is applied on the sound source

signal to simulate the muffling caused by the sound source obstruction. The low-pass

filter was implemented using a biquad IIR architecture with a cut-off frequency of

500 Hz as it proved to be realistic sounding. The selected approach for emulating

sound occlusion is a simplification of the technique used in [HST96, HSHT96] where

different absorbing materials can be defined.

No diffraction effects were taken into account as described in [FBAA03] since

these act as sound sources present at the edges of the obstructing surface; creating a

shift in sound source position. It was decided that muffling the sound source signal

to emulate sound source occlusion was more perceptually relevant than emulating

diffraction effects. The obstruction test must be performed between any sound source

and surface present in the scene. Therefore, to limit computational complexity, the

definition of surfaces was limited to four vertices. For the same reason, only a few

surfaces and sound sources may be used at one time in the rendered scene.
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Figure 5.19: Detection of sound source occlusion by a surface object

Figure 5.20: Algorithm for sound source occlusion detection in CHESS
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5.4.7 Early reflections calculation

In order to calculate the specular reflections of the source signals on the reflective

surfaces present in the 3D audio scene, an image model algorithm is used [LL88,

AB79, Bor84]. The image model algorithm is based on the observation that a reflected

sound source is equivalent to a phantom sound source located behind the reflective

surface. The principle of the image model algorithm is shown in Fig. 5.21.

Figure 5.21: Illustration of the image model algorithm principle

This algorithm was selected as it allowed to emulate reflections by directly spa-

tialising sound sources on the Ambisonics bus (section 5.3.2). The ray-tracing [Vor89]

or beam-tracing [Dru97, FPST03] algorithms use a different model where many rays

are emitted by sound sources and reflections computed; rendering this approach im-

practical with the Ambisonics bus architecture used by CHESS. Some beam-tracing

approaches [FTCa04, FMC99, FCE98] are efficient enough to be suitable for real-time

applications.

The image model algorithm is depicted in Fig. 5.22 and performs as follows: when

movement of the sound source, surfaces or listener is detected, the algorithm calcu-

lates the new positions of the phantom sources caused by each of the surface. The

calculated phantom source is first tested for validity, that is, if the phantom source
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is placed on the same side of the surface as the listener, it is considered invalid. If

the phantom source passes the validity test, it is tested for visibility from the current

listener position; this is done by checking whether the path between the listener and

the phantom sound source intersects with the surface.

When the phantom sound source both passes validity and visibility tests, a last test

is performed to check whether another surface is occluding the sound source; this test

is also carried out for the direct sound and was described in section 5.4.6. Finally the

phantom source is spatialised in the 3D audio scene; the phantom source signal is also

attenuated by a fixed attenuation coefficient and delayed according to its distance. A

fixed arbitrary reflection attenuation coefficient of 0.5 was used to limit computational

load. With more processing power, materials with frequency dependant attenuation

coefficients could be emulated; reflection coefficients for various material can be found

in [Sen99]. Since the image algorithm had to be carried out between any source and

surface pair of the scene, the number of these had to be limited to a few. In most

cases, six surfaces were used to form the walls of a room. Only first order reflections

were considered, that is, reflections of reflections are not computed so as to simplify

computation.

It was found that the image model gives satisfactory results for reflections of dis-

tant surfaces perceived as distinct echoes; however, since only first order reflections

are calculated, this technique is not able to produce late reverberation. Late rever-

beration is generated by another module which is reviewed in section 5.4.8. The

image model algorithm was implemented in a Max/Msp external object to be used

in CHESS.
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Figure 5.22: Diagram of the first order image model algorithm used in CHESS
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5.4.8 Late reverberation

The simulation of late reverberation is useful as it improves the realism and quality of

rendered 3D audio scenes by providing a sensation of spaciousness and envelopment

[Pel01, Beg92b] (section 2.9) and placing the listener is a certain acoustic context

[Pel00]. The use of reverberation also greatly improves the rendering of sound source

distance (section 5.4.3). Digital room reverberation has been an important research

topic and early models [Sch70, Moo79] used comb and all-pass filters to simulate

multiple echoes. Later models use Feedback Delay Networks (FDN) [SP82, RS97,

GT02, Roc95].

In CHESS, room reverberation is performed by FDN architecture which is con-

trolled by perceptual parameters [Jot97]. This approach was selected as it provides

good sounding reverberation which could be controlled by a few parameters and al-

lowed creating virtual acoustic environments ranging from a small room to large rever-

berant halls. The perceptual approach to room reverberation is also used in MPEG-4

Advanced AudioBIFS (section 2.4.2) and in IRCAM’s Spatialisateur [JW95].

To implement room reverberation on a multi speaker system such as CHESS, a

multi-channel reverberator must be used since the use of multiple stereo reverbera-

tors would produce correlated reverberation signals between speakers, resulting in a

higher Inter-aural Cross Correlation coefficient16, in turn defeating the impression of

spaciousness (chapter 4) and degrading the quality of reverberation. In CHESS, the

signals of the sound sources present in the rendered 3D audio scene are summed and

fed to a 16-channel reverberation module which then outputs decorrelated reverber-

ated signals directly to each speaker (Fig. 5.23).

The perceptual parameters and the graphical interface used to control room re-

verberation in CHESS are detailed in Fig. 5.23. The Spat Max/Msp objects [JW95]

were used to implement the room reverberation module.

16Defined in section 2.8.2
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Figure 5.23: Perceptual control of room reverberation in CHESS
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Having described the DSP layer of CHESS, the scene manager is now detailed.

5.5 Scene manager

The scene manager is responsible for controlling and updating the DSP layer from

an XML 3D audio scene description that is based on the novel scheme developed in

chapter 3. The scene manager is also used to collect user actions through a Graphical

User Interface (GUI) and to provide a 3D graphical representation of the 3D audio

scene being rendered. The Java programming language was selected to implement the

scene manager since many tools are available in Java for parsing XML (e.g. JDOM

[jdo]). Java3D was then used to visually represent scenes using simple 3D graphics.

Java was also selected so that the scene manager program could be easily ported to

a different platform. The overview of the scene manager is given in Fig. 5.24.

The Java scene manager program was implemented by Mark O’Dwyer17 in his

Masters thesis [O’D03] from guidelines given by the author. Currently, not all of

the features of the XML 3D audio description scheme are implemented. The imple-

mented features are: creation and control of sound sources, reflective surfaces and

room reverberation. In a later stage, advanced features of the scheme such as scene

score opcodes, environments and macro-objects (see chapter 3) will be implemented.

However, the structure of the scene manager described here remains valid and can be

used as a base to implement these advanced features.

In order to render a 3D audio scene from its XML description, objects of the scene

must first be instantiated at the DSP layer. To do so, the scene manager first maps

the initial structure of the scene in its memory and sends instantiating commands

to the DSP layer. Then, during playback of the 3D audio scene, the scene state is

updated in the scene manager memory and in turn, commands are sent to the DSP

layer to reflect the updated state of the scene; this process is depicted in Fig. 5.25.

17Mark O’Dwyer is a student at the School of Electrical, Computer and Telecommunications
Engineering (SECTE), Faculty of Informatics, University of Wollongong
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Figure 5.24: Overview of the scene manager structure
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Figure 5.25: Diagram of 3D audio scene rendering from an XML scene description in
CHESS

Scene initialisation

The Core program first parses the XML scene orchestra18 and collects the list of

objects (e.g. sound sources, surfaces, etc.) that are to be instantiated at the DSP

layer. XML parsing is performed using the Document Object Model (DOM) method

[dom] which is used to travel down the XML tree and to collect data. The JDOM

[jdo] Java library was used to perform DOM parsing.

After parsing of the scene orchestra, instantiating commands are sent for each

object present in the scene orchestra to the DSP layer via the Open Sound Control

(OSC) [osc] protocol encapsulated in UDP19 [RK] packets. The OSC protocol adopts

a textual format. Commands sent to the DSP layer thus consist of text strings.

The following table gives the syntax of an instantiating command sent to the DSP

18The format of the XML scene orchestra was detailed in section 3.3.4
19User Datagram Protocol
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layer to instantiate a sound source in the orchestra which ID is ‘source1’ and is at-

tached to the sound sample ‘beach.wav’:

Command Object type Object ID Parameters
Create Source Source1 beach.wav

The Core program then processes the XML scene initialisation score (section 3.3.5).

This is used to position and set object properties before the scene is being rendered.

The table below gives the syntax of a command sent to the DSP layer to position

the newly created sound source ‘source1’ to its initial position (Azimuth: 30 deg,

Elevation: 10 deg, Distance: 1 m). The format and list of instantiating commands

that are understood by the DSP layer is given in Annex 8.

Object type Object ID Commands Parameters
Source source1 position 30,10,1

Scene performance

The Core program then parses the performance score (section 3.3.5) and stores lines of

scores chronologically in the Temporal Event Handler. At this stage, the scene is ready

to be rendered, and upon user interaction, the Core program starts rendering the scene

by processing each chronologically tagged line of score stored in the Temporal Event

Handler. Each line of scores then modifies the state of the scene; this is illustrated in

Fig 5.26.
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Figure 5.26: Illustration of the score modifying the current state of the orchestra in
the scene renderer memory

Each line of score may result in one or multiple commands sent to the DSP layer.

For example, the following line of scene score performs the displacement of a sound

source to a new location:

Start time Duration Command Object(s) Parameters
0 5 Move source1 0,5,-3

This command results in 100 scene updates commands sent to the DSP layer,

since the action duration is 5 seconds and a scene update rate of 20Hz is used. The

Core program is thus also responsible to interpolate the position of the sound source

over the duration of the source displacement command defined in the scene score.

To sequence the playing times of sound sources, play or stop commands are sent

to the DSP layer. For instance, the following line of scene score:
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Start time Duration Command Object(s) Parameters
10 15 Play source1

results in a first command sent at t = 10 to start playing source1 and second

command at t = 15 to stop source1.

t Object type Object ID Commands Parameters
10 Source source1 play 1
15 Source source1 play 0

Java3D graphical rendering

The scene update commands sent to the DSP layer are also sent to the Java3D

graphic renderer (Fig. 5.24). This allows sound sources and surfaces to be represented

graphically. Simple or complex graphical objects may be attached to sound sources

(Fig. 5.27).

Like the DSP layer, the Java3D graphical renderer is updated from the scene

update commands sent by the core program (Fig. 5.24). In the Core program,

it is possible to set different update rate variables for the 3D graphical rendering

and the DSP layer. This is useful as the scene update rate in the visual domain is

usually higher than in the auditory domain if smooth displacement of objects is to be

achieved. Thus this feature results in fewer commands being sent to the DSP layer;

this, in turn, reduces network utilisation and computational load at the DSP layer to

process the incoming UDP packets.
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Graphical User Interface

The system user, through a Graphical User Interface (GUI) shown in Fig. 5.27 is

also able to generate instantiating and scene update commands. Currently the user

can type a command string which is then sent directly to the DSP layer or he/she

may modify the properties of objects (position of objects etc.) using a mouse. Initial

work has begun [O’D03] on using a 3D glove, virtual reality glasses and head tracker

devices to provide a more intuitive interface to control and interact with the renderer

3D audio scenes.

 


Figure 5.27: Graphical interface of the Java3D scene manager
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5.6 Evaluation

5.6.1 3D audio rendering quality

Spatialisation accuracy

After implementation of the CHESS DSP layer, the precision of the 4th Order Am-

bisonics techniques was subjectively tested. The HOA spatialisation (section 5.4.1)

technique provided a very satisfactory localisation of virtual sound sources which Az-

imuth and Elevation could be precisely controlled over the surface of the hemispheric

region defined by the speaker array. During displacements of the sound sources on

circular trajectories around the listener, there was no perceptible difference in sound

source timbre, size or localisation sharpness. The position of the sound source was

also stable during head rotations.

Due to the limited size of CHESS, the system is best enjoyed by one person seating

in the middle of the sphere; during demonstration of the system approximately 3-4

people at the center of the array could satisfactorily experience the rendered 3D audio

scenes simultaneously.

The decoding of a B-format recording (onto the 16-speaker array) captured in

a highly reverberant church also gave a convincing sensation of envelopment and

spaciousness.

In informal experiments, first order Ambisonics spatialisation gave, in comparison

to HOA, a smeared virtual sound source, with a wider extent and higher localisation

blur. It was also noticed that first order Ambisonics suffered from instabilities during

head rotations and the sweet spot area only allowed one person to listen at the center

of the array.

The VBAP spatialisation technique was also tested. While VBAP also provided

sharp localisation of virtual sound sources, a distracting effect occurred when the

algorithm switched between 2 and 3 speaker panning, depending on the position of

the sound source. This effect resulted in a change in timbre and extent of the sound
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source being spatialised. While VBAP was used in CHESS for certain projects (sec-

tion 5.7), the use of HOA spatialisation was preferred due to its flexibility, scalability

(section 5.4.1) and ability to produce hybrid scenes (section 5.3.2). Section 6.3 (fur-

ther work) suggestes how different spatialisation techniques could be formally tested

in psychoacoustic experiments.

Source distance

The rendering of sound source distance was explained in section 5.4.3. When room

reverberation was implemented, a compelling impression of sound source distance

could be rendered. However, without reverberation, the attenuation and air filtering

effect cues were not sufficient to produce an impression of change in source distance.

Instead, a change in sound source intensity was perceived. This is normal since the

reverberant to direct sound ratio is the most important cue in determining sound

source distance (2.5.2). Rendering sound source distance without relying on rever-

beration is still problematic, and there is room for further research to be carried out

in this area.

Due to the spatialisation technique used, sound sources could not be placed in

the near-field, that is between the listener and the speaker array. In the further work

section 6.3 it is suggested how this issue could be addressed.

Sound source extent

The rendering of sound source extent in CHESS was described in section 5.4.4. Due to

computational limitations, only three decorrelated point sources were used to render

sound source extent. Although effective for sound sources with an extent smaller

than 90 degrees, three point sources is insufficient for source extent wider than this

value. With more computational power available at the DSP layer, more decorrelated

signals could be obtained and sound sources with 2D and shape extent (chapter 4)

could be devised.
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Reflections

The simulation of reflections via a first image model (section 5.4.7) was used to

calculate the early reverberation pattern of a room. While this required a lot of

processing power since phantom sound sources had to be spatialised for each reflection,

it was found that the perceptual impact was negligible when the reflections occurred

shortly after the original sound source. The presence of reflections created only a

change in source timbre. Simulation of reflections was however perceptible for distant

reflections which could be perceived distinctly as echoes. This is due to the precedence

effect that was explained in 2.9.1. Thus, it was found that the calculation of first order

reflections was not perceptually important and that the high processing cost that was

required was not justified.

To the author’s knowledge, most real-time 3D audio systems only calculate reflec-

tions up to the second order [MW02] and it can be postulated that this is sufficient in

terms of perceptual relevance. In the future, with more computational power avail-

able, acoustical prediction software (e.g. CATT [CAT]) may be ported into real-time

implementations so that room reverberation could be calculated using only a purely

physical approach. The efficient beam-tracing approach described by Funkhouser

[FTCa04, FMC99, FCE98] could also be used.

In a future version of CHESS, diffusion effects [Emb00, KBAA01] could also be

simulated.

Sound source occlusion

The detection and simulation of sound source occlusions were described in section

5.4.6. When sound source occlusion was detected, a low-pass filter with 500Hz cut-off

frequency was applied on the source signal to simulate muffling. This simple approach

was perceptually relevant, however it does not take into account diffraction effects.

For instance, obstacles smaller than the wave length of the source signal may not have

such a dramatic effect since the source signal is allowed to bend around the obstacle.

Therefore the technique that was described in section 5.4.6 and which uses a light
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beam approach to detect occlusion should be used only for large obstacles (relative

to the sound source largest wavelength). Although not implemented in CHESS for

performance reasons, the size of the obstructing surface could be compared with the

mean wavelength of the source signal to determine the amount of low-pass filtering

to be applied on the occluded sound source signal; so that more low-pass/muffling

is applied when the dimension of the obstacle is greater than the wavelength of the

source signal.

A solution to the simulation of diffraction effects is also given in [HSHT96]. This

approach consists of simulating diffraction via an edge sound source representing the

bending of the source signal around the obstacle. Since low frequencies of the source

signal are more prone to diffraction, a frequency filtering should be applied on the

edge source. Although interesting and a possible candidate for emulating diffraction

in later versions of CHESS, this method has not been subjectively tested.

Delays and Doppler effect

The simulation of delays and the Doppler effect was described in section 5.4.5. Pitch

bends of the sound source signal was very effective in rendering sound source move-

ment. However, during very fast movements of sound sources the Doppler effect

should be clamped as it can produce excessive pitch bends which can sound unnatu-

ral.

Reverberation

Room reverberation was described in section 5.4.8. Room reverberation simulation

followed a Feedback Delay Network implementation controlled by perceptual param-

eters. By altering the parameters, a wide range of acoustical environments could

be created. However, if precise acoustics is required, this approach provides only a

subjective estimation. CHESS could be extended by using convolution [FT98] of the

source signal with a B-format impulse response captured in the acoustical space that
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is to be emulated. The resulting B-format would then be added on the ‘Ambisonics

bus’ and decoded along with the sound source signals.

5.6.2 System structure

The client-server approach of CHESS was described in section 5.2. This approach

allows the DSP layer that performs all the processing tasks to be controlled remotely.

This approach also allowed the separation of the scene management tasks and 3D

graphics rendering from the 3D audio rendering tasks. The latency of the whole

system (i.e. the time it takes between an user action on the client and when it is

reflected at the DSP layer) was estimated to reach approximatively 40ms and was

not perceptually noticeable.

The OSC and UDP protocols were reliable in establishing a connection between

the client and the server. The UDP network protocol, unlike TCP/IP, does not require

to establish a connection before sending packets and does not send acknowledgement

packets. This simpler behaviour permits lower computational load at the DSP layer

to process the control packets emitted by the scene manager. It was found that packet

loss was negligible except in extreme cases where the scene manager sent too many

packets because of the scene refresh rate being set to a high value (around 200 Hz).

In the CHESS system, the physical distance between the scene manager and the DSP

layer was however short (i.e. on the same network) and thus, it would interesting

to carry out a test where the DSP layer is controlled by the scene manager from a

remote location (e.g. in another country).

Speaker array

The speaker array described in section 5.2.2 provided a useful tool for quickly changing

speaker configurations. To our knowledge only one other 3D audio rendering system

described in [KKFW99] uses a configurable speaker arrangement. The size of the array

was sometimes problematic during events and demonstrations when a large audience
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(10 people) was inside the array. However, CHESS should be seen as a reduced scale

of a larger 3D audio rendering environment; such as the one implemented using the

CHESS equipment in section 5.29.

Due to the limitation on the number of the sound card output channels, a sub-

woofer could not be used when all 16 speakers were used. Therefore in later versions

of CHESS more output channels will be available. The number of speakers could also

be doubled so that a fully spherical 3D audio rendering could be implemented.

The acoustics of the room where CHESS was built was acoustically treated but

it could be improved by covering walls and windows with absorbing foam. The

impact of the natural environment was acceptable, however by cancelling problematic

reflections, even better spatialisation accuracy could be achieved.

The DSP layer

The DSP layer was implemented in the Max/Msp language (section 5.3) and several

objects were programmed in C when higher efficiency was required. In comparison

to a textual programming language (e.g. C++) Max/Msp allowed very fast system

prototyping. A drawback with Max/Msp is that a ‘click’ occurs when the DSP chain

is broken or changed (for example when a new sound source is instantiated during

rendering), this is a problem currently inherent to the Max/Msp platform which may

be fixed in later versions.

With the processing speed of the computer on which the DSP layer was imple-

mented (Macintosh G4 867MHz) 24 sound sources could be spatialised in real-time

before reaching the computational limit. Despite being a large number of simulta-

neous sound sources in a 3D audio scene, this number is not so high when surfaces

(creating phantom sources) are used in the scene.
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Scene manager

The scene manager implemented in Java and Java3D by Mark O’Dwyer, from guide-

lines given by the author, demonstrated that the CHESS DSP layer could be con-

trolled remotely from any computer connected on the internet. The scene manager

could also parse 3D audio scenes described in XML and then controls the DSP layer

accordingly. At present, XML scenes have to be hand coded; in a later stage the

Java3D scene manager will be developed as a scene authoring tool to compose 3D au-

dio scenes and save them in XML syntax using the novel scheme described in chapter

3. The XML scheme provided a straight forward approach to developing the scene

manager program. The scene score commands were easily converted to DSP layer

commands. Using MPEG-4 AudioBIFS or VRML instead of the proposed scheme

would have lead to a much greater complexity of the scene manager program.

5.7 Practical uses of CHESS

Several applications where CHESS was used are now briefly described.

Psychoacoustic experiments

CHESS was used to perform the psychoacoustic experiments on sound source extent

that are described in chapter 4. CHESS proved to be a useful tool, since it allowed

various speaker configurations to be quickly arranged.

Listening to the mind listening

CHESS was used in the project entitled “Listening to the Mind Listening” [LML04]

which was the world’s first sonification20 concert which took place at the Sydney

Opera House on the 8th of July 2004. The concert consisted of several sonification

20Sonification is the process of translating data into sound
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pieces of EEG data of a person’s brain listening to a piece music, which was only

revealed at the end of the concert.

CHESS was used as the main processing station for concert submissions and to

spatialise sonified pieces onto a custom 15-speaker array using VBAP spatialisation

[Pul97]; Ambisonics could not be used due to the irregularity of the speaker array.

As part of this project, CHESS was also use to create the piece entitled “Neural

Dialogues” [PS04] which was one of the ten accepted pieces played during the concert

at the Opera House. This piece was created by Greg Schiemer21 and Guillaume

Potard directly on the CHESS system. CHESS proved to be a useful system since

the flexibility of the speaker array allowed a scaled down version of the speaker array

used at the Sydney Opera House (details in [LML04]) to be reproduced.

Figure 5.28: Listening to the mind listening promotion

21Greg Schiemer is associate Professor at the Faculty of Creative Arts, University of Wollongong
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Sonic Connections

Sonic connections [son] is an annual academic music festival organised by Greg Schiemer

at the Faculty of Creative Arts, University of Wollongong. At Sonic Connections 2004,

CHESS was used in an outdoor context by placing the 16-speaker array in a portable

geodesic dome structure provided by David Worrall (Fig. 5.29). This allowed testing

of CHESS on a larger scale in which 50 people could simultaneously experience 3D

audio compositions being played.

The 4th order Ambisonics spatialisation plugins described in 5.4.2 were used by

Dwight Mowbray and Brent Williams22 to compose the piece “Sikanex” that was

played at Sonic Connections. This demonstrated the useability of these new spatial-

isation plugins.

Figure 5.29: Picture of the outdoor CHESS dome at Sonic Connections 2004

22Students at the Faculty of Creative arts, University of Wollongong
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5.8 Summary

In this chapter, the novel Configurable Hemispheric Environment for Spatialised

Sound (CHESS) system was described. The CHESS system provides a versatile en-

vironment for rendering 3D audio scenes that can be experienced simultaneously by

several users. The architecture and techniques used in CHESS can be used as a model

to implement subsequent 3D audio rendering systems.

The CHESS system consists of two parts: a DSP layer implementing all the DSP

tasks necessary to render 3D audio scenes and a scene manager acting as a remote

control, XML scene parser and a 3D graphical user interface. The implementation of

the CHESS system also showed that rendering of 3D audio scenes from the XML 3D

audio scene description scheme described in chapter 3 was viable.

The advantages of the Ambisonics spatialisation used in CHESS were also high-

lighted. These include the ability to produce 3D audio content that can be later

decoded on different speaker configurations and the ability to create hybrid 3D au-

dio scenes. The different processing tasks of the DSP layer were also detailed; these

include rendering of source distance, source extent, occlusions, reflections and re-

verberation. The reasoning and justification behind the choice of certain 3D audio

rendering techniques over others was discussed.

The research and creative potential of the CHESS system is clearly immense and

to this date, only a fraction of this potential has been explored in creative projects.



Chapter 6

Conclusions and further work

6.1 3D audio scene description

A novel scheme named XML3DAUDIO for describing 3D audio scenes in an object

oriented way was proposed in chapter 3 and its implementation in a 3D audio render-

ing system was detailed in chapter 5. While having 3D audio description capabilities

that are superior to that of MPEG-4 AudioBIFS, 3D audio scenes that are described

using XML3DAUDIO have a much simpler syntactic structure. Scenes described with

XML3DAUDIO are human readable and they can be easily authored or modified us-

ing a simple text or XML editor.

XML3DAUDIO follows the new scene orchestra and score approach which per-

mits separating the scene content data (i.e. the objects present in the scene) from the

scene temporal data (i.e. sequencing of sound sources and object animation). This

approach also allows, by using special commands in the scene score, to devise 3D

audio scene algorithmically. A short list of scene composition commands was given

and it was shown how XML3DAUDIO could be extended with more complex scene

composition commands. Complex scene interactivity features such as found in VRML
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or MPEG-4 BIFS are not implemented in the current state of XML3DAUDIO, since

when rendering 3D audio only scenes, complex scene interactivity behaviours are usu-

ally not necessary. However, if these interactivity behaviours are needed, they could

be described by defining new commands in the scene score.

One difference between XML3DAUDIO and MPEG-4 AudioBIFS is that XML3D-

AUDIO only describes the scene and thus, sound resources are external to the scene,

in contrast, MPEG-4 BIFS provides a binary framework where the scene description

and the sound resources can be multiplexed into a single binary stream. A solution

to this problem which has been considered [PB02b] is to combine XML3DAUDIO

with the MPEG-21 standard [BVdWH+03]. This technique would allow merging an

XML3DAUDIO scene description and its related sound resources into a single MPEG-

21 Digital Item. This wrapping mechanism would thus allow 3D audio scenes to be

transmitted as single entities. In addition, MPEG-21 Digital Item Adaptation could

be employed to perform adaptation of 3D audio content, for instance, to compensate

the acoustics of the user environment, or to render 3D audio scenes using the user’s

own HRTF. Use of MPEG-21 to perform adaption of 3D audio content was proposed

by the author in [PB02c].

6.2 Sound source extent and shape

A technique was reviewed in section 2.12, whereby spatialising several several decor-

related sound sources, the apparent extent and shape of sound sources could be

controlled. This technique is based on the ability of the brain to merge several sound

sources that are perceptually similar into a single auditory stream. Decorrelation is

used so that the summing localisation effect is defeated; this would otherwise result

in a narrow apparent extent located at the center of gravity of the sound sources.

This technique was first tested to create horizontally extended sound sources; it
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was found that the mean perceived extent matched fairly closely the source extent that

was intended. However, when sound source density was too high, this narrowed the

perceived extent; it was suggested that this effect was due to an increase of the IACC

coefficient. On the other hand, when sound sources were too sparsely distributed,

subjects could perceive individual sound sources instead of a single extended sound

source; binaural fusion was lost. It was found that a density of one source per 30

degrees was a good compromise between these two extremes.

Two experiments then studied the ability by subjects to identify the apparent

shape of sound sources. Results showed that correct identification of sound source

shape by subjects was above statistical probability but always less than 50 % of the

time. It was suggested that this could be due to errors introduced by the experiment

setup, since the spatialised decorrelated sound sources used to create the sound shapes

were not punctual, and their minimal size was defined by the size of the speakers used.

To further the understanding of sound source shape perception by listeners, it would

be interesting to carry experiments where the sound source shape stimuli are created

using natural sound sources which emit sound continuously over a surface or volume

(e.g. a vibrating pannel or a three-dimensional array of spatially small sound sources).

It was explained that, when decorrelation was applied to signals having time vary-

ing spectra, the amount of decorrelation varied with the signal spectrum. Therefore,

for these signals, source extent varied with the energy of the signal spectrum and

this can explain that poorer results of correct sound source shape identification were

obtained when a music signal was used. The author intends in the future to devise

new decorrelation techniques that take into account the nature of the input signal so

as to provide a fixed amount of decorrelation between signals which is independent

of the spectral variations of the input signal; this would allow controlling the extent

and shape of sound sources for any type of signal.
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In the experiments, only one and two dimensional extended sound sources were

devised and tested, however, some natural sound sources such as a swarm of insect of

wind blowing in trees may have a three-dimensional extent, that is, the depth of the

sound source may also be perceived. To carry experiments studying the perception of

3D extended sound sources, a spatialisation technique which allows a precise control

of sound source distance would need to be used. Currently, the Wave Field Synthesis

(WFS) spatialisation technique is a good candidate to perform this research since it

provides accurate rendering of sound source distance.

The effects of subject training were not investigated. However, since the percep-

tion of sound shape is not an usual conscious action, it can be expected that subject

training would likely improve their ability to perceive sound source shapes.

Effects of visions on sound source extent perception were also not studied. In real

life, it is expected that humans use several inter-modal cues to determine the size

of sound emitting objects. Some of the experiments presented in this chapter could

be thus be carried out with and without visual masking or with blind subjects as to

study this effect.

6.3 3D audio rendering

The practical implementation of a novel 3D audio rendering system was detailed in

section 5. The system known as CHESS can, from an XML scene description, render

3D audio scenes to a small audience. CHESS can also be used in real-time or within

a sequencer program using new spatialisation software plug-ins that were presented.

CHESS is composed of two main modules: the scene manager and the DSP layer. The

scene manager was implemented in Java and Java3D. Currently, the scene manager

is used to render XML scene descriptions and to control the DSP layer accordingly,
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which performs all 3D audio processing tasks. The scene manager Java3D implemen-

tation could be further improved by developing a full 3D audio scene authoring suite

which then saves scenes in the XML3DAUDIO format. Initial work begun on using

a 3D glove and virtual reality glasses, these interfaces would allow a more intuitive

interaction with the 3D audio scenes than the current graphical user interface which

uses a mouse.

The rendering quality of the 4th order Ambisonics spatialisation technique used in

CHESS proved to be good and allowed sharp localisation of sound sources. However,

while it is possible to create the illusion of far away sound sources, sound sources

cannot be placed inside the speaker array, which could dramatically improve the re-

alism of the rendered 3D audio scenes. To produce such near-field sound sources, the

Ambisonics technique that is currently used could be improved with a recent develop-

ment of Ambisonics which is called distance coding [Dan03b]. This technique allows

(in theory) the placing of sound sources inside the speaker array; to the knowledge of

the author a subjective evaluation of this technique has not been published. Another

option for placing sound sources within the speaker array would be to use an Audio

Spotlight technique [spo] which, by using ultrasound beams, can produce very sharp

virtual sound sources in space.

6.4 General conclusion

This thesis presented contributions, novel techniques and new findings in three inter-

woven domains of 3D audio:

• 3D audio scene description

• 3D audio rendering techniques

• 3D audio perception
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These three areas cover the three steps that are involved in delivering 3D audio

content to a listener: encoding-rendering-perception.

This thesis showed that the object oriented approach was beneficial when encod-

ing and rendering 3D audio scenes. In the end, however, subjective perception and

psychoacoustics remain the only judges to determine if 3D audio content is indeed

being delivered successfully.
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Chapter 7

Appendix A

7.1 Measurements of inter-signal correlation

The cross-correlation coefficient is defined as the maximum absolute value of the

cross-correlation function:

Cxy = maxτ (|Cx,y(τ)|) (7.1)

Where Cx,y(τ) is the cross-correlation function between two signals x(t) and y(t)

and is defined as:

Cx,y(τ) = lim
T→∞

1

2T

∫ +T

−T

x(t)y(t + τ)dt (7.2)

The cross-correlation coefficient equals 1 for identical signals, 0 for totally decor-

related signals and -1 for identical signals but in phase opposition.

To measure the correlation coefficients between several signals it is convenient to

place the correlation coefficients obtained by equations 7.2 and 7.1 in a coherence

matrix defined as:
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Ci,j =

∣∣∣∣∣∣∣∣∣∣∣∣∣∣

1 C1,2 C1,3 . . . C1,k

. 1 C2,3 . . . C2,k

...
...

. . . . . .
...

. . . 1 Ck−1,k

. . . . . . 1

∣∣∣∣∣∣∣∣∣∣∣∣∣∣

(7.3)

This matrix is diagonal and symmetric. The aim of a decorrelation filterbank

is thus to produce output signals that minimise the Ci,j (non diagonal) correlation

coefficients towards zero.

7.2 Matlab code for IIR decorrelation filter

%% IIR Decorrelation filter (all−pass)
%% Guillaume Potard 2003, University of Wollongong

function [wavout,polb,pola] = IIRDecor2(N,wav); %N IIR filter order (must be even!!)

%A=rand(N/2,1)∗0.9; % argument choose N number smaller than 0.9 %first half
%B=rand(N/2,1)∗2∗pi; % random phase

A=rand(N/2,1)∗0.9; % argument choose N number smaller than 0.9 %first half
B=(rand(N/2,1)−0.5)∗2∗pi; % random phase

% make complex numbers
[real,imag]=pol2cart(B,A);

compli=real+j∗imag; %

% second part is complex conjugates roots

compli((N/2)+1:N)=conj(compli);

% make denominator polynomial
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pola=poly(compli);

% make numerator polynomial
% coefficients in reverse order to get all−pass response

polb=pola(length(pola):−1:1);

% filter input signal

wavout=filter(polb,pola,wav);

7.3 Matlab code for dynamic decorrelation filter

%%%%%

%% IIR dynamic Decorrelation filter based on lattice structure
%% Guillaume Potard 2003, University of Wollongong

function [wavout] = IIRdynamic6(wav,N,frame len,sub len); %N IIR filter order (must
be even!!)

%%! Subframe must a mutlitple of frame length!

Zi=zeros(N,1);
A=rand(N/2,1)∗0.9; % argument choose N number smaller than 0.9 %first half
B=(rand(N/2,1)−0.5)∗2∗pi; % random phase

[real,imag]=pol2cart(B,A);
compli=real+j∗imag; %
compli((N/2)+1:N)=conj(compli);
compliold=compli; %last known good pole/zeros (no exiding circle unity)

index=1;
for i=1:(length(wav)/frame len)−1% for each frame

i;
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deltaA=(rand(N/2,1)−0.5)∗0.9;
deltaB=(rand(N/2,1)−0.5)∗2∗pi; % random phase

A=A+deltaA; %add small variations to magnitude and phase of poles
B=B+deltaB;

[real,imag]=pol2cart(B,A);
compli=real+j∗imag; %
compli((N/2)+1:N)=conj(compli);

for x=1:N
if abs(compli(x))>0.95 % if norm exedes 0.95, revert to good complex vector

compli(x)=compliold(x);
end

end

compliold=compli; %save good vector

pola=poly(compli); polb=pola(length(pola):−1:1);
%zplane(1,pola); %Plot pole zeros
%pause(0.1)
% filter input signal

%wavout(index:index+frame len)=filter(polb,pola,wav(index:index+frame len));
%[wavout(index:index+frame len),Zf]=filter(polb,pola,wav(index:index+frame len),Zi);

[k,v]=tf2latc(polb,pola);%compute lattice ceoffs from FIR/IIR coeffs

[wavout(index:index+frame len),g,Zf]=latcfilt(k,v,wav(index:index+frame len),'ic',Zi);
%%WITH HISTORY

%[wavout(index:index+frame len),g]=latcfilt(k,v,wav(index:index+frame len));

Zi=Zf; index=index+frame len; end



Chapter 8

Appendix B

8.1 List of DSP layer commands

8.1.1 Sound source control

source <source ID> <command> <..> <..> <..> ..... :

<source ID> : a number from 0−9999 corresponding to the number used in creating

the source.

<command> : 'pos_cart' <x> <y> <z>

Used to move the position of the source in cartesian

coordinates. The <x>, <y>, <z> coordinates are specified

as floating point variables.

'pos_sph' <azimuth> <elevation> <distance>

Used to move the position of the source in sperical

coordinates. The <azimuth> and <elevation> are float
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variables spcified in degrees. Distance is also a float variable.

'play' <0 or 1>

Used to play or stop the sound associated with a source.

0 to stop, 1 to play.

'loop' <0 or 1>

Used to enable or disable looping of a sound. 0 to disable

loop, 1 to enable loop.

'gain' <value>

Adjusts the gain of a source. Is a float value ranging from 0 to 5.

8.1.2 Reflective surface control

Surface <command> <surface no> <..> <..> ...

<command> : ‘Coords’ <surface no> <x1> <y1> <z1> <x2> <y2> <z2>

<x3> <y3> <z3> <x4> <y4> <z1> Sets the vertex coordinates for the surface to

the specified coordinates all of which are float variables.

8.1.3 Room reverberation control

room <command> <..> <..> <..> ..... :

<command> : 'room_pres' <value>

'run_reverb' <value>

'envelop' <value>
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'heavy' <value>

'liveness' <value>
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