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ABSTRACT

Current Positron Emission Tomography (PET) detectors suffer degradation in

the spatial resolution at the edges of the field of view. This occurs as a result

of the lack of depth of interaction (DOI) information which causes uncertainty in

deducing the Lines of Response (LOR) between coincident events. The Centre

for Medical Radiation Physics at the University of Wollongong has developed a

novel detector module for use in small animal PET which will provide depth of

interaction information while retaining the sensitivity of current scanners. This will

result in superior imaging together with the ability to locate smaller lesions. This

work focuses on preliminary investigations of the suitability of replacing the bulky

scintillator crystals and photomultiplier tubes of traditional PET detector modules

with compact LYSO scintillator crystals individually coupled to Si photodetectors.

Preliminary simulations focused on optimising the detector module were per-

formed using the GATE Monte Carlo package. Data from the simulations was

processed using a newly developed sinogram binning application. This application

is flexible and able to adapt to numerous detector geometries based on user input.

Depth of interaction information is automatically considered when binning the sino-

gram. Comparison of data from Monte Carlo studies processed with the sinogram

binning application and experiments using a microPET Small Animal PET scanner

are presented to illustrate the suitability of the sinogram binning application for

future Monte Carlo PET data processing.

The spatial resolution results which are provided indicate this detector module is

capable of providing superior performance to monolithic scintillator crystal detector

modules. Furthermore, notable advances can be made towards a significant reduc-

tion of the radial elongation artefact at the edges of field of view. Other parameters
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which are important to the process of quantifying the performance of a small ani-

mal PET scanner are also presented including optimisation of energy windows, the

crystal size and detector configuration.
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CHAPTER 1

INTRODUCTION

1.1 Statement of the Problem

Recent advances in medical imaging technologies have provided the platform

for increasingly successful diagnosis and treatment of cancer and cancer related

illnesses. Modalities such as Computed Tomography (CT), Magnetic Resonance

Imaging (MRI) and Ultrasound provide anatomical information, while newer tech-

nology such as Positron Emission Tomography (PET) gives functional information.

The latest revolution in medical imaging involves the registration of different modal-

ities such as CT/PET and MRI/PET to provide both anatomical and functional

information. CT and MRI technologies have undergone intensive development over

the years and have reached a point where their performance is extremely optimised.

PET, on the other hand, is a relatively recent innovation and still faces a number

of significant limitations.

While PET is an extremely useful medical imaging tool, its performance and effi-

cacy are limited significantly by poor spatial resolution. The resolution at the centre

of the field of view (FOV) is significantly poor compared to the anatomical imaging

modalities, and further degrades towards the edges of FOV due to a phenomenon

known as the radial elongation artefact. The spatial resolution is highly dependent

on the scanner and the individual parameters of the acquisition however PET shows

a resolution within the range of 3-8 mm while CT offers a significantly more im-

pressive resolution of 1-2 mm. In order to retain high sensitivity, the crystals used

in PET studies must be of a suitable length. Although this is the case, the radial

elongation artefact arises as a result of the detector’s inability to measure the depth

1
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of interaction (DOI) within that crystal element. According to traditional scanner

design, a significant compromise is required between detector sensitivity and spatial

resolution at the edge of FOV. Current PET scanner designs offer DOI information

utilising varied techniques and provides improved performance compared to older

technologies and processes.

1.2 Research Objectives and Methodologies

The aim of the work presented in this thesis is to develop a method of simulating

and processing the data from a new PET detector module for use in small animal

PET developed by the Centre for Medical Radiation Physics (CMRP). This detec-

tor module is capable of providing extended depth of interaction information while

retaining the sensitivity of traditional small animal scanners. Preliminary investi-

gations into the spatial resolution performance of the proposed detector module, as

well as determining the optimal geometric properties of the module are undertaken.

The benefit provided by DOI information is clearly known from previous stud-

ies, however all have relied on the use of bulky photomultiplier tubes (PMTs),

whereas the proposed module utilises miniaturised silicon photodetectors. In or-

der to quantify the improvement in the performance gained by this module, Monte

Carlo simulations were carried out.

The bulk of the content in this thesis focuses on the Monte Carlo data processing

algorithm and the application which was developed specifically for this study. The

data processing application generates a sinogram from the list mode output data

of the Monte Carlo simulation and is highly flexible, able to adapt to the geometry

of the scanner using input from the user. The application can incorporate DOI

information with the ability of “oversampling” the data, enabling the extraction of

as much information as possible from the Monte Carlo study.
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1.3 Outline of the Thesis

Chapter 2 contains a thorough literature review of PET, as well as PET scan-

ners, their limitations and current technology which enables DOI information to be

obtained from PET detectors.

The novel detector module is introduced in Chapter 3, along with the Monte

Carlo simulation platform GATE. A detailed description of GATE and its operation,

in the context of this study, is presented.

Chapter 4 focuses on the novel data processing algorithm, known as the sinogram

binning application, developed to process the Monte Carlo data. The methodology

of the sinogram binning application is discussed in detail including all of the features

available within it.

Experimental verification of the sinogram binning application using a MicroPET

Focus 220 Small Animal PET scanner is presented in Chapter 5. This will validate

the application’s use in Chapter 6 which contains the analysis of Monte Carlo sim-

ulation data processed by the sinogram binning application. This chapter contains

a range of studies focusing on measuring the characteristics of the novel detector

module including spatial resolution, sensitivity and susceptibility to scatter. The

effect of obtaining DOI information is also considered in detail.

Chapter 7 provides recommendations for future developments within this study

and conclusions on the work presented in this thesis.



CHAPTER 2

PET BACKGROUND

2.1 Introduction to Medical Imaging

Medical imaging is an important tool in clinical medical science with applications

in detection and treatment of many conditions. It enables observation of internal

structure and in some cases, function in order to reveal, diagnose or investigate

diseases. In the specific area of cancer treatment, medical imaging is one of the

major diagnostic tools utilised in the detection of cancer, with multiple modalities

available for different applications.

Most medical imaging techniques rely on the absorption of a signal (radiation

or sound) within the subject, with detection of the remaining signal providing in-

formation about the internal structure of that subject. The manner in which the

signal interacts with structures often depends on the composition of that structure,

hence the output signal is affected by the medium being imaged. For example, in

traditional projection x-ray radiography, bones absorb a greater proportion of the

x-rays than tissue and muscle, therefore the signal recording device (analogue or

digital) records less transmitted signal of relevance to the areas with absorption.

This chapter provides an outline of currently existing medical imaging modalities

with specific focus on Positron Emission Tomography (PET) and its limitations.

The depth of interaction error in PET is discussed as are current techniques of

reducing this error and the detector modules used. This chapter also presents

background information pertinent to the undertaking of Monte Carlo simulations

for the characterisation and optimisation of the proposed detector module within

this study.
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2.2 Interaction of Photons in Matter

The interaction between photons and matter are fundamental to medical imaging

techniques. The interactions depend significantly on the energy of the photon and

the medium through which they propagate. There are three main processes by

which radiation interacts with atoms.

2.2.1 Photoelectric Effect

The photoelectric effect is the dominant interaction process at low energies.

If an incident photon strikes an electron with an energy greater than the work

function, the electron can be ejected. The energy of the electron is related to the

energy of the incident photon and the work function of the material that electron

was bound to. As an electron from a higher energy level drops down into the

hole left by the liberated electron, a photon is released with an energy equal to the

difference between the electron’s two states. The photoelectric effect is the dominant

process in the “photopeak” observed in the energy spectrum of dose deposition in

the scintillator crystal of a PET study.

2.2.2 The Compton Effect

The Compton Effect gives rise to Compton scattering (aslo known as incoherent

scattering), a process whereby photons partially transfer energy to electrons in a

material. As the photon transfers energy to the electron (making the electron “re-

coil”), a new photon of lower energy is emitted with a longer wavelength. Equation

2.1 illustrates the new wavelength (λ′) with respect to the original wavelength (λ),

the angle by which the photon has been scattered (θ), me representing the mass of

the electron, h being the Planck Constant and c the speed of light.

λ′ − λ =
h

mec
(1− cos θ) (2.1)
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A Compton scattering conserves momentum and, if the resulting photon has

sufficient energy, it can continue Compton scattering repeatedly until its energy is

sufficiently low to have a photoelectric absorption. Compton scatter is detrimental

to imaging studies, especially PET as scattered photons create “noise” within the

final reconstructed image.

2.2.3 Pair Production

Pair production is the creation of an electron and positron pair from a high

energy photon. The high energy photon interacts with the atomic nucleus with the

created electron and positron conserving the momentum and energy of the incident

photon. This process is prevalent only when the incident photon has an energy

greater than 1022 keV, the rest mass of the electron and positron it creates. If the

photon has energy greater than 1022 keV, the electron-positron pair is given kinetic

energy as well.

2.3 Anatomical Imaging: x-ray, CT, MRI, Ultrasound

Anatomical imaging provides physical and structural information about the sub-

ject being imaged. Different types of structures can be differentiated, however the

ability to separate histologically similar organs depends significantly on the modality

being used. Common anatomical imaging techniques are described in the following

sections.

2.3.1 X-ray Radiography

X-ray radiography (also known as x-rays) is the oldest and most commonly

used medical imaging technique. Low energy x-rays are emitted and allowed to

propagate through the patient with detectors (analogue or digital) measuring the

radiation on the other side of the patient with 2D image being produced. Dense

structures such as bones absorb the x-rays and hence the detector does not record
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a signal within the “shadow” caused by the structure. X-ray radiography is utilised

heavily when the structures of interest have electron densities much higher than

their surroundings such as the case of imaging bones. X-ray radiography does not

provide any functional information.

2.3.2 Computed Tomography

Computed Tomography (CT) utilises x-rays as well but numerous x-ray images

are taken from multiple projection angles. The multiple projections can be combined

to provide an accurate 2D map of a thin slice of the subject being imaged. Multiple

slices can be acquired by moving the patient through the field of view, enabling a 3D

image to be established. CT uses x-rays of different energies compared to traditional

radiographic imaging therefore imaging of soft tissue is possible. However, a notable

difference between the electron density of the tissues is still required to produce a

useful image. As with x-ray radiography, CT does not provide significant functional

information, mostly the gross tissue and bone structure within the body. However,

functional information such as blood flow and perfusion can be gained in instances

using contrast agents.

2.3.3 Magnetic Resonance Imaging

When the electron densities of tissues are similar and differentiation is required,

another technique known as Magnetic Resonance Imaging is utilised. A Magnetic

Resonance Imaging (MRI) scanner utilises powerful magnets to polarise hydrogen

nuclei within the subject. Hydrogen nuclei are abundant in all tissue due to the

water content within the body. As the polarised hydrogen nuclei return to their

unexcited states, they emit characteristic radio wavelength signals which can be

detected by the MRI scanner. The detected signal is reconstructed to produce 2D

slices of the imaged subject and, as with CT, the patient is placed within the scan-

ner to acquire a 3D image. Due to the large variations in the water composition
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of tissue types, MRI is an extremely useful tool in the imaging of soft tissue. An-

other advantage of MRI is that it does not utilise any form of ionising radiation,

a significant advantage when attempting to minimise the risk of cancer formation.

MRI provides some functional information in the form of differentiating areas of

high blood perfusion. A more commonly used method becoming popular in meural

imaging is known as functional MRI (fMRI). It is a highly specialised method of

measuring the haemodynamic repsonse as a result of neural activity in the brain or

spinal cord.

2.3.4 Ultrasound

Ultrasound, as the name suggests, utilises very high frequency sound waves

and their reflective properties to create images. The ultrasound head is placed

on the subject to be imaged and the reflected waves are detected by the same

head, providing a 2D map of the reflection/absorption along the path the waves

propagate. One of the significant advantages of ultrasound is that it provides real

time information, whereas other techniques such as CT and MRI require image

acquisition and reconstruction time. At present, ultrasound only provides functional

information in the form of the Liver Functional Test.

2.4 Functional Imaging: gamma camera, Single Photon Emis-

sion Computed Tomography (SPECT) and Positron Emis-

sion Tomography (PET)

The processes described in Section 2.3 refer to anatomical imaging which has

limited ability to identify different types of tissue. This becomes increasingly prob-

lematic when the focus of the imaging is to locate millimetre scale cancers or metas-

tases as the scanner simply cannot differentiate between healthy tissue and small

cancerous tissue.

Gamma camera imaging, Single Photon Emission Computed Tomography (SPECT)
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and Positron Emission Tomography (PET) are techniques which utilise the biolog-

ical differences between cancerous cells and healthy cells, displaying function as

opposed to structure. A detailed explanation of PET is provided in Section 2.5.

2.4.1 Gamma Camera Imaging

Gamma camera imaging is different to the anatomical imaging techniques as

the source of the radiation is from within the patient. The patient is injected

with a pharmaceutical labelled with a radioactive isotope which is taken up within

the body. The radioisotope emits the radiation detected by the gamma camera

providing a 2D map of the uptake within the body.

2.4.2 SPECT

SPECT utilises the same techniques as gamma camera imaging, but it acquires

data from multiple angles enabling a 3D data set to be obtained. A single pla-

nar detector module is utilised as the imaging plate and multiple modules can be

placed in the ring around the subject to increase detector sensitivity hence reducing

acquisition times.

2.5 Positron Emission Tomography

2.5.1 Introduction

Positron Emission Tomography (PET) is a functional process imaging modality

which can provide a 3D image of the subject being scanned. The solution containing

a positron emitting radioisotope which is chemically bound to a metabolically active

molecule is injected into the patient. The metabolically active molecule is taken up

within the body and greater concentrations are found in the target tissues towards

which the ligand shows the greater affinity. In the case of detecting cancer, the

metabolically active molecule selected must show the greatest affinty to tissues with

aggressive growth as cancerous cells replicate much faster than healthy tissue.
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David Kuhl and Roy Edwards proposed the concept of emission and transmission

tomography in the 1950s with Michel Ter-Pogossian, Michael E. Phelps et al. at

the Washington University School of Medicine, developing tomographic imaging

devices shortly after [12] [13]. In the 1970s, Tatsuo Ido at the Brookhaven National

Laboratory described the synthesis of fluorodeoxyglucose (FDG), a substance which

shows an affinity for sites of glucose consumption. As malignant cancerous tumours

grow quickly, they utilise greater quantities of glucose than most healthy tissue,

thus demonstrating a higher uptake of FDG. If the deoxyglucose is bound to the

fluorine positron emitter, the tumour sites have higher uptake of the fluorine which

can then be observed using a PET study.

2.5.2 Positron Emission

Positron emission is a form of beta decay, sometimes referred to as a beta plus

decay (β+). In positron emission, the isotope has an abundance of protons which

results in the some of the protons being converted to neutrons and positrons via the

weak nuclear force. The positron is then emitted with electron neutrino. A decay

of a commonly used positron emitter fluorine-18 can be described by:

18
9 F → 18

8 O + e+ + νe + 1.656 MeV

A positron emitted by 18
9 F has a maximum kinetic energy equal to 1.656 MeV

and these free positrons proceed to lose their kinetic energy through a series of

collisions with atoms in the body. The modal positron emission energy and the

mean range of the positrons in water from some commonly used PET isotopes is

shown in Table 2.1

Once the positron has an energy low enough to bind with a free electron in the

body, an annihilation occurs between the particle and the anti-particle producing

two 511 keV annihilation γ photons travelling 180o apart from each other. In this
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Table 2.1: Modal Positron Energy and Mean Range in water [14]

Isotope Emode(MeV) Mean Range (mm)
Na-22 0.216 <0.6
F-18 0.250 0.6
C-11 0.386 1.1
N-13 0.492 1.5
O-15 0.735 2.5
Ga-68 0.836 2.9
I-124 0.686(11%) ≈3

0.974(12%)
Rb-82 1.524 5.9

reaction, charge, momentum and angular momentum are conserved. The position

of the annihilation is different to the location of that positron’s emission, the mag-

nitude of the distance being related to the kinetic energy of the emitted positron.

2.5.3 PET Imaging

PET imaging is different to most other imaging techniques as the source of

the radiation is from within the subject. The radioisotope is injected into the

subject with a greater concentration of positrons found in areas of higher uptake.

Subsequently, there are a greater number of annihilation photons originating from

these areas. The photons that travel out of the body propagate in all directions

and if travelling in the direction of the detector rings, can interact in the scintillator

crystal with “coincident” events recorded. Coincident events are two interactions

which occur within a specified time window. The system detects that interactions

which occur within this window are a result of a single annihilation. The two photons

measured may in fact not be from a single annihilation, however the system has no

way of differentiating this and accepts the data. The computer processing system

then draws a Line of Response (LOR) between the two events which represents the

line along which the annihilation was most probable. A detailed analysis of how

LORs are stored from a PET study is discussed in Section 2.11.2.
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Over long acquisition times, the LORs overlayed illustrate the areas of highest

uptake and image reconstruction shows a 2D map of the areas of greatest concentra-

tion, and hence the greatest probability of the presence of the target tissue. Multiple

slices can be acquired along the axial direction enabling a 3D reconstruction of the

subject to be created.

2.6 PET Scanners

2.6.1 Introduction

As illustrated in Figure 2.1, a PET scanner consists of a large ring containing

numerous modules which contain scintillator crystals and acquisition electronics

coupled to data processing computers. The patient is placed at the centre of the

ring and the emitted photons from the subject are detected by the scintillator

crystals and processed by the electronics and computers to reconstruct a 3D image

of that subject. A critical analysis of each component of the imaging process in the

context of the work presented in this thesis is provided in the following subsections.

2.6.2 Scintillator Crystal

The scintillator crystal is key to the detection efficiency of PET scanners. Pho-

tons which interact through a photoelectric absorption or Compton scattering within

the scintillator crystal excite the electrons within the scintillator. As an electron

decays back to its ground state it creates a small flash of light. The visible wave-

length photon interacts within the photodetector and the flash of light is converted

into an electrical signal. Gamma photons are too energetic to interact directly with

the photodetector requiring this conversion of the gamma into a visible wavelength

photon.

Scintillators are most commonly defined by their light output (typically specified

by photons per MeV of incoming gamma radiation), the light decay time (a mea-

sure of the length of the flash of light) and effective atomic number, all important
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Figure 2.1: Schema of a typical PET acquisition system [1]
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parameters when considering their application.

Some common scintillators used in PET scanners together with their properties

are shown in Table 2.2 [15]. The light output given in this table is normalised to

the output of the commonly used NaI scintillator.

Table 2.2: Scintillator properties [15] [16]

NaI BGO LSO YSO LYSO
Decay Time(ns) 230 300 40 70 42
Relative Light Output 100 15 75 120 75
Effective Z 51 74 66 34 65
Photon mean free path at 511 keV (mm) 30 11 12 26 12
Max emission wavelength (nm) 410 480 420 420 425

An ideal scintillator has a relatively fast decay time, high light output and high

effective atomic number (Z) ensuring high count rates and efficiency.

A newly developed scintillator is cerium doped lutetium yttrium oxyorthosilicate

(LYSO) and has parameters extremely suitable for application in PET studies. It

is extremely similar in its properties to LSO and has an effective atomic number of

65, a density of 7.1 g/cm3, and the photon mean free path is 12 mm at 511 keV. It

is a relatively fast scintillator with a decay time of 42 ns and has a light yield that

is similar to LSO as well [16].

2.6.3 Photodetectors

The conversion of the flash of light into an electrical signal is undertaken by

the photodetectors which are optically coupled to the scintillator crystals. Numer-

ous devices have been used for this application in detector electronics [17] with a

summary of commonly used photodetectors given below.
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2.6.3.1 Photomultiplier Tubes

Photomultiplier Tubes (PMTs) utilise a cascaded series of dynodes, each at a

slightly higher potential than the previous. The visible wavelength photons from

the scintillator photoelectrically absorb within the photocathode window of the

PMT, ejecting an electron. This photoelectron escapes from the photocathode and

is accelerated towards the next dynode by the strong electric field and when that

electron interacts with the dynode, more electrons are released. Each of these new

electrons travels to the next dynode where each creates even more electrons. This

multiplication process continues until the last dynode where there is a sufficient

number of electrons to create a discernible current pulse for the electronic processing

system to detect.

PMTs have a relatively fast response and very high gain making them ideal for

studies with high count rates. The major disadvantage of PMTs is that they take

up a large volume meaning one-to-one coupling between a small scintillator and

detector is not possible as required in this study. Furthermore, they require very

high voltages for operation and are susceptible to magnetic fields preventing the

development of hybrid PET/MRI systems using PMTs. Determination of the DOI

using PMTs requires intelligent light encoding techniques or signal amplitude based

caclulations to predict the DOI as outlined in Section 2.9.

2.6.4 Position Sensitive PMTs

Position Sensitive PMTs (PS-PMTs) are identical in operation to traditional

PMTs, however, they employ a two dimensional array of small anodes on the front

face of the PMT. The position is calculated using Anger logic (discussed further in

Section 2.8). The two dimensional anode array ensures positional information can

be obtained from the crystal while also retaining the other advantages of PMTs

discussed in the previous subsection. Nevertheless, PS-PMTs are still relatively
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large and are unsuitable for one-to-one coupling with scintillator crystals

2.6.4.1 Silicon p-n and p-i-n Photodiodes

Silicon Photodiodes (Si-PDs) are semiconductor devices that are sensitive to

the light produced by the scinintillator crystals. They have a reverse bias voltage

applied across them which increases their sensitivity. As an optical photon from the

scintillator interacts in the semiconductor material, an electron is excited, making

that electron mobile and creating a positively charged hole. If the interaction occurs

within the photodiode’s depletion layer, the electron and hole charge carriers are

moved by the electric field, producing a photocurrent.

p-n and p-i-n photodiodes are suitable for use in a large number of applications

as they are inexpensive and very small. They can also be placed in arrays, an

extremely useful feature when considering one-to-one coupling between scintillators

and photodetectors as proposed in this study. The significant disadvantage with

PDs is that for each incident photon, there is only one electron and hole produced

requiring further amplification for use in a detector system. The amplification stage

requires further electronic complexity and can create noise in the electronic signal

making analysis of the pulse challenging for other stages within the electronics.

2.6.4.2 Avalanche Photodiodes

Avalanche Photodiodes (APDs) utilise p-i-n diode structures which are oper-

ated at higher reverse bias voltages than traditional PDs. As a photon strikes the

depletion layer of the APD, charge carriers are created which are then accelerated

by the electric field. As each carrier gains energy, secondary carriers are created

which then generate other electron-hole pairs. The multiplication factor of APDs

is highly dependent on the bias voltage.
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2.6.4.3 Silicon Photomultipliers

Silicon Photomultipliers (SiPMs) are semiconductor devices made up of an array

of APDs on a silicon substrate. Each APD is extremely small, with sizes varying

from 20 to 100 µm meaning an extremely high number can be placed on a small

area, upto 1000 per square millimeter. A gain of 106 can be achieved as a result of

the high gain of the APD and the sheer number of APDs in a small area. SiPMs

operate independently from magnetic fields and their small size and high output

enable one-to-one coupling with scintillators.

2.6.5 Detector Electronics

The electrical signal pulses produced by the photodetectors are passed through

processing circuitry before being used to record the interactions. The pulse height

from the photodetectors is assumed to be proportional to the energy that was de-

posited in the interaction with each pulse then passed through a differential dis-

criminator. The differential discriminator is made up of a lower level discriminator

(LLD) and an upper level discriminator (ULD) to reject the pulses that are outside

the required energy and timing range. This effectively creates an energy window

which accepts depositions between only specified energies. By setting a low LLD

greater sensitivity can be achieved as higher numbers of pulses are accepted, how-

ever, these pulses can be a result of noise and scatter. Therefore, it is important

to set an LLD value which maximises the sensitivity while also rejecting noise and

scatter.

The pulses from the photodetectors are also passed through a constant fraction

discriminator (CFD) which creates a digital pulse when the electronic pulse reaches

a certain amplitude. These digital pulses are used in the coincidence circuitry to

determine coincidences. A coincidence corresponds to any two interactions which

are measured within a “coincidence window”, often in the order of nanoseconds.
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2.7 Limitations of PET

CT and MRI are imaging modalities which have been used in clinical practice

over a long period of time, hence there exists a large volume of research leading

to optimisation of the technology. PET, on the other hand, is a relatively new

technology, with significant limitations which require addressing in order to ensure

advancement in its performance. A number of the most significant limitations are

outlined below in the following subsections.

2.7.1 Depth of Interaction Errors and the Radial Elongation Artefact

The ability to detect the depth of interaction within the crystal is perhaps the

most important factor which needs consideration when attempting to maximise

the spatial resolution of the system (especially in small animal imagers). Most

systems cannot determine the exact position within the detector crystal at which the

gamma interaction has taken place. As a result, the system determines an arbitrary

point within the crystal for which it will assume the interaction has taken place

(often the centre). For LORs joining two off-centre detector modules, there can be

significant errors in the DOI as illustrated by Figure 2.2. The solid line with arrows

indicates the path of 2 unscattered photons. These photons both pass through some

scintillator crystals before they interact with another crystal. The system has no

method of determining the exact position of interaction within the crystal and hence

assumes all interactions take place at a fixed depth in the crystals. The dashed

line shows the system determined LOR; there is a noticeable difference between

the position of this line and the actual LOR. The effect of these radial elongation

artefacts increase as the angle between the propagation direction of the photon and

the front surface of the detector module moves away from the normal. Employing

DOI information allows the interaction depth to be known more accurately, hence

the reduction in the radial elongation artefact.

Figure 2.3 shows a reconstruction of a number of point sources with the radial
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actual LOR

determined LOR

Figure 2.2: The Depth of Interaction Error illustrating the difference between the
determined LOR and the actual LOR

elongation artefact becoming more observable towards the edge of field of view

(FOV). The left most point in the reconstructed image is at the centre of FOV.

2.7.2 Scattering

The path that photons take is highly dependent on their energy and the medium

in which they propagate as described in Section 2.2. The photon attenuation co-

efficient (µ) is a measure of the amount of attenuation observed for photons in a

material. The intensity of the measured number of photons (I ) with respect to

the initial intensity (I0), attenuation coefficient and path length (x ) is expressed by

Equation 2.2.

I = I0e
−µx (2.2)
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Figure 2.3: The radial elongation artefact seen across the FOV in a reconstruction
of point sources. The left most point is at the centre of the FOV and the distance
between the leftmost and adjacent source is 10mm. Each adjacent source is then
placed a further 20mm apart with the outermost source at 110mm from the centre
of FOV. Note the elongation of the point sources as they are moved further away
from the centre of FOV.
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The attenuation coefficient can be split into components as a result of the differ-

ent interaction type for a photon (photoelectric effect, Compton scattering and pair

production). Figure 2.4 shows the attenuation coefficients for photons travelling in

water (a suitable medium when simulating the human body which is 70% water).

It shows the contribution of photoelectric effect, the Compton effect (incoherent

scattering) and pair production as well as the total attenuation coefficient.

Figure 2.4: Photon attenuation coefficients in water [2]

At low energy, the dominant interaction process is the photoelectric effect, how-

ever as the energy increases, the Compton scatter contribution increases. At energies
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above 1022 keV (2m0c
2), pair production becomes the dominant process. As anni-

hilation photons from PET are emitted with an energy of 511 keV, the Compton

effect becomes the most significant effect.

A number of effects reduce the accuracy of the acquired image as a result of

recording incorrect LORs. These are scattered, random and multiple coincidences

as illustrated in Figure 2.5.

annihilation event
gamma ray
assigned LORdetector

body

Figure 2.5: Scattered, Random and Multiple Coincidences which may be recorded
by the PET scanner

A scattered coincidence is caused by one of the annihilation photons scattering

within the body while the other photon remains unscattered. A random coincidence

occurs when one photon from each of 2 separate annihilations is absorbed within

the body (or misses the detectors without interacting) and the remaining 2 photons

from different annihilations create a coincidence. A multiple coincidence refers to

2 or more annihilation events both interacting in the detector within the specified

coincidence window. These incorrect LORs have a detrimental effect on the quality

of the image by creating “noise” within the reconstructed image, making lesion

detection a greater challenge.

A simple method of reducing the scatter contribution is by using a collimator

which reduces scattered photons as shown in Figure 2.6. A collimator is a large

lead grid which is placed near the front face of the scintillator crystal, reducing the
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angle of acceptance of photons originating from the source. The collimator can also

incorrectly reject unscattered photons if their direction is not within the acceptance

angle. The use of collimators result in what is known as “2D PET” which has

decreased sensitivity but less scatter, whereas “3D PET” does not use a collimator

and results in better sensitivity but greater susceptibility to scatter [18].

with collimator

without collimator

Figure 2.6: Photon acceptance in detectors with and without a collimator. The
sensitivity of the scanner significantly decreases when a collimator is used as the
acceptance angle of the photons is reduced

2.7.3 Positron Range

The position of the positron annihilation is different to the position of emission

from the uptake as shown in Figure 2.7. The positrons emitted by an isotope have
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kinetic energy which is lost through collisions with atoms in the body and the

positron only annihilates once its kinetic energy is zero (or almost zero in some

instances).

e+ e-

e+

e+
e+

e+

γ
511keV

γ
511keV

positron range

Figure 2.7: The distance travelled by the positron before annihilation known as the
positron range

The effect of the positron range varies depending on the isotope selected, with

high energy positron emitters naturally having the greatest positron range. Table

2.1 previously presented the positron energy and range for a number of commonly

used positron emitters [19].

The positron range contributes to the fundamental limit of resolution within a

PET scanner and no improvement of detector technology within the scintillator or

electronics can provide resolution smaller than the positron range. The positron

range can be reduced slightly by magnetic fields [20] [21] and has been a focal point

in the development of PET/MRI scanners.
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The relationship between the positron range and the spatial resolution can be

expressed

In F-18 studies, the resolution limit for small animal PET investigations is cur-

rently below 1 mm, however the blurring due to the positron range results in a

decrease in the resolution of between 0.1 and 0.2 mm full width half maximum

(FWHM), with a mean range between 0.3 and 0.4 mm [22] [21].

2.7.3.1 Annihilation Photon Non-Colinearity

The net momentum in a positron/electron annihilation, like in all mechanical

interactions, is conserved. Annihilation photons are considered to travel at 180o to

each other, however this is not always the case. Figure 2.8 illustrates two conditions

of positron annihilation. Annihilation photons only travel at 180o to each other

when the momentum before the annihilation is zero; that is, the positron has zero

residual kinetic energy after emission. If the positron combines with an electron

and annihilates while it still has residual kinetic energy, the net momentum before

the annihilation is not zero and hence the net momentum after annihilation cannot

be zero.

The photon non-colinearity affects the resolution of the scanner, contributing

a gaussian blur of approximately 0.3 mm for a 15cm diameter scanner [22]. More

generally, the blurring effect of the non-colinearity (∆nc) can be expressed approx-

imately as:

∆nc = 0.0022 × D (2.3)

where D is the diameter of the scanner expressed in millimeters [23].

2.7.4 Low Sensitivity

PET studies have very low sensitivity and often take in the order of tens of

minutes as the detectors cover a very small solid angle in the 4π geometry. It
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Figure 2.8: The photon non-colinearity effect. The left image shows the net mo-
mentum (Pnet) afer annihilation being zero while the right image shows Pnet after
annihilation not being zero

is, therefore, very important for all photons entering the scintillator crystals to be

detected. Annihilation photons with energy 511 keV have an attenuation coefficient

of 0.83 cm−1 in LYSO resulting in approximately 87% of normally incident photons

being absorbed within 2.4 cm of crystal (as the detector module in this thesis

proposes). Increasing the crystal depth provides improved sensitivity at the expense

of increased radial elongation.

2.8 Current PET Scanner Design

The original design for PET systems relied on a single photomultiplier tube

(PMT) for each scintillator crystal [24] [25] [26]. A large number of commercial PET

scanners now use a modular detector design with a monolithic block of scintillator



27

crystal coupled to 4 PMTs of which a specific example is introduced in [27]. The

light produced from the gamma ray interaction in the crystal is detected by all

4 PMTs and the location of interaction in the axial and tangential directions is

determined by the relative response of each of the PMTs using Anger logic [28].

The magnitude of the voltage signal in each PMT determines how the light from

the interaction is shared between the PMTs, with the PMT signal ratios used to

locate the x and y coordinates of the interaction according to Equation 2.4.

x =
A+B

A+B + C +D
; y =

A+ C

A+B + C +D
(2.4)

Scintillator Crystal

A B

C D PMTs

Figure 2.9: Position of PMTs used for Anger logic calculations

The traditional Anger logic method can become problematic due to variances

in PMT operation resulting in non-symmetrical light isocontour plots around each

block.

The spatial resolution of PET systems can be improved by placing small saw

cut grooves to separate the crystal into many quasi-discrete elements. The crystals

used by Casey et al. [27] are 30 × 4 × 4 mm3 (surface edges of crystal are 4 mm

and depth is 30 mm). The saw cut grooves ensure light produced in a given element
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remains in the correct tangential and axial positions when it reaches the photomul-

tiplier tubes. In order to further improve spatial resolution, smaller crystal elements

can be used, however the large size of existing PMTs make this infeasible. Further-

more, if large numbers of crystals are required, there must be numerous PMTs with

the resulting increased electronic channel density making the systems costly and

challenging to maintain.

Reducing the size of these crystal elements improves spatial resolution but does

not provide any depth of interaction information. The limitations of this approach

include:

• the fundamental limit on the size of the detector module due to the size of

the photomultiplier tubes

• the size of the crystal element due to the thickness of the saw cut

• the amount of dead space in the block which increases as crystal elements

become smaller leading to reduced detection efficiency when using long thin

crystals, offsetting the improvement in spatial resolution [29].

The size of the photomultiplier tube is a significant factor as it is often 10 cm or

longer, some with cross sectional areas of approximately 10 cm2. Smaller PMTs have

been developed with much smaller cross sectional areas however remain significantly

larger than other newer solid state detector devices.

2.9 Depth of Interaction

As stated in Section 2.7.1, the DOI is an important feature that can be used to

minimise the radial elongation artefact.

Numerous techniques have been developed to determine the depth of interaction

including:

• phoswich detectors using multiple scintillators with unique light decay prop-

erties [15] [30] [31]
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• dual layer detectors with layers offset by half the crystal pitch [3] [32]

• the ratio of light determined by photodetectors placed at either end of the

crystal [33] [4]

• multiple offset layer detectors using a novel light sharing method [5]

• multiple layers coupled to individual detectors [6].

PMTs have been the most convenient and best method of collecting light from

the scintillator crystal and converting it to an electrical signal. They offer ex-

ceptional gain, fast response time and a high signal-to-noise ratio and hence are

utilised in many designs for DOI detectors. While these techniques are innovative

and demonstrate an improvement in the measurement of the DOI, the detector

modules remain bulky due to the large size of the PMTs, with a miniaturised and

cheaper solution required.

2.9.1 Phoswich Detectors

Phoswich (phosphor sandwich) detectors utilise multiple layers of different scin-

tillator material, each layer having unique light decay properties. The light pulse

shape when analysed will distinguish the layer from which the scintillation event oc-

curred. Figure 2.10 illustrates a 2-layer phoswich and the light pulses from photon

detections in each layer. The top bismuth orthogermanate (BGO) layer demon-

strates a slower response while the lower lutetium oxyorthosilicate (LSO) has a

much faster response.

When designing phoswich detectors, it is important to select two scintillators of

which the light decay properties are significantly different for easy identification of

the pulse type (and hence the location). Detectors utilising both fast and high light

output scintillators yttrium oxyorthosilicate (YSO) and LSO have been investigated

in [15]. Some commonly used scintillators and their properties were listed in Table

2.2. In order to have efficient and correct identification of the pulse type, accurate
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BGO

LSO

300ns

40ns

Figure 2.10: A 2-layer phoswich with a layer of LSO and BGO showing typical light
output for scintillations within each layer

timing resolution must be available within the detector electronics, another level of

complexity within the design.

Another compromise that must be made is the light output (quantum efficiency)

of the scintillator. Bismuth orthogermanate (BGO) has a high effective Z meaning

a greater probability of photon interaction, but it also has a relatively low light

output. Therefore, any advantage gained by having a high Z scintillator may be

reduced by having a low light output.

2.9.2 Offset Crystal Layers

A novel solution proposed by Liu et al. [3] and Zhang et al. [32] is to use a

light sharing technique and a newer type of PMT, a position sensitive PMT (PS-

PMT) [34] [35]. PS-PMTs have the ability to localise the position in the tangential

and axial directions more accurately than a traditional PMT hence can provide

superior resolution.

The light sharing technique is the tool that can be used to provide the depth of
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interaction information. The implementation of Liu et al. uses two layers of crystals

(each layer is approximately 10 mm long) that are constructed in arrays. The lower

layer has one extra element in both directions and the top layer is placed on top of

the upper array with a shift of half the element pitch in both directions as shown in

Figure 2.11. When a photon is absorbed in the top layer of scintillator, the light from

that scintillation travels downwards and is shared in 4 elements of the lower block.

The centroid of the measured light output distribution is placed at the centre of

the 4 blocks from which the light travelled to the PS-PMT. If an interaction occurs

in the lower layer, the centroid of the light output distribution is determined to be

half a crystal element away from the centroid for photons interacting in the upper

layer. The DOI of the interaction can be determined by matching the output of the

PS-PMT with a position map. The version of Zhang et al. relies on a similar light

sharing technique with offset crystals within the two layers. However, it employs

a 2 × 2 array of PS-PMTs for more accurate positioning at the back end of the

scintillator to provide improved accuracy in the position map resulting in improved

DOI calculation.

Figure 2.11: The detector module proposed by Liu et al. [3]
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2.9.3 Multiple Detectors at Both Ends of Detector

A number of publications [33] [4] outline the development of detectors which have

detectors at both ends of the scintillator crystal. These modules use both PMTs

and silicon PDs with one placed at either end of the scintillator. The scintillator is

segmented into small, long elements (3 mm × 3 mm × 30 mm) and placed in an

array. Early generation designs for this module had 2 × 2 arrays whereas newer

designs contain 8 × 8 arrays. A PD is placed on top of each crystal element to

enable 1-to-1 coupling. A schematic of the proposed detector in a typical acquisition

is shown in Figure 2.12.

The PMT provides excellent timing resolution and energy discrimination while

the 1-to-1 coupling of PDs to the crystal allow crystal identification and the DOI.

The energy deposited is determined by the summation of the PMT and PD signals

while the depth of interaction is given by the ratio between the PD signal and the

summed PD and PMT signals.

Figure 2.12: The detector module proposed by Huber et al. [4]
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2.9.4 Multiple Offset Layers Using a Novel Light Sharing Method

Murayama et al. [5] have proposed a detector with a depth encoding scheme.

The detector consists of multiple layers of rectangular scintillator blocks optically

coupled at the bottom layer to 4 PMTs or PS-PMTs.

Figure 2.13: The detector module proposed by Murayama et al. [5]

Each layer of scintillator consists of a 2 × 2 array with each layer also containing

unique light sharing channels. Crystals within a layer are separated by air gaps or

various coupling compounds and separated from specified elements by refractive

materials (each layer with a unique separator). This ensures that pulse peaks are

observed at different positions at the PMTs as shown in Figure 2.14.

The output of each PMT is added to determine the energy deposited and is also

used for energy discrimination. The tangential and axial position of the interaction

is determined using Anger logic and the DOI is measured by matching the light

output position to the known pulse peak positions from the different crystals had

the energy deposition occurred there.

Another proposed model with a novel light sharing encoding scheme has been

developed by Tsuda et al. [6]. The jPET-RD is a 4 layered small animal PET

scanner. The four layers of LYSO are packed in 12 × 12 arrays placed on a 256
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Figure 2.14: The location of the PMT signals for the detector module proposed by
Murayama et al. [5]

channel flat panel position sensitive PMT (FP-PMT). Each layer of crystal contains

reflectors and air gaps and is placed offset to the surrounding layers as illustrated

in Figure 2.15. This creates unique light propagation paths for light created in each

layer resulting in the FP-PMT receiving unique pulses of light for each layer, shown

in Figure 2.16.

Figure 2.15: A four layer DOI detector consisting of 4 layers of a 6 × 6 array of
LYSO and a PS-PMT as proposed by Tsuda et al. [6]
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Figure 2.16: (a) The reflector and air gap arrangement; (b) The position histogram
recorded by the FP-PMT for pulses recorded in each level of the detector module;
(c) Each circle, triangle, cross and diamond correspond to the peak of the pulses
received from the 1st, 2nd, 3rd and 4th layers respectively [6]

2.10 Monte Carlo Simulations

2.10.1 Introduction

Monte Carlo studies are computational algorithms which rely on probabilistic

sampling in order to determine approximate solutions to problems. These types of

studies are heavily used in physical sciences and mathematical applications, often

requiring high powered computers. Initially, a simulation is provided with a fixed

input with probability distributions acting on the input producing a statistically

accurate output. Monte Carlo studies are used to theoretically predict real life

behaviour when designing or developing new technology or when it is impractical
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to statistically verify results.

The propagation of a photon of electromagnetic radiation through matter is a

probabilistic event, the final path of the photon following the laws of quantum me-

chanics which make analytical solutions to radiation transport highly challenging

and time consuming. Furthermore, studies involving radiation often require signifi-

cantly large data sets in order to acquire statistically acceptable results with small

error limits. If a single photon within a study is to be considered, the results pro-

vided would prove to be redundant due to the probability distribution of various

events which can occur. If a larger study involving several million or billion photons

is considered, an overall picture of the actual study is provided. As interactions be-

tween radiation and matter are based largely on probability functions, Monte Carlo

simulations become an invaluable tool in particle transport studies, especially in

the design and optimisation of detectors for all radiation applications.

2.10.2 Geant4

Geant4 (GEometry ANd Tracking) has almost become the standard for Monte

Carlo simulations in physics applications including high energy physics, space re-

search and medical physics [36]. It provides comprehensive modelling of most phys-

ical processes for nearly all families of particles.

Geant4 utilises Object Oriented Coding in C++, one of the first Monte Carlo

packages to utilise this feature. Different elements of the program are contained in

separate files, generally independent of each other. Features are available in Geant4

to handle geometry, tracking, detector response, visualisation and the user interface.

The data output of Geant4 can be customised for numerous applications, includ-

ing internal energy histogramming but requires additional data analysis packages

to be installed.
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2.10.3 GATE

Geant4 provides the means for the GATE package to undertake particle trans-

port. GATE is the Geant4 Application for Tomographic Emission and is a specific

sub-application for use in PET and SPECT studies. It replaces the C++ coding

required in Geant4 with a much simpler scripting language. Individual input files

contain information about each element of the simulation including: the geometry

of the scanner, the sources, the phantom, method of data acquisition, the data

output and various other physical parameters.

2.11 PET Data Storage

PET acquisitions often take in the order of tens of minutes, with high count

rates recorded for this period of time. This results in extremely large data sets

which must be managed efficiently. Two methods of storing the data are sinograms

and list mode data.

2.11.1 List Mode Data

List mode data stores information about each coincidence, including a timestamp,

the position and energy deposited. This data set is extremely large, typically in the

range of tens of gigabytes, however it allows the flexibility of further offline process-

ing. Certain reconstruction techniques allow real time reconstruction of list mode

data as well [37] [38], a useful feature in dynamic studies.

2.11.2 Sinograms

Tomographic imaging relies on imaging the subject from a number of different

angles with the sinogram being an efficient way to store the subsequent information.

A sinogram is a matrix which contains data related to the number of counts across

the FOV for a given angle of view (known as a projection angle). Figure 2.17 shows

a phantom placed at the centre of FOV with 2 areas of high uptake. Also shown are
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three projection angles and the counts detected across the FOV for that angle. The

number of counts for any given position across the FOV determines the magnitude

of the pixel value (0 = white, maximum = black) in the sinogram for that position

and the angle of the projection. An item at the centre of FOV would trace out a

straight path down the centre of the sinogram, whereas off centre items trace out a

path which looks like half of a sine wave, hence the name sinogram.
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Figure 2.17: A sinogram and the projection data used to determine the values of
the sinogram elements in 3 rows [7]

The sinogram is not inherently a useful item for objectively measuring the per-

formance of the scanner but merely an efficient and suitable method for storing the

data. Sinograms store only spatial information, rejecting other important parame-

ters such as timing data and energy depositions. This prevents future re-analysis

of data, a feature which list mode data allows.
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Figure 2.18: Scatter in the axial direction showing how two separate annihilations
can result in the same LOR being recorded by the scanner

2.11.3 Axial Binning

Annihilation photon pairs are isotropically distributed meaning that each γ pho-

ton does not necessarily interact within the same axial ring. Coincidences contain-

ing two interactions in axially separated positions may arise naturally due to this

isotropic distribution. As within the transaxial plane, scatter is a significant issue

in the determination of correct LORs in the axial plane. An example illustrating

identical LORs arising from 2 separate annihilations is illustrated by Figure 2.18.

Determination of the LOR in the transaxial plane is relatively straightforward

as discussed in Section 2.11.2, however, more advanced approaches must be used

for axial binning. Single Slice Rebinning (SSRB) [39] is one of the simplest of axial

binning techniques. A given oblique LOR is assumed to have an origin from a

parallel plane at the midpoint of the axial points of interaction for the two gamma

photons. The axial bin represented by this central point is the slice into which

the LOR is placed. The process of reconstructing the 3D object is simplified by
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Figure 2.19: The Single Slice Rebinning algorithm. The red slice is determined to
be the slice into with the LOR is placed.

considering the object to consist of a number of these parallel 2D slices. The number

of slices can be determined by the user depending on the axial resolution and the

desired statistical accuracy (ie. number of counts measured in that slice). Figure

2.19 shows a cross section of an 8 ring detector ring outlining the SSRB technique.

The yellow volumes are the detectors in which the coincidence is measured while

the red dashed lines represent the slices within the 3D image and the highlighted

red area shows the slice that the LOR is placed into.

The advantage of SSRB process is its simplicity in implementation and low

computational intensity. A full 3D reconstruction with n slices with each taking t

seconds to reconstruct requires nt seconds. Furthermore, DOI in the axial direction

provides increased accuracy in the determination of the axial slice when acquiring

data in 3D mode. A major disadvantage of of the SSRB method is that blurring
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error

Figure 2.20: Single Slice Rebinning Error

occurs if the actual origin of the LOR is distal from the axial centre of the scan-

ner [40] as shown in Figure 2.20. The annihilation point is axially in a different

position to the position determined by the SSRB algorithm. The blurring becomes

a significant problem if the subject being imaged has distributed activity over a

large area of the FOV.

Collimation using a large lead grid over the detector modules can reduce the

effect of scattering within 2D PET studies. In instances where it may be important

to acquire 3D PET data, an electronic method of scatter reduction is required. A

solution to this problem is by setting a maximum “ring span” or the maximum ring

difference across which coincidences can be allowed. That is, if the detector elec-

tronics receive two coincidence signals from detector modules outside the specified

ring span, the two counts are rejected. This process reduces scatter significantly [18]

while also rejecting real data as well hence a reduction in the sensitivity.

For a single data set, there can often be a large number of sinograms. These
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sinograms can represent different slices in the axial direction as well as recording

information from different “segments”. LORs between detectors in the same axial

position are known as “direct LORs” and are placed in segment 0. LORs that

occur between axially separated rings are known as “oblique LORs” and are placed

into different segments. A simple method of visualising which sinogram an LOR

is placed into is known as a “Michelogram”, a 2D array with N elements in both

directions where N is the number of axial rings. Consider the following three LORs

shown in Figure 2.21. The LOR represented by the red line is a direct LOR in ring

1, therefore it is placed into the sinogram represented by the element (1,1) in the

Michelogram. Similarly, the LOR represented by the blue line is an oblique LOR

between ring 5 and ring 2, therefore is placed into the sinogram represented by

element (5,2) of the Michelogram. The same logic applies to the final green LOR.

Figure 2.21: Three LORs and the Michelogram illustrating the sinogram into which
each LOR will be placed into. [8]

The method used for axial binning within this study is a more crude process

where 3D PET data is recorded while not utilising the concept of the Michelogram.

Instead, N sinograms are used where N represents the number of detector rings.
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The axial centre position of LOR is determined and regardless of whether the LOR

is a direct or oblique one, it is placed directly into the sinogram representing that

slice.

Numerous other techniques exist for axial binning, including methods for re-

ducing prohibitively large data sets which can be acquired. Consideration of their

implementation for this study is covered in Chapter 7.

2.12 Image Reconstruction

The goal of all medical imaging studies is to reconstruct an accurate image of

the subject being studied. This process is simple in studies that result in 2D images

such as x-ray films and gamma camera studies as the total number of counts across

a given 2D detection plane are measured and counted. In 3D studies, the process of

reconstructing the data is more challenging as numerous sets of data from various

projection angles exist and are stored in the form of sinograms. Reconstruction

from sinograms is common practice, using both backprojection and iterative tech-

niques. Reconstructions in all of the studies undertaken in this thesis were initially

undertaken using an OSEM (Ordered Subsets Expectation Maximisation) [41], an

iterative technique written in IDL [42] by Jan Chan from an algorithm developed

by Steve Meikle [43].

A committee representing all of the major PET scanner manufacturers has de-

veloped the NEMA (National Electrical Manufacturers Association) Standard NU2-

2001. This standard defines all of the parameters required when undertaking tests

on PET scanners, as well as the requirements for image reconstruction. NEMA

does not specify the requirements for quantifying a small animal PET scanner how-

ever the methods utilised on full body sized scanners can be amended and modified

suitably in order to use with small animal scanners.

As the iterative reconstruction techniques are highly dependent on their input

parameters such as the number of subsets and iterations, filtered backprojection
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using an unapodized filter (a ramp filter with a cutoff at Nyquist frequency) is the

method suggested by NEMA in order to investigate the spatial resolution of PET

scanners. As the significant proposed benefit of the novel detector presented in this

study is an improvement in spatial resolution, the same method of image reconstruc-

tion is used in this instance. Regardless, in certain cases superior reconstruction

results can be gained with the use of iterative techniques.

2.12.1 Filtered Backprojection

The Inverse Radon Transform, also known as backprojection, utilises the data

acquisitions from multiple images in order to reconstruct a 3D map. Backprojection

projects the data back over the FOV to create a map of overlaying lines. For each

angle of the detector, a set of projection data is acquired with the area where the

greatest number of lines overlap indicating approximately from where the original

signal was emitted. Figure 2.22 shows the data acquired for 4 sources at the centre

of FOV from 8 angles (profiles of the measured counts for the 8 angular positions

are shown). A basic reconstruction is shown in Figure 2.23 where the 4 sources can

be roughly determined at the centre of FOV. Naturally, real studies have a greater

number of projection angles and hence better resolution.

Backprojection is not an ideal reconstruction technique as it can leave undesir-

able streak artefacts in the reconstructed image as seen in Figure 2.24. In order

to reduce the image flaws, certain processing techniques can be utilised, namely

filtering. Filtering occurs in the spatial or frequency domain and can be used to

selectively remove undesirable elements within the reconstructed image. In the

quantification of PET scanners, a ramp filter with a cutoff at the Nyquist frequency

(highest frequency component present) is recommended [44]. This ensures identical

image reconstructions resulting in a fair comparison between the performance of

different types of scanners.

Figure 2.25 shows: (a) a phantom; (b) a reconstruction without filtering; (c) the
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Figure 2.22: Forward projection showing the profiles of the aquired data from 8
separate angles
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Figure 2.23: Back projection of the data shown in Figure 2.22
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Figure 2.24: Streak artefacts in FBP image reconstruction of a number of point
sources

frequency response of a normalised ramp filter and (d) the reconstruction after filter-

ing with the ramp filter. The ramp filter reduces the low frequencies while allowing

high frequencies to pass, demonstrating a linearly increasing response from low to

high frequencies. This ensures that the low spatial frequency “haze” (blurring)

is reduced while allowing high spatial frequency edges and boundaries to remain

visible. Another type of filter which can be used is known as a modified ramp fil-

ter. A modified ramp filter is simply a ramp filter which has a rectangular window

function applied to the ramp filter. That is, the window function only allows the

ramp function to exist within the window, and sets the transmission of the filter to

zero outside of this window above the Nyquist frequency. The modified ramp filters

operate identically to the ramp filters in the area of removing the low frequency

blurring however are superior in their ability to suppress noise above the Nyquist

frequency.
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(a) (b)

(c) (d)

Figure 2.25: (a) a phantom; (b) a reconstruction without filtering; (c) the frequency
response of a normalised ramp filter and (d) the reconstruction after filtering with
the ramp filter [9]

Other filters such as the Butterworth, Shepp-Logan and Hann have more com-

plex responses, however undertake the same purpose. It is possible to reduce the

effect of the streaking in the reconstruction by intelligently choosing the filter type

and its parameters. This may become a challenging process as it may be necessary

to know the nature of the image being reconstructed before filtering.

2.12.2 Iterative Reconstruction

Iterative reconstructions start with an assumed or “prior” image. Generally this

prior is selected as an entirely middle grey image. A forward projected prior is

mathematically compared to the backprojected sinogram, and the result becomes

the new prior for the next iteration of the reconstruction. Figure 2.26 illustrates
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Figure 2.26: The schematic of the iterative image reconstruction process [10]

this process.

Iterative reconstruction allows the emission and detection process to be accu-

rately modelled by considering factors such as attenuation correction, scatter and

the spatial resolution of the system. While iterative reconstruction can produce

images which are less sensitive to noise as well as reducing the traditional streaking

artefacts of FBP, they can be computationally expensive as the convergence of the

algorithm is slow and requires a significant number of iterations [45]. Figure 2.27

shows a comparison between an iterative technique and FBP [45]. As the number of

counts contained within the study decreases, the FBP technique displays significant

streaking, and at low counts, the final image becomes virtually unusable.

2.13 Conclusion

Limits on the resolution of small animal PET scanners exist as a result of the lack

of DOI information available. Other factors such as positron range and Compton
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Figure 2.27: FBP (left) versus iterative reconstruction (right) for three different data
sets containing 305000 counts (top), 29000 counts (middle), 10000 counts (bottom)
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scatter add intrinsic limitations on the resolution, suggesting any improvement that

can be made to eliminate factors such as the radial elongation artefact must be

undertaken. Furthermore, it is vital to retain the sensitivity of the scanner at the

same time as acquiring DOI information.

A number of detector modules have been presented, all specifically designed for

DOI applications. While the literature about these detector modules is extensive

and supports advancement in DOI measurement, they all rely on PMTs as a form of

photodetection. As outlined previously, PMTs are bulky, expensive and require high

voltage power supplies, making them unsuitable for large scale bulk production and

utilisation. A method of one-to-one coupling of the scintillator crystal to smaller

and cheaper photodetectors is required, a proposal outlined in more detail in the

following chapter.



CHAPTER 3

MONTE CARLO SIMULATIONS

3.1 Introduction

The depth of interaction error is a significant limitation for PET scanners as it

significantly compromises the resolution at the edges of FOV. The novel detector

module proposed for this study provides depth of interaction information, however

the benefit of this information remains unquantified. A method of simulating the

multi-layered detector module and analysing the data from it needed to be devel-

oped in order to objectively illustrate its capabilities. This chapter discusses the

methodology of the Monte Carlo method.

At present, the detector modules are prototypes and only 4 modules exist in

prefabricated form. Significant optimisation of numerous aspects including geomet-

ric characteristics and electronic processing systems is required prior to large scale

production. Section 3.2 and 3.3 discuss the detector module and the Monte Carlo

simulation parameters during the optimisation process respectively.

3.2 Novel Detector Module

The module being developed has been designed to maximise its flexibility for

easy module coupling so as to form a complete, customised, detection module that

can be used in PET scanners dedicated to human brain and breast, and small

animal studies. The proposed design contains an 8 × 8 array of optically isolated

3 × 3 × 3 mm3 LYSO crystals individually coupled to individual elements of an 8 ×

8 Si photodetector array. However, the process of optimisation of the detector mod-

ule requires testing of other crystal sizes and arrangements with the 3 × 3 × 3 mm3

52
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crystals used as a starting reference point.

Considerations when selecting this scintillator included density, equivalent atomic

number, stopping power, light output and energy resolution [46]. The new mod-

ule is planned to be simple and robust, minimising module assembly complications

and will be completely independent of photomultiplier tubes. It is designed with

production line manufacturing in mind with each module assembled using a fully

automated system with little or no labour involved. This process will include all

passive elements, application specific integrated circuits (ASICs), detectors, wire-

bonding of ASIC to detector and scintillator mounting.

The independent coupling of LYSO crystal and photodetector ensures depth of

interaction information while maintaining the radial sensitivity of more traditional

24 × 3 × 3 mm3 crystals used in some present PET detectors. The 300 µm thick

photodetectors are mounted on a 100 µm Kapton carrier and a 100 µm thick layer

of optical paint is placed on the surface of the LYSO modules to prevent light escape

thus making the detector module 3.5 × 24 × 24 mm3 in size. The space taken up

by the photodetectors, Kapton carrier and optical paint are effectively “dead space”

as they do not provide any actual imaging capability. A schematic of the proposed

detector is shown in Figure 3.1.

3.2.1 LYSO Scintillator

Cerium doped Lutetium Yttrium Oxyorthosilicate (LYSO) is the scintillator

used in the detector module. As outlined in Section 2.6.2, it has a high effective

atomic number of 65 and a fast decay time of 42 ns, resulting in the capability to

have high sensitivity and excellent timing resolution with low dead time [16].

The development of the detector electronics relies heavily on the choice of scin-

tillator material, and at present significant characterisation studies are being un-

dertaken at the CMRP. A number of suitable photodetectors for use in the detector
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Figure 3.1: A schematic of a single module

module have been studied including p-intrinsic-n photodiodes (PINs), Silicon Pho-

tomultipliers (SiPMs), Avalanche Photodiodes (APDs) and Si photodiodes with

the PIN providing promising results indicating it may be suitable for use in this

application [47].

3.3 GATE Monte Carlo Simulations

3.3.1 GATE

GATE (Geant Application for Tomographic Emission) was selected as the

Monte Carlo simulation package for this study. As stated in Section 2.10.3, GATE

utilises the Geant4 particle transport engine, the gold standard in Monte Carlo sim-

ulations. GATE is designed specifically for PET and SPECT as it has the ability

to specify complex cylindrical co-ordinate geometries extremely easily, as well as

specification of unusual scintillator crystal and detector structures. This makes it

a far more suitable package for this study than other packages previously used for
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PET studies such as SimSET [48], EGS4 [49] and MCNP [50].

GATE utilises a macro scripting language to replace the complex C++ coding

requirements of Geant4. The macro scripting language has elements defining various

features of the simulation with a detailed description of each element discussed in

the next section. The GATE scripting is utilised in Geant4 to build the detector

geometry, undertake the simulations with the prescribed parameters and finally

output the data in the required format, all transparently to the user.

3.3.2 The World Volume

The world volume is specified as a large cube with sides 400 mm long. This

volume is made up of air and made only slightly larger than the scanner diameter

of 300 mm in order to prevent wastage of time involved with simulating photons

headed away from the scanner and out of the world volume which have no effect on

the simulation results.

The position in the world volume is defined according to cartesian coordinate

system in the x, y and z directions as shown in Figure 3.2 in red, green and blue

respectively.

Other references to radial, tangential and axial directions are made in this study

as shown in Figure 3.3. These quantities in red, green and blue are shown respec-

tively within the same detector ring.

3.3.3 Scanner Geometry

GATE features a function known as the scanner “system” which is the key

to GATE and its operation. A system specifies a general template for a given

scanner, a useful feature as numerous types of scanners share a general geometric

specification. Each system contains a tree-like hierarchical structure, with each level

of the tree having a given function within the geometry. The scanner system used in

this study is the “cylindricalPET” system which consists of the top level structure,
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x

y

z

Figure 3.2: The cartesian coordinate system as defined by GATE. The red, green
and blue axes represent the x, y and z directions respectively

radial

tangential

axial

Figure 3.3: The radial, tangential and axial directions represented in red, green and
blue respectively
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the “rsector”, with smaller volumes placed inside. The rsector is analogous to a

single detector module unit in a scanner. The rsector contains within it modules,

submodules, crystals and crystal layers, each being a level lower in the hierarchy

than the previous volume unit. A given volume unit can be repeated inside its parent

module as long as it remains within the confines of the parent volume. Other types

of systems such as “scanner”, “SPECThead”, “ecat” and “CPET” can be specified

for other geometry families [11].

As the original proposal for the detector module is an 8 × 8 array of 3 × 3 ×

3 mm3 LYSO crystal, the rsector is a 24 × 24 × 3 mm3 box made of air filled with

the crystals. The 3 mm wide detector module allows a total of 314 modules to be

placed around the detector scanner if the dead space associated with the detector

electronics is ignored. When the extra 500 µm of dead space from the optical paint,

photodetectors and Kapton carrier is considered, a total of 268 detector modules

can be placed around the ring. A GATE visualisation of an rsector containing an

8 × 8 array of crystals is shown in Figure 3.4.

Parameters such as the crystal size and the arrangement of the crystals and

detector modules are systematically varied to determine the optimal arrangement

with greater detail provided in Chapter 6.

3.3.4 The Sources

GATE allows users to select either ions, positrons or gammas as the primary

source. The ion type can be specified by the atomic number, atomic weight and ionic

charge and excitation energy. The main sources used in this study are positrons and

gammas. The positron annihilation naturally requires a phantom to exist around

the sources otherwise the positrons escape the world volume and faults can occur

in the simulation.

Positrons, like electrons, interact with other particles and require a far greater

number of interactions than photons before they deposit all of their energy and
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Figure 3.4: An rsector with an 8 × 8 array of crystals inside

significant time can be saved by not simulating electron and positron transport.

This is achieved by removing the positron entirely from the simulation and using

two back-to-back γ photons as the starting point. That is, instead of modelling the

positron emission from the source, the source itself is assumed to directly emit the

two back-to-back annihilation photons. The use of back-to-back photons increases

simulation speed at the expense of accuracy as the positron range is neglected

(however, GATE allows the positron range to be incorporated into back-to-back γ

simulations for greater accuracy). Simulations comparing the positron emission and

back-to-back γ photons are considered in Chapter 6.

In experimental studies, the annihilation photons have an isotropic distribution

within the phantom. A major factor reducing the sensitivity of a PET scanner is

the number of photons generated within the phantom which propagate in a direc-

tion away from the detector crystals and out of the world volume. These photons

are “wasted” as they do not provide any information to the scan while utilising
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simulation time. This further enhances the need for a large number of crystal rings

to maximise the solid angle of detector visible to the emission. Further time saving

and increase in sensitivity can be obtained by emitting back-to-back photons within

a specified solid angle having photons projected in the direction directly towards the

scintillator crystal. By reducing the solid angle of emission to match the apparent

width of the detector crystal, fewer photons which do not contribute to the useful

scan data require transporting, hence an increase in the speed of the simulation [11].

The sources used in this study are small spherical sources with a radius 0.001

mm placed at various positions across the FOV. These sources are intended to

emulate point sources. A source is placed at the centre (0 mm), 10 mm, 30 mm,

50 mm, 70 mm, 90 mm and 110 mm across the FOV. In positron emitting studies,

the spectrum of emission was set to match that of Fluorine-18, the most commonly

used PET radioisotope.

3.3.5 The Phantom

As with experimental PET studies, GATE allows complicated phantoms to be

described and placed within the FOV. When simulating positron sources, the phan-

tom is essential in order to provide a medium for the positrons to annihilate. Most

studies using a PET scanner involve human or animal subjects with a water phan-

tom being the simplest approximation of tissue and muscle.

The phantoms used in this study are large cylinders typically filling up most of

the FOV.As the sources were isotropic for positron studies, a large volume ensures

that a significant scatter contributions from sources is recorded. The phantom is

not placed on a bed as would be required in an experimental study. Introducing

the bed can create further scatter contribution to the data acquisition.
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3.3.6 The Sensitive Volumes

Once the basic parameters of the scanner and the phantom are defined, GATE

requires the user to specify sensitive detectors. These volumes refer to those in

which all interactions between particles are recorded, with each interaction known

as a “hit”. Hits store large amounts of information about each interaction includ-

ing energy deposition, type of particle, size of the previous step in the transport,

position of interaction and time of interaction as well as a range of other selectable

parameters. Figure 3.5 is reproduced from the GATE Manual and shows some of

the terminology used in recording of hits in a sensitive volume placed in water.

Figure 3.5: Particle interactions in a sensitive detector [11]

The phantom placed inside the field of view can also be declared as a sensitive

volume. This allows the program to determine whether a photon that has reached

the detector has been scattered inside the phantom and contributes to a real or

a random coincidence. The information gathered using this process is not readily

achievable in an experimental study as interactions within a phantom cannot be

measured however other techniques can provide the same information. Using a

transmission source on one side of the scanner can allow scatter and attenuation

correction images to be acquired, effectively providing the same information as the

phantom sensitive detector volume data. This scatter and attenuation correction
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data is mathematically incorporated into the acquired PET data to create a more

accurate reconstruction.

3.3.7 Physics Processes

A main limitation of Monte Carlo studies is that they only provide an approx-

imate solution. The accuracy of the study depends on a number of parameters,

the most important being the number of primary particles. Increasing the number

of primary particles results in more accurate solutions due to improved statistical

sampling, at the expense of increased simulation time. A number of techniques can

be used to reduce the simulation time, while retaining accuracy.

The transportation of electrons is a significantly time consuming element when

simulating electrons and positrons. In all Monte Carlo packages, it is possible to

set energy cut-off values which force the particle to deposit the remainder of its

energy when it reaches the cut-off energy. The electrons in this study have not been

modelled (ie. their energy cut-off is set to 1 m, resulting in all electrons which have

a range less than 1 m not being transported). Setting high energy cut-off values

can compromise results as the range of electrons within water for this study is on

the sub-millimetre scale. However, this approximation was essential as not doing so

would result in simulation times becoming prohibitive with the computing resources

available.

Other variance reduction techniques were not available at the time the studies in

this thesis were undertaken however recently released versions of GATE incorporate

limited methods.

3.3.8 Data Acquisition

GATE has a sophisticated processing technique to simulate the behaviour of a

detector within a scanner and the signal processing chain from this detector known

as the “digitiser module”. This module uses a number of complex algorithms to
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model numerous processes including the summation of light inside a crystal, energy

response of the detector, energy thresholds and dead times. Each crystal specified in

the detector module is considered independent and as the smallest sensitive volume

defined. In the event of multiple “hits” occurring inside a given crystal element,

their individual energy depositions are added. Once a particle has interacted with

a sensitive detector volume, the digitiser module processes the data until it reaches

a form similar to what would be the output from the Front End Electronics (FEE).

The FEE takes in the “hit” information, and outputs information corresponding to

physical information observed from a real scanner such as the position of interaction

(ie. the detector IDs), energy deposited in the smallest defined subvolume and

time. This new data is stored in a set of data known as “singles”. A secondary

stage of processing to sort coincidences can be carried out if desired by taking

the singles and passing through a coincidence timing window into a new data set

called “coincidences”. The actual modelling of the electronics has been extremely

simplified within these studies, with actual PET scanner pulse analysis being a far

more complex process.

The energy response of a sensitive volume in a Monte Carlo study is assumed to

be ideal; that is, the exact amount of energy deposited in a crystal is known. This

is often not the case and a gaussian distribution for the measured energy exists.

The 511 keV photopeak in this study is blurred to a gaussian distribution of 26%

FWHM.

3.3.9 Data Output

GATE allows two different types of data outputs, namely:

• Standard outputs: ASCII, ROOT

• System dependent outputs: LMF (List Mode Format), sinogram and ecat7,

Interfile
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The standard outputs are fully customisable to select only the output parameters

required and are available for all GATE system geometries. The system dependent

outputs, as their name suggests, are only available when certain system types with

certain geometric properties are used. These outputs are not customisable and

often require other 3rd party software processing in order to analyse. Originally,

a number of the system dependent output modes were selected but data analysis

was not readily achievable. The design of the novel detector module necessitated

a customised way of processing the data therefore the ASCII output format was

selected in order to provide the greatest flexibility for post processing.

GATE records a large number of parameters for each coincidence and allows

users to select only the data they require using a “data output mask”. That is, by

using a series of 1s and 0s in the data output specification file, a user can specify

if they want a certain parameter to be put into the data output file. The following

data was selected to be sent to the data output files from the simulations:

• time stamp of interaction

• energy deposited

• x, y, z position of interaction in world reference

• volume IDs of interaction (rsectorID, moduleID, submoduleID, crystalID, lay-

erID)

• number of Compton interactions in the phantom before reaching the detector

• number of Compton interactions in detectors before reaching the detector

• scanner angular position.

This data was recorded for each event within the coincidence (known as a “sin-

gle”) with each line containing both singles in the coincidence and a new line sep-

arating each coincidence in the final data output file. Other parameters which can
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be recorded by GATE are outlined in the GATE User Manual [11].

3.3.10 Simulation Time and High Performance Computing Grid

GATE simulations are often extremely slow as there are large numbers of sen-

sitive volumes through which radiation is transported. Furthermore, PET studies

have extremely low sensitivity, meaning a large number of primary photons need

to be simulated in order to achieve significant statistical accuracy within the study.

Variance reduction techniques that increase simulation speeds have been introduced

in the latest version of GATE (version 4.0) however none were available in the older

versions of GATE, the platform on which these simulations were undertaken.

Simulations using a single computer proved to be extremely slow and often nu-

merous compromises were made in relation to the statistical sampling in order to

have reasonable simulation times. The simulation time in all simulations was set

to 360 seconds. For an 8 axial ring detector (1 detector module), a simulation

takes approximately 2 weeks of real time on a single core processor, and demon-

strate a poor signal to noise ratio. Hence, a solution requiring multiple simulation

threads was required. The Centre for Medical Radiation Physics has invested in

the development of a High Performance Computing Grid in order to provide access

to undertake Monte Carlo simulations. This cluster presently consists of 50 nodes

(11× Pentium D 3.2GHz with 2GB RAM, 7× Pentium Quad Core 2.4GHz with

2GB). As there is significant queuing, 8 nodes are made available to a user at a

given time. For GATE studies, 8 identical simulations with different random seeds

were run simultaneously with data combined once all simulations were completed.

Later versions of GATE released during the final stages of this study support cluster

based simulations, however are only able to output data in ROOT format. As ASCII

data was required for this study, manual splitting of simulations and recombination

of data was required before analysis.



CHAPTER 4

SINOGRAM BINNING APPLICATION

4.1 Introduction

The sinogram binning application developed for this study is extremely flexible

and able to adapt to nearly all data sets provided by the “cylindricalPET” family

of scanners in GATE. It utilises user input on the geometry of the scanner and data

from the output file to create a sinogram from the Monte Carlo data. Sinograms

have been traditionally used with single layer detector systems, yet limited studies

have documented the use of sinograms for systems with depth of interaction [51].

The sinogram constructed in this study is represented using a 3D array, the first

two dimensions representing the radial position of the Line of Response (LOR) and

the angle of the LOR, whereas the final dimension represents the slice of the image

that the LOR is binned into.

The application is split into a number of smaller functions: the user input stage,

the reading in of coincidence data from the Monte Carlo output files, the calculation

of the LOR for the sinogram and finally the data output stage. The sinogram

binning application underwent several revisions, starting at version 1.0 and going

up to version 1.4, with version 1.3 and 1.4 used extensively in the processing of the

data presented in study. There are a number of areas that can be developed further

within this application which are discussed in Chapter 7.

The main purpose of the sinogram binning application is to determine the LORs

from the coincidence data. For a given coincidence, it carries out the following:

• reads in the detector IDs of each “single” in the coincidence

• calculates the position of each “single” in the world referential volume

65
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• determines the equation of the LOR in the cartesian coordinate system using

each of the 2 singles recorded per coincidence

• determines the radial distance of the LOR from the centre of FOV and the

angle the LOR makes with a predetermined fixed reference as well as the axial

slice the LOR is binned into

• increments the element of the sinogram represented by the LOR

• writes sinogram data out to file.

A summary of each main function within the application is provided in the

following sections.

4.2 User Input

The sinogram binning application is extremely flexible, able to handle data from

any scanner of the “cylindricalPET” system specified in GATE. The user is required

to specify the following:

• ring radius

• the number of rsectors in the ring

• the crystal size

• the depth of the detector module in the radial direction

• whether there are multiple detector modules in axial direction of the scanner.

If so, the following information must also be provided:

– the number of detector modules placed axially

– whether coincidences between different detector modules can be accepted

and if so, the maximum ring span

• the number of crystals in the axial direction of a module
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• the number of crystals in the tangential direction of a module

• the number of crystals in the radial direction of a module (ie. the number of

depth of interaction layers)

• the energy window thresholds (in MeV).

There are also a number of other parameters which the user is required to specify

including:

• method of position calculation (Section 4.9.5)

• upsampling factor (Section 4.7)

• whether the gantry is rotating

• whether there is Compton scatter information in the simulation data

• whether there is information on the positron annihilation positions in the

simulation data (not physically obtainable data)

These parameters are used to determine what information is present in the data

output file. If parameters are entered incorrectly by the user, errors can occur when

reading in the data as well as in the sinogram binning process which can result in

segmentation faults or incorrect sinograms.

4.3 Reading in Data

The data from the simulations is stored in numerous large ASCII data files. The

Monte Carlo simulation continuously writes data out into these data files, storing

various selected parameters for each “single” detected within a coincidence. The

single line in the output data file holds information about both singles within the

coincidence. A typical single line of data (although presented as two) from an output

file is shown below.
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7.65540223966124333543348e+00 | 5.209e-01 | 1.052e+02 -1.321e+02 4.503e+00 | 0 269 0 0 46 0 | 0 | 1 | 3.825e-01

7.65540223941802544516122e+00 | 4.544e-01 | -1.372e+02 9.270e+01 -5.692e+00 | 0 127 0 0 21 0 | 0 | 2 | 3.825e-01

A detailed description of each element in the data from the first line above is

provided below. The second line contains the same information, however for the

second “single” within the coincidence.

7.65540223966124333543348e+00 : timestamp of 1st “single” (in seconds).

5.209e-01 : energy deposited in the crystal by 1st “single” in MeV (after digi-

tisation module has undertaken processing of individual hits and energy resolution

blurring).

1.052e+02 -1.321e+02 4.503e+00 : X, Y, Z positions in world volume of the

interaction within the crystal sensitive volumes. This information is not accessable

from a real scanner as it requires infinitesimally small volume elements for accu-

rate determination. It is used to show the theoretical limits of performance for

comparison (discussed in further detail in Section 4.9.5).

0 269 0 0 46 0 : the detector IDs as specified by GATE. From first to last,

each number represents the ID of the volume attached to the “base” level of the

system, the rsector, the module, the submodule, the crystal and layer. Since only

rsectors and crystals are defined in the system geometry, all other numbers in the

detector IDs are always zero. As all of the detector IDs are printed out in a group,

it is not possible to output only the rsector and crystal IDs.

0 1 : the number of Compton interactions in the phantom before reaching de-

tector and the number of Compton interactions in detectors before reaching the

detector respectively.

3.825e-01 : the angular position of the gantry when that coincidence was mea-

sured (used for rotating gantry studies only).
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4.4 LOR Calculation

The radial distance of the LOR from the origin and the angle it makes with

the specified reference frame must be calculated in order to place the LOR into

the sinogram (shown in Figure 4.1). The detector ID specified for each “single”

provides the position of interaction accurate to the nearest crystal, as a real scanner’s

electronics modules would. The two positions from each coincidence are translated

into cartesian coordinates in order to determine the LOR.

The reference frame used in the definition of the geometry is the same as that

used in traditional quadrant definition (quadrant 1 is the top right quadrant, 2 is

top left, 3 is bottom left and 4 is bottom right).

In order to calculate the LOR the cartesian coordinates of the position of inter-

action for each of the singles in the coincidence must be determined. A number of

calculations using the user input specifying scanner geometry parameters and some

trivial coordinate geometry is required. The following list outlines the calculations

required to determine the cartesian coordinates of the crystal elements in which the

θ
LOR

r
LOR

Figure 4.1: The radial distance of the LOR and the angle it makes with a fixed
reference frame
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coincidence is measured between. A more detailed analysis of these processes is

given in the following sections:

• Determine the angles of the rsectors that each single is measured in

• Calculate the distances from the origin to the centre of the crystals in which

each single is measured in

• Using the radial distance of the crystal and the angle of the rsector, calculate

the x and y coordinates of each of the singles in the coincidence

• Using the crystalIDs and the SSRB, determine the axial position for the origin

of the LOR.

4.5 Interaction Position Calculation

The angular position of the rsector with respect to the reference frame can be

calculated using:

rsector angle =
rsectorID

number of rsectors
× 360o (4.1)

When specifying the geometry of the scanner, GATE defines the crystalIDs inside

an rsector as shown in Figure 4.2.

The radial distance from the centre of field of view to the crystal can be cal-

culated by determining the depth at where the crystal is. This can be calculated

according to:

radial distance = ring radius +

(crystalID) mod (number of layers)× crystal size +

1

2
× crystal size

(4.2)
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Figure 4.2: CrystalIDs within an rsector

A detector module showing eight 3 × 3 × 3 mm3 crystals in the axial and radial

directions is shown in Figure 4.3 illustrating the crystalIDs and the axial position

coordinates. The central point of the detector module in the axial direction is

considered to be the axial central point.

The angle of the rsector and the radial distance of the crystals are used to

determine the cartesian coordinates of the crystals as shown in Figure 4.4.

The x and y positions are calculated using:

x = radial distance × cosθ (4.3)

y = radial distance × sinθ (4.4)

As the quadrant specification follows a mathematical convention, the placement
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0 8 16 24 32 40 48 56

0 mm 24 mm-24 mm

axial direction

Figure 4.3: The axial positions of various crystals along a detector module contain-
ing 3mm crystals

radial distance
y

x

θ

Figure 4.4: Using the angular position and radial distance to calculate the cartesian
coordinates
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on the negative or positive side of an axis is automatically taken care of by the

trigonometric expressions in equations (4.3) and (4.4).

The axial origin of the LOR according to the SSRB can be calculated similarly

using the crystalIDs according to:

axial position =

{
− crystals in axial direction

2
+

crystalID

crystals in axial direction
| +

1

2

}
× crystal size

(4.5)

Since the first column of pixels lies in the negative section of the axial plane,

the distance from the centre of the rsector module to a position half a crystal width

from the edge needs to be subtracted in order to provide the axial position in terms

of the cartesian coordinate reference frame.

4.6 LOR Calculation

The radial distance (rLOR) from the origin and angle (θLOR) of the LOR are

calculated using the cartesian coordinates of the crystals determined in the previous

section as illustrated in Figure 4.5.

The angle of the LOR can be simply calculated using:

θLOR = tan−1(
y2 − y1

x2 − x1

) (4.6)

The radial distance calculation requires the y-intercept of the LOR to be de-

termined (illustrated in Figure 4.5). Utilising the two-point formula in coordinate

geometry and the knowledge that x=0 at the y-intercept, the expression for the

y-intercept becomes:
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LOR

y-int

Figure 4.5: Calculation of LOR angle and radial distance

yint = y1 − x1 ×
y2 − y1

x2 − x1

(4.7)

The radial distance of the LOR from the centre of FOV then simply becomes:

rLOR = |yint × cosθLOR| (4.8)

The average axial position is calculated using the SSRB algorithm described

in detail in Section 2.11.3. Figure 4.6 shows the two axial positions at which the

LOR is drawn between being averaged to specify the point at which the LOR is

determined to originate from. The SSRB algorithm determines the axial position

of the origin of the LOR as:

zaverage =
z1 + z2

2
(4.9)

The number of axial slices in the final reconstruction in this study was set to
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Figure 4.6: Calculation of source of the LOR in the axial direction

the same as the number of rings in the detector. That is, if there are 8 crystals in a

single detector module along the axial plane, 8 sinograms are produced and hence

8 independent reconstructed images. This choice was made, inititially to minimise

the amount of data output from the sinogram binning application as traditional

scanners employ 2N - 1 slices (where N represents the number of axial crystal

modules). Increasing the number of slices in the final reconstruction to 2N - 1 slices

is considered in Section 7.1.9.2.

The calculated average axial position for each LOR determines the slice of the



76

sinogram into which the LOR is placed using:

slice = round(
zaverage +

crystal size

2
crystal size

) +
number of axial crystals

2
(4.10)

The values determined for rLOR, θLOR and the slice are sent to the next step of

the program, the sinogram binning stage.

4.7 Sinogram Binning

The size of the sinogram determines the output resolution of the reconstructed

image. Often, the number of projection angles in a system restricts the dimensions

of the sinogram which are generally equal to half the number of detector modules

in the ring.

Placing interactions from multiple layers of crystal into a single sinogram effec-

tively results in upsampling along the projection angle axis of the sinogram. That

is, smaller angular increments are possible in the angular sampling as shown in

Figure 4.7.

The angles of projection described by the lines at angles θ1 and θ2 in Figure 4.7

are adjacent angles of projection in a traditional scanner design. Depth of interac-

tion data allows projection angles at values inbetween the existing projection angles

expressed by lines at angles of θ1 + ∆1 and θ1 + ∆2 (and all other unlabelled lines

between the existing projection angles θ1 and θ2) effectively allowing smaller in-

crements in the projection angle. These additional projection angles result in an

increased number of pixels in the constructed sinogram leading to increased sam-

pling. If there are significant LORs within the new projection angles, an increase

in the resolving power may be observed, as well as a reduction in the radial elon-

gation artefact. However, the improvement is negligible at positions where LORs
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Figure 4.7: The upsampling effect due to DOI information data being available from
a detector module (not to scale)

are normally (or close to normally) incident on the crystals as the depth of inter-

action provides no additional information than what is available from a single layer

of crystal. These “zero efficiency” bins are confirmed in [51].

Having 8 layers of crystal does not necessarily provide 8 times upsampling due
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to degenerate LORs. That is, certain LORs from deeper level crystals have radial

distances and angles similar or identical to LORs already commencing from adjacent

detector modules. This also results in zero efficiency bins within the sinogram

and methods such as rotating the gantry are required to create greater angular

sampling [52], a technique which has been incorporated in the current studies.

The “upsampling factor” provided by the user is a measure of the dimensions of

the sinogram. As the upsampling factor increases, the dimensions of the sinogram

also increases allowing smaller angular and radial increments between adjacent sino-

gram elements. By default, the upsampling factor is set to 1 providing the same

resolution as in a monolithic scintillator crystal system. Higher upsampling fac-

tors allow LORs originating from deeper level crystals with slightly different radial

distances and angles to be accepted and subsequently recorded as unique data.

The number of array elements in the sinogram increases with the square of the

upsampling factor. The “real space” inside the FOV is therefore being represented

by increasingly smaller pixels in the sinogram. Hence, a scaling factor between real

dimensions (as rLOR and θLOR are) and sinogram pixels representing rLOR and θLOR

exists within the code. This factor is defined by:

rLOR pixels =
rLOR

radial scaling factor
(4.11)

θLOR pixels =
θLOR

angular scaling factor
(4.12)

The radial and angular scaling factors relate to the real dimensions of the detec-

tor geometry. In this instance, the radial size of the detector geometry is approxi-

mately 350 mm (300 mm ring diameter and two 24 mm deep scintillator units on

either side of the ring), and the angular scaling for the sinogram considers LORs

which are up to 180o apart from each other. The radial and angular scaling factors
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are described by:

radial scaling factor = 350÷ number of radial bins in sinogram (4.13)

angular scaling factor = 180÷ number of angular bins in sinogram (4.14)

The number of radial bins and angular bins as mentioned previously is deter-

mined by the number of detector modules present. However, the upsampling factor

needs to be considered as well, and the number of radial and angular bins is scaled

according to the upsampling factor based on:

number of radial bins =
number of detector modules

2
× upsampling factor

(4.15)

number of angular bins =
number of detector modules

2
× upsampling factor

(4.16)

The sinogram is defined in the progam as a 3 dimensional array, the first element

representing the radial position of the LOR, the second being the angular position

and the 3rd representing the axial slice.

sinogram[radial position][angular position][axial slice]

The size of this array is modified according to the input parameters producing

a sinogram with dimensions (number of radial bins) × (number of angular bins)

× (number of axial crystals × number of axial modules). Using the values calcu-

lated for rLOR, θLOR and the axial slice in the previous section of the code, the

corresponding sinogram element is incremented.
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The values of rLOR pixels and θLOR pixels calculated are in floating point form

(ie. numbers with decimal points). The sinogram array elements are discretised

and therefore are referred to in integer form. In order to determine the sinogram

element that the LOR falls into, the values for rLOR pixels and θLOR pixels need to be

rounded into integer form. The rounded values access the desired elements in the

sinogram with the value of that element incremented by 1.

Rounding of the rLOR pixels and θLOR pixels values for array referencing can how-

ever result in a significant reduction in the spatial resolution of the sinogram and

furthermore can cause unwanted discretisation artefacts. In order to not “waste”

the floating point information for rLOR pixels and θLOR pixels, a unique solution was

developed. A 1 pixel wide scoring kernel surrounding the rLOR pixels and θLOR pixels

positions in the sinogram is first visualised. This kernel allowed contributions from

adjacent pixels to be accounted for by determining the amount of the kernel over-

lapping these surrounding elements. A graphical representation process is shown

in Figure 4.8 with example rLOR pixels and θLOR pixels values of 2.25 and 2.4 pixels

respectively. The axial position is not significant in this process.

With versions 1.0 to 1.2 sinogram binning application, the only element in-

cremented would be the element corresponding to rLOR pixels=2 and θLOR pixels=2.

Version 1.3 and 1.4 of binning algorithm allows scoring into:

• rLOR pixels=1, θLOR pixels=1 (Area A1)

• rLOR pixels=1, θLOR pixels=2 (Area A2)

• rLOR pixels=2, θLOR pixels=1 (Area A3)

• rLOR pixels=2, θLOR pixels=2 (Area A4)

The contribution to each element corresponds to how much of the scoring kernel

overlaps with the element (shown in the graphical representation in Figure 4.8).

The areas of A1, A2, A3 and A4 are calculated using the floating point values for
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Figure 4.8: Sinogram Binning using a 1 pixel scoring kernel

rLOR pixels and θLOR pixels. The corresponding values for A1, A2, A3 and A4 are then

added to the sinogram element in which they lie. This results in a much “smoother”

and accurate sinogram with fewer discretisation errors as shown in Figure 4.9. The

reduction in the discretisation errors can clearly be seen at the centre of the FOV.

4.8 Data Output

The final stage of the sinogram binning application is to output the sinogram

into data files ready for reconstruction. The data format for a given output file has

X rows and Y columns where X is the number of elements in the radial bins within

the sinogram and Y is the number of elements in the angular bins. Each element in

the output file represents the number of counts for a LOR with given radial distance

from the origin and angle.

There are a number of sinogram output files, each representing a different ax-

ial slice. For sources placed at the centre of the axial field, central slices record a

higher number of counts than the slices at the axial extremities. This is as a result
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(a)

(b)

Figure 4.9: A comparison of the results of the (a) original binning (v1.0, v1.1,
v1.2) and (b) new binning (v1.3, v1.4) techniques. There are fewer discretisation
errors within (b), especially at the centre of the sinogram and all of the lines in the
sinogram appear “smoother”.
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of the SSRB algorithm determining the average axial position to be close to the

axial centre. The magnitude of the counts recorded in the 8 slices for sources placed

at the axial centre are shown in Figure 4.10. The slices exist from the axially most

negative position in the world volume to the axially most positive position. The

top row contains slices 1, 2, 3 and 4 while the bottom row contains slices 5, 6, 7 and

8. The sources are placed at the position represented by the boundaries of slices 4

and 5. The number of counts recorded in these central slices is significantly greater

than in slices 1, 2, 3, 6, 7 and 8. In order for these lower counts to be visible, the

brightness of the image was adjusted, resulting in “clipping” of the counts in the

central slices. That is, greyscale values have been forced to their maximum value

(white) by this process.

Figure 4.10: The sinograms for each of the 8 slices. The sinograms start on the top
left at the axially most negative position and the bottom right sinogram is at the
axially most positive position.
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4.9 Advanced Features

4.9.1 Introduction

The basic function of the sinogram binning application was outlined in the pre-

vious sections of this chapter, however the application has numerous other features

which allow it to be robust and adaptable to other types of data from Monte Carlo

PET scanners. An outline of the advanced features is presented in the following

sections.

4.9.2 Crystal Rebinning

As stated in Section 2.9.1, different crystal types are sandwiched together to

provide a module with multiple layers, capable of DOI measurements. The total

thickness of the crystals is comparable to monolithic crystal detectors in order to

maintain sensitivity. The amount of DOI information that can be extracted from

a phoswich scanner is affected by the number of different layers present and the

ability to localise a signal to a specific layer. It is possible to mimic the behaviour

of a phoswich scanner for this data using a crystal rebinning technique. The user

can choose how many layers of DOI information are to be provided to the sinogram

binning process. This relies on the DOI data being acquired correctly from the

GATE study with a greater or equal number of layers in the Monte Carlo study

than required by the sinogram binning process. If the user has specified different

values for the rebinned number of crystals and the actual number of crystal layers,

rebinning of the data is undertaken. Figure 4.11 shows the change in the depth of

each crystal for an 8 layer module being rebinned into a 4 layer module.

Section 4.4 presented the calculation associated with determining the centre

of the crystal element in which the pulse is detected. When rebinning the data

into a different number of layers, the centroid of the element in which the pulse

is determined changes according to the number of layers the data is being binned
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original 
crystals rebinned 
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Figure 4.11: Rebinning of DOI to simulate phoswich scanners; in this case, 8 layers
are rebinned into 4 layers making each crystal twice as long

original position

rebinned position
change in radial position due to rebinning

BEFORE
REBINNING

AFTER
REBINNING

Figure 4.12: Rebinning of DOI for a pulse from an 8 layer module into a 4 layer
module

into. This positional change depends on the number of rebinned layers the user

defines. Figure 4.12 again shows the 8 layers of data being rebinned into a scanner

containing 4 DOI layers with the positional errors associated to rebinning. The

errors effectively reduce the accuracy of the DOI information and by using this

data, the effect of decreasing the number of DOI layers on the spatial resolution can

be quantified.
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4.9.3 Larger Detector Modules

In many PET scanner designs, detector modules contain multiple crystals in

the axial and tangential direction (as well as the radial direction if they record

DOI). It is therefore necessary to make the sinogram binning application capable

of processing data from detector modules with multiple tangential elements within

a detector.

The specification of crystalIDs for a module with multiple tangential elements

is different to modules which contain only 1 tangential element. As Figure 4.13

shows, the crystalIDs are first incremented along the radial direction and then the

tangential direction and finally the axial direction. The sinogram binning applica-

tion upto this point is only capable of determining the position of the block directly

along its central axis. A method of determining the position of points of interaction

at positions away from the central axis of the larger detector module was developed

using a set of correction factors for the radial and tangential directions as well as

the angular shift.

For a larger detector module with multiple crystals in the axial and tangen-

tial direction, the radial distance simply becomes the ring radius plus the radial

correction factor. The radial correction factor is specified by:

radial correction =

{
floor

crystalID mod layers per module(
layers per module

rebinned number of layers

)
 +

1

2

}

× crystal size× layers per module

rebinned number of layers
(4.17)

The reference to “floor” in this and future equations is a mathematical function

available in C++ which rounds a floating point value down to the nearest integer
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Figure 4.13: Larger detector modules and the method by which the detectorIDs are
incremented

value.

The tangential correction factor is specified as:

tangential correction =

{
− 1 × crystals in tangential direction

2
+ floor(

crystalID mod (crystals in tangential direction× rebinned number of layers)
rebinned number of layers

)
+

1

2

}
× crystal size

(4.18)

The angular correction is determined by using the tangential correction and the

radial distance resulting in:

angular correction = tan−1

(
tangential correction

radial distance

)
(4.19)
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Figure 4.14: The tangential and axial corrections (not to scale)

The new distance from the centre of FOV is determined using Pythagoras’ The-

orem and the correction factors as illustrated in Figure 4.14. At this point, the

position calculation process returns to Equations (4.3) and (4.4) and follows on as

previously outlined in Section 4.6.
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4.9.4 Rotating Scanner

In some circumstances, it is possible to achieve identical LORs from interactions

within different crystal and rsector pairs. An example is shown in Figure 4.15 where

a single LOR can be recorded from 2 different sets of detectors.

                         
Figure 4.15: LOR redundancy showing 2 different possible coincidences which can
create a single LOR

In order to fully utilise the 8 layer features of this detector module, the gantry

can be rotated slowly leading to greater angular sampling. Rotating the gantry

effectively simulates the detector ring being filled completely with scintilator crystals

as a static gantry has dead space between detector modules. The dead space between

the detector modules forces certain LORs to not be recorded resulting in decreased

sensitivity and zero efficiency bins within the sinogram. However, if the rate of

rotation is appropriately selected, the dead space can be made to appear as if they

are filled with scintillator crystal and enable the recording of other LORs which

may not have been measured if the gantry was stationary.
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If the user specifies that rotation data has been recorded in the simulation output

files, the gantry angular position is considered when calculating the angle of the

LOR.

4.9.5 Cartesian Coordinate Rebinning

The GATE simulations can be set up not only to provide detectorIDs for each

coincidence but also to provide the exact position of each single measured within

the crystal. It is not possible to acquire this data in an experimental study as in-

finitesimally small, optically isolated sensitive volume elements are required. This

feature is incorporated into the sinogram binning program to indicate the theo-

retical limit of performance for a given detector geometry and sinogram binning

parameters. As this method utilises the exact coordinate of interaction, there are

no discretisation artefacts observed and hence the sinogram is far superior to any

of the other detectorID sinogram rebinning with the same upsampling factor. The

sinograms when using both detectorIDs and exact cartesiathen coordinate binning

methods is shown in Figure 4.16.

During the user input stage, the user can specify whether the sinogram binning

is undertaken using detectorIDs or cartesian coordinate information. If the carte-

sian coordinate option is selected, the interaction position calculation described in

Section 4.4 is skipped as the coordinates of the interaction position are known from

the data directly.

4.9.6 Multiple Axial Detector Module Geometries

As a single module in this study has 8 rings covering 24 mm in the axial direction,

it is necessary to incorporate a number of modules in order to provide greater

coverage in the axial direction. The rsector IDs for a single axial module scanner

increments together with the adjacent angular position of the rsector. For multiple

axial modules, consecutive rsector IDs correspond to rsectors at the same angle but
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Figure 4.16: Cartesian coordinate sinogram binning (left) vs DetectorID binning
(right). An improvement in the “smoothness” of each line within the central line
in the sinogram can be noticed, as well as a decrease in the width of the lines when
the cartesian coordinate method is employed.

axially adjacent modules. Hence, in a multiple axial module scanner, angularly

adjacent rsectors at a given axial position have rsector IDs that are separated by

the number of axial modules in the scanner. Additional code is embedded in the

interaction position calculation code (as specified in Section 4.4) to account for

multiple axial modules.

As photons scatter within bodies, they not only deflect in transaxial plane but

in the axial plane as well. GATE rejects coincidences which occur within 3 rsectors

of each other, however no such mechanism is in place for the axial direction for

multiple axial modules. The sinogram binning application allows the user to reject

coincidences which occur between elements in modules separated by a user specified

value. That is, the user can choose to reject coincidences occuring outside a specified

ring span. A ring span of 8 corresponds to “singles” detected within the same

ring (as observed in a single ring system). Rejection of inter-ring scatter leads

to a reduction in the number of random coincidences. However, it also leads to

a reduction in the sensitivity of the scanner. Figure 4.17 shows a cross section
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in the axial direction (N.B. multiple layers are not shown for clarity). This shows

coincidences which do and do not meet the selection criteria for a specified ring span

of 24. That is, if the 2 positions within the coincidence are separated by greater

than 24 rings, it will be rejected and not counted.

module 1 module 2 module 3 module 4

rs=10

rs=25

rs=13

rs=24

Figure 4.17: An axial view of a scanner with a specified ring span of 24 illustrating
the LORs that will be accepted and rejected

4.9.7 Energy Discrimination and Histograms

The energy of each interaction is recorded by the Monte Carlo simulations and

stored in the output data file as described in Section 3.3.9. In order to prevent having

to perform multiple simulations with different energy windows, a single simulation

with an energy window from 150-650 keV is considered for each study. The sinogram

binning application then undertakes post filtering of the coincidence to ensure that

the recorded energies for that coincidence lie within the specified LLD and ULD

values set by user input. If the energy deposition of each coincidence lie within

the discriminator values, further calculation of the LOR takes place, however if the

energy deposition lies outside, the coincidence is ignored and the next coincidence

read in. By increasing the value of the LLD, the amount of coincidences rejected

by the photons increases significantly.

The user can also analyse the energy depositions within the coincidences. The



93

energy data can be processed by the sinogram binning application and placed in

an output file in the form of a histogram. If processed, the output file contains

two columns, the 1st being the energy deposited and the 2nd being the number of

interactions recorded in that energy bin. The data can be processed offline by a

spreadsheet or graphing package.

4.9.8 Unscattered/Scattered Coincidences Ratio

One of the parameters that can be selected using the data output mask in GATE

is a recording of the number of Compton interactions within the phantom and the

detector crystals. The number of interactions within the phantom cannot be directly

measured in an experiment and accurate measurement of scattering between crystals

is a challenging task due to lack of energy and timing resolution. Hence, Monte Carlo

information can provide an insight into these aspects. During the user input stage

of the sinogram binning application, the user can specify whether Compton scatter

data is present within the data. If this flag is incorrectly selected, subsequent data

read in from the Monte Carlo output is placed in the incorrect variables and errors

in the sinogram binning application can occur.

The number of interactions within the phantom provides a relatively simple

method of determining the amount of scatter in a study. The sinogram binning ap-

plication determines whether a given coincidence has a photon which has Compton

scattered within the body and if so, increments a scattered coincidences counter.

The number of unscattered coincidences is also recorded and at the end of analysing

the data set, a ratio for the unscattered to total coincidences is calculated using:

unscattered photon ratio =
unscattered coincidences

scattered coincidences+ unscattered coincidences

(4.20)
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4.9.9 .info File

An information file containing the parameters used in binning the sinogram is

also provided at the completion of sinogram binning. This file provides information

related to the ring geometry, the number of counts analysed, upsampling factor,

method of interaction and position calculation to name a few. It is provided as

a reference point for the sinogram slices as it is not possible to embed this data

within the sinogram data, nor is it possible to provide the sinograms with detailed

filenames which contain all the necessary information.

4.10 Image Reconstruction and Analysis

The sinograms obtained in this study are reconstructed using a Radon Transform

(Backprojection) plugin [53] available for ImageJ [54] which is a freely available Java

based image processing toolkit with a wide range of scientific data analysis tools.

A typical sinogram constructed from a Monte Carlo study along with a measured

line profile showing the ImageJ user interface is shown in Figure 4.18.

The Radon Transform plug requires 8-bit greyscale images with the number of

projection angles and the size of the angular increments, as well as the type of filter-

ing required. The NEMA specifications for quantification of a PET scanner suggest

the use of a ramp filter with cutoff at the Nyquist frequency for reconstruction.

The sinogram binning application does not provide the sinogram in the correct

format for the Radon Transform plugin to reconstruct and hence requires manip-

ulation using a graphical editing program. A detailed description of the process

required to reconstruct the image using the Radon Transform plugin is provided in

Appendix B.

The zoomed-in reconstructed image of a series of point sources is shown in Figure

4.19. A straight line is drawn through the sources and the profile measured along

the line using the “Plot Profile” feature in ImageJ.

The real distance between the peaks in millimetres is known and a calibration
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Figure 4.18: The ImageJ user interface with a measured line profile of a section of
a sinogram

factor for the distance versus reconstructed image pixels is determined. Using this

quantity, the point spread function (PSF) of each source can be measured, a measure

of the spatial resolution of the scanner at that point.
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Figure 4.19: A reconstructed image showing 7 point sources



CHAPTER 5

EXPERIMENTAL VERIFICATION OF SINOGRAM BINNING

APPLICATION

5.1 Introduction

The sinogram binning application is the greater contribution to the work pre-

sented in this thesis. The accuracy of the results presented is highly dependent on

the performance and limitations of the sinogram binning application. Experimental

work was undertaken to provide verification that the sinogram binning application

operates as expected using a MicroPET Focus 220 scanner at the Brain and Mind

Research Institute (BRMI), Camperdown, Australia. There have been numerous

studies published related to Monte Carlo studies of MicroPET scanners and this

study is not attempting to supersede the results presented previously; this study is

designed to compare the Point Spread Functions (PSFs) across the FOV for exper-

imental data with the GATE simulation data processed with the sinogram binning

application. Agreement between both sets of data provides offers verification of the

sinogram binning application and suitability for future use.

5.2 MicroPET Focus 220 Small Animal PET Scanner

As only 4 detector modules of the proposed design exist, the MicroPET Fo-

cus 220 scanner was selected as an alternative as it was readily available and had

been previously modelled extensively in GATE. The MicroPET Focus 220 is a high

resolution small animal PET scanner. It has 4 rings of diameter of 260 mm con-

taining 42 detector modules each. The detector modules have a 12 × 12 array of

1.5 × 1.5 × 10 mm3 LSO crystals. The active field of view is 196 mm.

97
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The hierarchy of the sinogram binning application requires that a “cylindri-

calPET” family scanner is defined with a mother “rsector” volume filled with smaller

“crystal” volumes. In the case of the MicroPET scanner, each rsector volume is

19.1 × 19.1 × 10 mm3 containing a 12 × 12 array with 6 layers of 1.5 × 1.5 × 1.5

mm3 LSO scintillator. One of the major limitations of the sinogram binning ap-

plication is the requirement of cubic crystal volumes, hence the necessity to define

6 layers of crystal whereas in reality, the MicroPET scanner utilises only a single

1.5 × 1.5 × 10 mm3 crystal element. Using six 1.5 × 1.5 × 1.5 mm3 cubic crystals

results in an extra 0.5 mm of crystal in the radial direction however the result of

this is minimal as most photons are absorbed within the first few millimetres of the

the crystal. The data from the multiple layers is combined in the sinogram binning

application to simulate a single 10 mm long crystal.

5.3 Phantom for Experimental Work

The experiments required the building of a phantom which could be easily mod-

elled in GATE. A large hollow cylinder was selected as the basic shape of the

phantom and was able to have “hot” active sources placed inside, isolated from the

“background”. An illustration of this phantom is shown in 5.1. The hollow section

can be filled with water and radioactive FDG to create the “background” activity

in order to create a scatter contribution to the acquisition. The hot sources are

placed at positions as used in the Monte Carlo studies with line sources placed at

the centre of FOV, 10 mm, 30 mm, 50 mm and 70 mm off-centre of the FOV. The

phantom is constructed out of perspex has an external diameter of 180 mm and is

65 mm thick with internal dimensions of 165 mm and 50 mm respectively. A top

view and a cross sectional view are shown in Figure 5.2 and Figure 5.3 respectively.

A number of large screw holes are placed into the phantom to enable filling and

draining of the hollow part of the phantom. Each screw is made out of nylon with

the threaded section covered with thread tape to provide better water-sealing. A
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top

Figure 5.1: An outline of the phantom used in the experimental work

0 10 30 50 70

180 mm

top

165 mm

Figure 5.2: A top view of the phantom
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Figure 5.3: A cross sectional view through the dotted line shown in Figure 5.2

≈10mm

removable nylon screw

screw penetrates 
into volume <5mm

Figure 5.4: The screw mounting within the phantom

diagram illustrating the screw mounting is shown in Figure 5.4.

The tubes in the phantom are made out of a long section of 4 mm external

diameter, 2.5 mm internal diameter glass capillary. The required 50 mm lengths

are cut and insterted into the holes in the phantom and sealed using a liquid perspex

glue. A cross section of the tube mounting is shown in Figure 5.5.
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glass
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perspex

perspex glue

4 mm

Figure 5.5: The mounting of the glass tubes

5.4 MicroPET Focus 220 Experiments

The phantom was filled with 1.07 L of water and an initial transmission study

undertaken with a Cobalt-57 point source. This transmission study was used for

attenuation correction of all other acquisitions. A figure showing the phantom on

the microPET bed awaiting imaging is shown in Figure 5.6

The capillaries (shown in Figure 5.7) used in this study for containing the ra-

dioactive liquid have an external diameter of 0.8 mm and an internal diameter of 0.5

mm. They were filled with Fluorodeoxyglucose (FDG) and inserted into the hollow

tubes of the phantom. The ends of each capillary were pressed into a putty-like

sealer to ensure the FDG remained inside the tube. The total volume of liquid

inside the capillary was approximately 0.1 mL.
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5.4.1 Source to Background Ratio Studies

The Monte Carlo studies undertaken investigated unrealistic scenarios with sim-

ple point sources in air and in a large homogenous water phantom. A more common

clinical situation includes hot sources placed inside a volume with background ac-

tivity. A number of tests investigating the tumour to background activity ratio

were undertaken on the MicroPET scanner. The activity ratio of the sources to the

background was initially set to 3:1 with a total activity of 37.5 MBq inserted into

the phantom. A 20 minute acquisition period was used with the LLD and ULD set

to 350 keV and 650 keV respectively and the coincidence window set to 6 ns. The

Figure 5.6: The phantom on the microPET bed awaiting insertion into the detector
ring

Figure 5.7: The capillaries filled with FDG used inside the tubes of the phantom
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(a) Pre-filtering (b) Post-filtering

Figure 5.8: Pre- and post-filtered image reconstructions of the water phantom and
sources acquired by a MicroPET Focus 220 Scanner. Filtering reduces some of the
high frequency noise at the expense of sharpness.

sinograms from the MicroPET are 288 × 252 pixels and form part of a 66 MB data

set containing LORs from various axial rings and segments. The central slice for

segment 0 (ie. axially normally incident LORs only) are extracted using IDL and

reconstructed using the method described in Appendix B. In this case however, the

sinograms are 288 × 252 requiring the sinogram to be resampled along the y-axis

to make it 288× 288 pixels and enable the Radon Transform plugin within ImageJ

to reconstruct it.

The final reconstructed images are rather grainy as shown in Figure 5.8(a) as

the acquisitions are relatively short when considering the injected activity and the

sensitivity of the microPET scanner. A smoothing filter was applied to each image

after reconstruction, removing some of the high frequency noise at the expense of

sharpness as shown in Figure 5.8(b).

The reconstructed images show the background activity of the cylinder quite

well. However, the sources, with an activity concentration 3 times higher, are not

discernable from the background as Figure 5.10(a) shows. The test was repeated

for background activity ratios of 5:1, 10:1 and 100:1 (as shown in Figure 5.9 (b), (c)

and (d) respectively) with identical results, where the sources could not be located.
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(a) 3:1 (b) 5:1

(c) 10:1 (d) 100:1

Figure 5.9: Reconstructed images from the microPET scanner for various source to
background activity ratios

This can be attributed mostly to the partial volume effect as the sinogram’s pixels

cover a significantly larger volume than the actual volume represented by the source.

The partial volume effect “smears” the small source’s activity over a larger pixel

reducing its brightness and the ability to differentiate it from the background.

5.4.2 Point Spread Function Studies

The activity within each of the capillaries was increased to 45 MBq and a 20

minute acquisition performed. The energy window had LLD and ULD values of 350

and 650 keV. The reconstructed images from these studies would enable the point

spread functions (PSFs) of the sources to be measured across the FOV. A zoomed
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(a) Experimental (b) Monte Carlo

Figure 5.10: The reconstructed point sources for (a) the experimental study and
(b) the Monte Carlo study

in section of the reconstructed point sources from the experimental is shown in Fig-

ure 5.10(a) while the Monte Carlo study for the same sources is shown in Figure

5.10(b). At this point in the study, the background activity had not been updated

and was approximately 2 half-lives old, reducing the activity in the phantom to

approximately 10 MBq. This constituted a source to background ratio of approxi-

mately 9000:1. In this study, only the sources are visible and the background is not

visible unless the brightness and contrast of the final image is significantly adjusted.

The PSFs were measured for each study and are shown in Figure 5.11. Along

with the data from the Monte Carlo and experimental studies, another set of spatial

resolution data as measured by Tai et. al. [55] has also been presented to show the

validity of the data from this study. The Tai study utilised a Sodium-22 source of

nominal size 0.5 mm placed inside a lucite disc moved across the FOV. An energy

window of 250 - 750 keV was used, along with a coincidence 6 ns.

As Figure 5.11 shows, the resolution of the Monte Carlo and experimental data

follows the same trend, however there appears to be a constant offset of approx-

imately 0.4 mm. This offset is predominantly due to the method in which the

sinogram is binned. The experimental data provides a sinogram that is 288 × 252

while the Monte Carlo sinogram is 336 × 336. The sinogram dimensions from the

sinogram binning application are determined by half the number of rsectors in the

ring (21) multiplied by the upsampling factor (in this case set to 16) as mentioned

Section 4.7 However, in this case, there is no DOI information as the microPET
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Figure 5.11: The experimentally measured and Monte Carlo PSFs of point sources
placed across the FOV

has monolithic crystals and selecting a higher upsampling factor simply increases

the dimensions of the sinogram without actually increasing angular and positional

sampling. It is anticipated in future studies that the sinogram dimensions can be

adjusted manually by the user without being automatically defined according to the

number of detector modules and the upsampling factor (discussed in further detail

within Section 7.1.14).

The study was repeated for two other LLD values, 250 keV and 150 keV and

identical PSFs were recorded. The only noticeable difference between the three sets

of data was the SNR value with increasing amounts of noise detected as the LLD

was reduced. Even with the LLD at its lowest value of 150 keV, the noise levels

were extremely low and had no effect on the measured resolution of the sources.
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5.5 Conclusion

The experiments carried out at the Brain and Mind Institute using the Mi-

croPET Focus 220 Scanner provide an excellent method of verifying the sinogram

binning application. As the data presented above illustrates, excellent correlation is

observed between the experimental data and the Monte Carlo data processed with

the sinogram binning application. Both sets of data also corresponds well with pre-

viously established resolution data as presented by Tai et al. Hence, the sinogram

binning application is a suitable tool for the processing of data produced by Monte

Carlo studies.



CHAPTER 6

APPLICATION OF SINOGRAM BINNING APPLICATION TO

ANALYSE MONTE CARLO DATA

6.1 Introduction

The work of this thesis centres on the development of a sinogram binning ap-

plication capable of accepting the depth of interaction data output from Monte

Carlo simulations of the newly developed detector module, as discussed in detail

in Chapters 3 and 4. This chapter presents the results of Monte Carlo simulations

analysed using the sinogram binning application, including optimisation of the sino-

gram binning application, point spread function (PSF) measurements and scatter

studies.

6.2 Sinogram Binning Optimisation

The sinogram established using a PET study plays a significant role in the

quality of the final image reconstruction. As mentioned in Section 4.7, the number

of detector modules around the ring determines the number of projection angles

that an LOR can possibly have. For n detector modules, there are n/2 possible

projection angles, subsequently, the sinogram has n/2 angular samples (the y-axis

of the sinogram). As the proposed detector modules contain DOI information,

further LORs are possible with smaller angular increments than a similar monolithic

crystal and hence upsampling of the data takes place as outlined in detail in Section

4.7. However, improvement in the spatial resolution can only be obtained if the

upsampling represents the LORs more accurately than non-upsampled data. If the

sinogram is upsampled by a much larger factor than necessary to represent all of

108
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the data, oversampling occurs and artefacts are observed in the sinogram, as can be

seen in Figure 6.1(a). This figure shows “zero efficiency” bins at the centre, or bins

which have not registered any counts inside them. That is, there were no LORs with

the radial distance and angle represented by those bins in the sinogram. The zero

efficiency bins are of significance as they can cause unwanted streak artefacts in the

image reconstruction. It is possible to create greater sampling in the sinogram by

rotating the gantry [52], resulting in some of the “zero efficiency” bins registering

counts. Figure 6.1(b) shows a sinogram from a rotating gantry. The difference

between the two sinograms is very slight and may not be visible in all prints of this

document. In the rotating gantry sinogram, note the increase in sampling observed

for the central sources with fewer “blocky” areas, especially at the exact centre of

the sinogram. However oversampling is still present, as are a large number of zero

efficieny bins. As a result of the improvement that has been demonstrated, the

gantry in all of the Monte Carlo studies presented in this chapter was rotated about

the z-axis at 0.5 degrees/sec.

In order to quantify the effect of upsampling on the PSFs, a simulation with point

sources at 0, 10, 30, 50, 70, 90 and 110 mm from the centre of FOV within a large

120 mm radius water phantom placed inside a 150 mm diameter ring containing 314

detector modules was undertaken. The data from this study was then processed with

different upsampling factors. The PSFs across the field of view was determined and

are shown in Figure 6.2. Increasing the upsampling factor, as somewhat expected,

resulted in an improvement in the PSFs. However, significant image artefacts are

observed in the reconstruction at the centre of FOV with increasing upsampling

factor due to the zero efficiency bins and inherent properties of the FBP algorithm.

The FBP algorithm creates streak artefacts as a result of insufficient sampling as

previously illustrated in Figure 2.27. The streaks are observable at the central point

sources in Figure 6.3 which shows the reconstructed images for different upsampling

factors. For this figure and all proceeding figures, smooth bezier curves were fitted
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(a) Stationary gantry

(b) Rotating gantry

Figure 6.1: Oversampled sinograms which have been produced by scanners (a) with
a stationary gantry and (b) with a rotating gantry
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Figure 6.2: The effect of upsampling on the resolution of sources across FOV for an
8 layered scanner

to the data using the gnuplot graphing package. The smooth beziers pass directly

through both the first and final data point while drawing a smooth curve between

those points.

An upsampling factor of 4 provides relatively uniform PSF results across the

FOV which is a suitable compromise between improvement in the resolution and

minimisation of image reconstruction artefacts. An upsampling factor of 8 improves

the resolution by approximately 25% but results in significant reconstruction arte-

facts at the centre of FOV (see Figure 6.3(d)). Therefore, an upsampling factor of 4

is considered optimal and all future sinograms processed in this study have utilised

this upsampling factor.



112

(a) 1 × upsampling (b) 2 × upsampling

(c) 4 × upsampling (d) 8 × upsampling

Figure 6.3: The effect of upsampling the sinogram in image reconstructions for a
common data set
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Binning a sinogram using the cartesian coordinate method, as discussed in Sec-

tion 4.9.5, allows elimination of factors inherent to the scintillator crystal geometry

and demonstrates the fundamental limits due to physical laws and the sinogram

binning method. As the positron range and Compton scatter are identical for a

given data set, changes in the resolution of the reconstructed point source can be

attributed as a result of the binning method. Cartesian coordinate data was ob-

tained from the same simulation as previously stated and Figure 6.4 shows the PSFs

across the FOV for various upsampling factors. Selecting an upsampling factor of

8 results in the best performance as the greatest accuracy is retained for the lines

of response. The PSF performance, however, does not continue to linearly improve

with upsampling factor as the positron range and Compton scatter factors become

prominent. In F-18 studies, the resolution limit for small animal PET investigations

is currently below 1 mm, however the blurring due to the positron range results in a

degradation in the resolution of between 0.1 and 0.2 mm full width half maximum

(FWHM) [22] [21].

There is significant improvement in PSF at the centre of the FOV as the up-

sampling factor increases. However, this improvement is not noted as a result of

the added DOI information gained by increasing the upsampling factor, rather, as

a result of increasing the dimensions of the sinogram. As the sinogram dimensions

increase, the physical space represented by each pixel becomes smaller. Using an

upsampling factor of 1 results in each sinogram pixel representing a physical area of

approximately 5mm2 in the transaxial plane whereas this decreases to 0.31 mm2 for

an upsampling factor of 8. Hence, for lower upsampling factors, regardless of the

ability of the scanner to accurately measure LORs, the upsampling factor and sino-

gram dimensions appears as the limitation in resolution. Manual determination of

the sinogram dimensions, independent of the upsampling factor is an improvement

to the sinogram binning application considered in Section 7.1.14.
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Figure 6.4: The effect of upsampling on the resolution of point sources across FOV
using cartesian coordinate data

The cartesian coordinate binning process yields significantly improved perfor-

mance to the detectorID method suggesting that having smaller crystals can allow

a higher upsampling factor for the data, an area investigated in greater detail in

Section 6.7.

6.3 Monlithic Crystal versus Segmented Crystal

Current PET scanners rely on long crystals in order to maintain high sensitivity

within the detection system. A typical example is the module proposed by Casey

et al. [27] utilising a 4 × 8 array of 30 mm deep BGO crystals. The newly proposed

module with 8 crystal layer detector maintains high sensitivity by having a 24

mm crystal depth while providing the DOI information through the 8 layers of



115

segmented crystals. It is important to note that segmentation of the crystals does

not automatically provide DOI, a method of identifying the crystal element in which

the interaction takes place is required. Novel techniques which can be used to

determine this and hence measure DOI have been presented in Section 2.9.

In order to quantify the improvement in spatial resolution from an 8 crystal

layer detector compared to the more traditional monolithic crystal detector, point

sources were placed at the same positions as in previous simulations with the PSFs

analysed. The sinogram binning application utilised the same data set for both

studies, however rebinned the data from the segmented crystal study into a mono-

lithic crystal model as discussed in Section 4.9.2. Sinograms from the multiple layers

of crystal and rebinned monolithic crystal studies are shown in Figure 6.5. As seen,

having a single layer of DOI data results in the data towards the edge of field of

view being “smeared”, thus causing significant radial elongation. Figure 6.6 shows a

reconstructed image using a monolithinc crystal detector with the radial elongation

artefact clearly visible towards the edge of the field (the left most source is at the

centre of FOV). Figure 6.7 shows a reconstruction using 8 layers of crystal for the

same simulation demonstrating that DOI information assists in the reduction of the

radial elongation artefact.

As the monolithic study data is simply the 8 layer data rebinned into a single

layer, the number of counts for a given source is the same for both final image

reconstructions shown in Figure 6.6 and Figure 6.7. As the radial elongation artefact

“smears” the reconstructed point source over a larger area, there is a decrease in

the brightness of this source that is clearly evident in the sources at the edge of

FOV.

The sinogram binning application also rebinned the data in order to make the

scanner appear to have 2 layers of crystal and 4 layers of crystal using the method

described in Section 4.9.2. This was undertaken to illustrate the improvements

that can be offered simply by increasing the DOI information available. The PSFs
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(a) 8 layers of DOI information (b) 8 layer data rebinned into 1 layer of DOI
information

Figure 6.5: A comparison of the 8 layers of DOI data versus the 8 layers rebinned
into 1 layer of data. For the 8 layers of data rebinning into a single layer, the
DOI uncertainty becomes evident in the sources moving away from the centre of
the FOV. Significant blurring is observable in the traces within the sinogram with
increasing effect away from the centre.

Figure 6.6: The radial elongation artefact seen in an image reconstruction for a
detector system with a single layer of crystal
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Figure 6.7: A reconstruction showing the lack of radial elongation when DOI infor-
mation is available. The shape of the reconstructed sources appears approximately
circular for the entire FOV and the elongation moving away from the centre of FOV
seen in Figure 6.6 is not present

provided after varying the DOI information by adjusting the number of layers are

shown in Figure 6.8. The cartesian coordinate reconstruction is also presented to

show the limit of observability for the sinogram binning utilised with the data. At

the centre of the FOV, there is very little difference between the reconstructions us-

ing the different number of DOI layers. This is as expected as there is no additional

information gained by DOI for sources at the centre of FOV. As predicted, the

radial elongation artefact degrades spatial resolution towards the edge of the FOV

when DOI information is reduced. The 4 layer DOI system is comparable to the

8 layer system for approximately 140 mm of the 220 mm FOV. This suggests that

for studies where the FOV required is 140 mm or less, a less electronically complex

4 layer detector module can be utilised. Where the FOV is smaller than 60 mm,

each of the 1 layer, 2 layer, 4 layer and 8 layer systems demonstrate nearly identical

performance. This result can be attributed mostly to the limitations in resolution
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caused by the sinogram element size and the very small angle at which the incident

photon creates with the normal face of the crystal (with the knowledge that the

more normally incident the photon, the less significant the DOI information is).

For a source which covers the central 60 mm, the most oblique direct photon from

the source will strike the front face of the crystal with an angle of approximately

10◦, an angle too small to fully utilise the DOI information available.
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Figure 6.8: The FWHM of the point sources across the field of view for different
numbers of DOI information layers

6.4 Simulation Efficiency

Transporting electrons and positrons in Monte Carlo studies can be very time

consuming as these particles require numerous interactions in matter to deposit their
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energy. Photons deposit their energy much faster and do not require as many in-

teractions, resulting in significantly less computational time being required. GATE

allows users to utilise approximations in order to decrease the simulation times,

specifically in cases where the positron range is not of significance. Instead of a

positron being emitted by the source and then travelling a finite distance before

annihilation, the simulation directly creates two back-to-back annihilation photons

from the source itself.

The suitability of this approximation is considered with a comparison of the PSFs

across the FOV for studies using positron sources and back-to-back gamma sources

placed in a water phantom shown in Figure 6.9. The lower level discriminator

(LLD) and upper level discriminator (ULD) values were set to 350 keV and 650

keV respectively with a coincidence window of 10 ns. The data was binned into the

sinogram using an upsampling factor of 8.

The positron range for Fluorine-18 creates a blurring of approximately 0.2 mm

FWHM in the PSF, which is consistent with the data provided by Derenzo [56].

If the purpose of the Monte Carlo study is to verify characteristics of performance

such as sensitivity or energy resolution, increased simulation speed can be achieved

by using the back-to-back gamma sources. In instances where the positron range

needs to be considered (eg. spatial resolution measurements), an additional blurring

of 0.2 mm can be added to all spatial resolution measurements in order to eliminate

the need redo the simulations with positron range included. If a more analytical

approach to determining the effect of positron range is required, the positron range

and the photon non-collinearity can be modelled within GATE for back-to-back

gamma sources [11].

Furthermore, electron transport is not considered within any part of the work

presented in this thesis further improving simulation speed. The above study was re-

peated with electron transport enabled with a range cutoff of 250 µm with the PSFs

recorded being identical suggesting this approximation is suitable. The electron
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cutoff was selected based on the range in LYSO of a photoelectron with maximum

energy from one of annihilation photons.

6.5 Effect of Phantom Scattering

As shown in Figure 2.5, photons often do not travel in a straight line from the

source to the detector. Scattering within the body creates incorrect LORs and

subsequently the wrong elements within the sinogram are incremented. The final

result is noise which is present in the reconstructed image with a degradation in the

PSFs of sources.

The effect of scatter originating from the phantom was investigated by placing

identical back-to-back annihilation photon sources at the centre of FOV in both air

and a 100 mm radius 100 mm long water phantom. Back-to-back photons have

been used in this study for a number of reasons; firstly, the specified world volume

in the GATE studies is a 50 × 50 × 50 cm3 air volume. As F-18 positrons have a

mean range of approximately 1.8 m in air, they escape the world volume without

annihilating resulting in faults within the Monte Carlo program and premature

termination of the simulation. Secondly, only a comparison between the resolutions

for simulations with the phantom, and without the phantom, is required, not the

absolute spatial resolution results. Figure 6.10 shows the PSFs for sources placed

in a water phantom and air. The LLD and ULD values were set to 350 keV and 650

keV respectively and an upsampling factor of 4 was used when binning the sinogram.

As Figure 6.10 demonstrates, there is a significant improvement in the PSFs when

the scatter component of the study is reduced. By reducing the scatter component,

the contrast, as well as the resolution, can also be improved making lesion detection

easier [57]. Numerous techniques have been developed, however a single accepted

method which has demonstrated superior performance for all applications has yet

to be produced and scatter correction remains an area of active research.

A total elimination from scatter analytically within a study is not possible due
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to the random nature of scatter hence this study simply demonstrates the capability

of the scanner in the best case scenario without scatter. However, the significance

of scatter reduction has been demonstrated.

6.6 Changes in Sensitivity and Resolution Related to Changes

in the Energy Window

The sensitivity of a PET scanner is a significant parameter when considering

design optimisation. Three major factors are pertinent when considering the sen-

sitivity; the solid angle that the detector rings represent to the sources within the

FOV, the type and thickness of scintillator crystal in which γ-rays can interact and

the energy window within which coincidences are allowed.

The solid angle of detector can be increased by having a large detector packing

fraction and furthermore by increasing the number of detector rings in the axial

direction. The scintillator crystal can be made thicker in order to detect more

incoming photons however the lack of DOI becomes a limiting factor as does the

cost of the added crystal. The type of scintillator crystal used determines the speed

of the light pulse effects the amount of dead time due to the pile-up effect.

The ability to locate items of interest reduces significantly as the amount of

scatter in a PET scan increases, the “haze” caused by scatter can mask low ac-

tivity volumes within it. In order to reduce the amount of scatter contribution to

the reconstructed image, the energy window in the data acquisition system is set

commonly between 350 and 650 keV. The Compton edge for 511 keV annihilation

photons is 340 keV suggesting most measured photons have not scattered within the

body before being recorded. However, the energy resolution of the scanner is not

infinite therefore uncertainty exists about the actual energy of the photon resulting

in photons below the threshold being accepted. The CMRP has presented data on

the energy resolution of a photodiode coupled to LYSO in a previously published

study, showing an energy resolution of approximately 13% FWHM at 511 keV [58].
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This percentage changes depending on the energy however at 340 keV, 13% repre-

sents approximately 45 keV suggesting photons with energies below 300 keV can

get accepted.

Ideally, an energy window accepting only 511 keV photons could be used to

reduce the amount of recorded scatter, however the reduction in the sensitivity of

the scanner would make acquisitions prohibitively long. Conversely, fast acquisitions

can be undertaken with larger energy windows with the LLD set to values less than

350 keV, at the expense of scatter acceptance.

In most clinical sensitivity studies, a point source (or approximate point source)

of known activity is placed inside a small metallic sleeve at the centre of the FOV.

The metallic sleeve is to ensure all positrons annihilate at the centre of the field

of view. An acquisition is undertaken for a fixed period of time and by counting

the number of measured coincidences versus the decay corrected source activity, the

sensitivity of the scanner can be calculated. To maximise the speed of the sensitivity

measuring simulation, a back-to-back gamma emitting isotropic source of activity 10

MBq was placed at the centre of the FOV. The percentage of coincidences measured

by the scanner with respect to the number of emitted photon pairs by the source

for varied LLD values and crystal sizes is shown in Figure 6.11.

As the LLD value is increased, a greater number of coincidences are rejected.

These coincidences contain photons that are scattered within the body and do not

have enough energy to be above the LLD, or contain photons which only partially

deposit their energy within the scintillator, again falling below the LLD. Addition-

ally, as the crystal size becomes smaller, scatter within a crystal becomes a more

significant factor. Often, photons will scatter multiple times within a single crystal,

creating multiple energy depositions before finally being photoelectrically absorbed.

The scanner detects this very fast process as single deposition as the pulses of light

originate from a single crystal with the timing resolution not allowing the obser-

vation of each energy deposition. As the crystal size is decreased, the scattered
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photons start travelling out of the crystal and into adjacent crystals and modules.

The scanner is programmed to reject counts from adjacent modules and further-

more, only accepts depositions above the LLD value and hence these photons are

ignored. Subsequently, as the crystal size is decreased, the sensitivity of the scanner

also decreases.

In order to investigate the effect of changing the LLD value on the PSFs, positron

sources were placed in the FOV at the centre of FOV, 10 mm, 30 mm, 50 mm, 70

mm, 90 mm and 110 mm off centre, inside a 120 mm radius, 100 mm long cylindrical

water phantom. The LLD was then varied from 150 keV to 250 keV and finally

350 keV. The PSFs of the reconstructed point sources across the FOV are shown

in Figure 6.12. This result is contrary to what is expected; As the LLD value is

reduced, the resolution of the reconstructed images appear to improve. The reason

for this was not understood until the scatter contribution and the total number of

counts fron the body was also studied. One of the advanced features of the sinogram

binning application enables the percentage of scattered photons from the body to

be determined with respect to the total number of photons. Furthermore, the total

number of coincidences can also be counted. The amount of scatter from the body

can be determined according to Equation (4.20) and is shown against the LLD in

Figure 6.13.

As the LLD value decreases, there is an increase in the relative amount of scat-

tered photons to true photons as measured by the scanner. At the same time, there

is a significant increase in the number of counted coincidences as illustrated by Fig-

ure 6.14. Increasing the amount of data recorded by making the energy window

larger results in an improvement in the resolution, not because of improved scanner

performance but simply improved statistical certainty and an increase in the signal

to noise ratio (SNR). The majority of the low energy photons recorded by the scan-

ner in this study are not ones which have scattered within the phantom, rather they
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Compton scatter and deposit a small amount of energy within the scintillator crys-

tal itself, hence the increase in the SNR. Any predicted decrease in the resolution

due to increased scatter is offset by this improved SNR.

This study shows significant limitations with the representation of a real life

system using GATE when powerful computing resources are not available. Never-

theless, optimising the energy windows for this detector geometry is an extremely

important aspect that needs to be considered as an are for future investigation.

6.7 Sensitivity and the Crystal Cross Section

As mentioned in Section 2.8, the spatial resolution of a scanner can be the-

oretically improved by making each crystal element smaller. Limitations exist as

decreasing crystal size results in increased complexity in the electronics, higher cost,
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more dead space, relatively poor SNR per volume as well as the fundamental lim-

its in PET resolution. Nevertheless, if the improvement offered by decreasing the

crystal size is significant, it must be considered as an alternative.

Comparison between using 3 × 3 × 3 mm3, 2 × 2 × 2 mm3 and 1 × 1 × 1 mm3

crystal elements in the detector module was performed in GATE. The total radial

depth of the crystals was retained at 24 mm in order not to affect the sensitivity of

the scanner by having 12 layers of crystal for the 2 × 2 × 2 mm3 crystals and 24

layers for the 1 × 1 × 1 mm3 crystals. As the crystal size decreases, the width of

the detector module also reduces and a greater number of detector modules can be

placed around the ring; 314, 470 and 940 detector modules for the 3 × 3 × 3 mm3,

2 × 2 × 2 mm3 and 1 × 1 × 1 mm3 crystals respectively. An upsampling factor

of 2 was selected for all three studies in order to minimise the effect of zero effi-

ciency bins within the sinogram and furthermore to reduce the reconstruction time

required. An upsampling factor of 4 when considering the 940 detector module

scanner results in a sinogram with dimensions 1880 × 1880 pixels.

The PSFs for positron emitting point sources across the FOV for the different

crystal sizes is shown in Figure 6.15. A greater number of detector modules around

the detector ring provides a higher number of possible LORs resulting in improved

resolution. However, as the crystals are further reduced in size from 2 × 2 × 2 mm3

to 1 × 1 × 1 mm3, the improvement is far more limited. This is due to the funda-

mental limit of resolution for the scanner, with factors such as the positron range

becoming significant [22] [21]. Increasing the upsampling factor for this study does

provide improved PSFs however at the expense of prohibitively long reconstruction

times for the 1 × 1 × 1 mm3 crystal study.

Another factor which becomes significant with reduced crystal size is related to

the separation between modules in which a coincidence can be recorded between.

The GATE simulations allow a minimum module span between which coincidences

are not recorded. This value has been set at 9 detector modules for all studies.
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Figure 6.16: A sinogram showing inter module scatter

As the crystal size becomes smaller, the width of each module decreases as does

the physical separation between 9 detector modules. This increased proximity can

result in more scatter between adjacent modules as illustrated in Figure 6.16. Note

the bright areas towards the edges of the sinogram which illustrate the coincidences

recorded between adjacent detector modules. This sinogram is from a study with

the LLD set to 150 keV.

6.8 Spatial Resolution with Different Isotopes

The radioisotope selected for clinical use is often dependent on the type of study

required with approximately 90% of clinical PET studies currently using FDG. The

remaining 10% consists of studies using other isotopes including oxygen-15 and

carbon-11.

As mentioned previously in Section 2.7.3, the positron range is a significant

limitation on the resolution of a PET scanner with each isotope creating positrons

with unique emission energy spectra. An increased mean positron kinetic energy

results in a larger positron range and hence a higher intrinsic spatial resolution limit

for the scanner. If it is known that a scanner will be used exclusively with a specific

isotope, it is possible to design the scanner in a way which takes the intrinsic limits
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into consideration.

Commonly used PET isotopes, with their mean positron ranges, are shown in

Table 2.1. The mean positron ranges of carbon-11 and oxygen-15 are 1.1 mm and

2.5 mm respectively, significantly higher than F-18 (0.6 mm). The F-18 sources

were replaced with C-11 and O-15 sources in two separate studies. The sources

were placed across the FOV in the same positions as all of the previous studies.

The PSFs of the reconstructed images were investigated for three different detector

geometries: 940 detector modules containing 1 × 1 × 1 mm3 crystals, 470 detector

modules containing 2 × 2 × 3 mm3 crystals and 314 detector modules containing

3 × 3 × 3 mm3 crystals. The sinograms were binned with an upsampling factor of

2 to minimise the effect of zero efficiency bins and to provide parity between the

different crystal sizes.

The reconstructed PSFs of the point sources across the FOV for C-11 and O-15

are shown in Figure 6.17 and 6.18 respectively. The positron range for each isotope

is also shown. As the positron range increases, the intrinsic resolution of the scanner

becomes poor and reduction of the crystal size does not further improve resolution.

When compared to the F-18 studies with lower positron energies, the resolution of

the scanner is significantly reduced.

6.9 Realistic Detector Module

Up to this point, all simulations have been carried out using an ideal detector

geometry. That is, dead space within the detector modules has not been consid-

ered resulting in an increased detector packing fraction. The detector geometry

can be modified to more accurately model the prototype modules being used in

experimental characterisation.

The scintillator crystals are optically isolated from each other using optical paint

and placed on a printed circuit board. The thickness of the paint and PCB, as well

as the manner in which the way the crystals are mounted with 1-to-1 coupling with
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the photodetectors, causes the crystal pitch to increase from 3 mm to 3.5 mm.

This is a relatively pessimistic value for the actual pitch and is used to show the

performance with the least miniaturised electronics and packing. The carrier for

the scintillator crystals and photodetector is modelled as a 0.5 mm thick plastic

volume underneath the scintillator crystals. A single detector module within the

GATE study is shown in Figure 6.19. The outline of each crystal is displayed in

green while the crystal itself is shown blue and the carrier is shown in red. In a

full study, 268 of the modules can be placed around the ring whereas 314 detector

modules are possible if dead space is neglected as in the previous investigations.

The reduced number of detector modules leads to a decrease in the number of

possible LORs which naturally results in reduced spatial resolution. A comparison

between the 3 mm crystal pitch resolutions and the 3.5 mm pitch data as shown

in Figure 6.20 for a data set acquired with an energy window of 350-650 keV and

a coincidence windown of 10ns. The data was binned with an upsampling factor

of 4. The decrease in the resolution is on average 14%, comparable to the 14.6%

decrease in the number of detectors within the ring. Further investigation of the

relationship between the number of detector modules in the ring and the resolution

is considered in Chapter 7.

6.10 Resolving Power for Sources separated by 3 mm, 2 mm

and 1 mm

The PSF of a reconstructed point source is one measure of spatial resolution in

a clinical environment. In most clinical studies however, the areas of interest with

high uptake are often surrounded by other radioactivity, or individual hotspots

are separated by small distances. Significant importance is placed on being able

to distinguish these small volumes independently of each other. In this study, a

number of small sources were placed at the centre of the field and the ability to

independently identify them was observed. Sources were placed at the centre of
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Figure 6.19: A realistic detector module in GATE showing the dead space between
crystal elements
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(a) Sources separated by 1 mm

(b) Sources separated by 2 mm

(c) Sources separated by 3 mm

Figure 6.21: Reconstructed images of two point sources separated by a small dis-
tance and the surface plots of each reconstruction illustrating the peaks

FOV (0,0,0 mm in the world volume) and also at (1,0,0), (2,0,0) and (3,0,0) mm in

3 separate studies.

Reconstructed images using the 8 layers of DOI data and 4× upsampling for the

sources separated by 1 mm, 2 mm and 3 mm are shown in Figure 6.21.
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Figure 6.22(a) indicates that sources separated by 1 mm cannot be resolved

by this scanner. Figures 6.22(b) and 6.22(c) show independent sources, however

image reconstruction artefacts due to oversampling are present as well, resulting in

uncertainty in the identification of the sources. Use of an iterative reconstruction

algorithm may enable these point sources to be better resolved without significant

image artefacts.

This study was repeated for the sources placed off centre, 70 mm from the centre

of the FOV with the reconstructed sources and the surface plots shown in Figure

6.22. These sources exhibit superior reconstructions with less artefact than the

sources placed at the centre of FOV shown in Figure 6.21. The study with the 3

mm separation between sources clearly shows independent sources while the surface

plot from the 2 mm separation study illustrates independent sources.

If cartesian coordinate sinogram binning is performed, a more accurate sinogram

is built and the ability to resolve the two sources at the centre of the FOV is improved

as shown in Figures 6.23(a), 6.23(b) and 6.23(c). For both the 2 mm and 3 mm sep-

aration, the two sources are distinctly identifiable, albeit slightly distorted.However,

the sources separated by 1 mm are still not independently identifiable.

6.11 8×8×1 detector block vs 8×8×8 detector block

The arrangement of the detector modules within the ring can affect the detec-

tion sensitivity, resolution and electronic complexity of the scanner. The proposed

module in this study contains 8 crystals in both the radial and axial directions and

1 in the tangential (8 × 8 × 1) resulting in an “edge on” orientation. A “face on”

orientation is also possible resulting in a detector block which contains 8 × 8 × 8

crystals per module. The edge on and face on orientations are shown in Figures

6.24 and 6.25 respectively.

Forty 8 × 8 × 8 detector modules can be placed around the 300 mm diame-

ter detector ring. The amount of dead space between detector modules for the
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(a) Sources separated by 1 mm

(b) Sources separated by 2 mm

(c) Sources separated by 3 mm

Figure 6.22: Reconstructed images of two point sources separated by a small dis-
tance placed 70mm away from the centre of the FOV and the surface plots of each
reconstruction illustrating the peaks
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8 × 8 × 1 module is 7.4% and for the 8 × 8 × 8 module 5.7%. If the detector elec-

tronics and dead space between crystals is considered, the amount of dead space for

the 8 × 8 × 8 module further increases to 21%.

(a) Two sources separated by 1
mm

(b) Two sources separated by 2
mm

(c) Two sources separated by 3
mm

Figure 6.23: Reconstructed images of two point sources separated by a small dis-
tance using the cartesian coordinate data
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Figure 6.24: An 8 × 8 × 1 crystal detector module in “edge on” mode

Figure 6.25: An 8 × 8 × 8 crystal detector module in “face on” mode

The PSFs across the field of view for both 3 mm and 3.5 mm pitch crystals are

shown in Figure 6.26 for both crystal geometries.

The spatial resolution performance of the 3.5 mm wide detector modules appears

to be reduced across the entire field of view when compared to the 3 mm wide module
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(see Section 6.9).

The 8 × 8 × 1 detector module also appears to provides superior imaging to the

8 × 8 × 8 detector module at the edges of field of view for a number of reasons. The

system was modelled with a “Winner Takes All” method of scoring hits whereby

following an interaction with multiple energy depositions, the point of interaction

is located to the site of maximum energy deposition, as long as that deposition is

above the LLD value. In the original 8 × 8 × 1 crystal module, scattering between

adjacent modules is rejected using the module span feature of GATE. However for

the 8 × 8 × 8 array, as the scattering is within the module itself, these counts are

not rejected with the highest energy deposition position used, resulting in blurring

of the position of interaction. Subsequently, using the 8 × 8 × 8 detector block

increases the sensitivity of the system as fewer “coincidences” are rejected at the

expense of decreased spatial resolution. Further modification of the data acquisition

and digitisation parameters in GATE may provide a method of alleviating problems

associated to internal scatter within the module.

6.12 Multiple Modules Placed Axially

Small animal PET scanners can take in the order of tens of minutes to acquire

sufficient data from a study as the detection sensitivity to the annihilation photons

is very low. This is predominantly due to the solid angle represented by the scanner

being very small in the 4π world geometry. For example, the 300 mm diameter

ring with eight 3 mm wide rings constitutes only 8% of the 4π geometry seen by

the photons. Hence, any increase in the number of detectors axially present in

the scanner will result in improved sensitivity, at the expense of the complexity

of the electronics and increased cost. Up to this point, all studies have involved

a single detector module in the axial direction resulting in 8 rings of data. Each

ring provides an image which represents a 3 mm thick slice through the subject

(further improvements in reducing the slice thickness are discussed in Chapter 7).
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In any realistic scanner design, more axial modules are required in order to maximise

sensitivity. This section investigates the effect of 4 modules in the axial direction

producing 32 rings with 32 slices and hence 32 sinograms for reconstruction.

As mentioned in Section 4.9.6, there can be a certain amount of “electronic

collimation” of the data performed by rejecting coincidences involving interactions

separated by more than a certain number of rings. Theoretically, by reducing the

ring span, it is possible to reduce the amount of scatter, at the expense of sensitivity.

Figure 6.27 shows the acceptance of coincidences for a ring span of 24.

module 1 module 2 module 3 module 4

rs=10

rs=25

rs=13

rs=24

Figure 6.27: The acceptance or rejection of coincidences in the axial direction based
on a ring span (rs) of 24

At present, the ring span specifications in the sinogram binning application

are inaccurate; discrimination of coincidences is based simply on the axial detector

module in which the coincidences take place, and not the axial ring. That is, the ring

span in this instance is simply defined as the module span, and while it is somewhat

similar in operation to the ring span discrimination, enhancements that must be

made to provide greater accuracy in the ring span values are discussed further in

Section 7.1.10. Nevertheless, the module span calculations are suitable for use in

preliminary investigations of the relationship between scatter, energy window and

sensitivity. A module span of 0 indicates that only coincidences occuring within a

certain axial module ring are accepted, while a module span of 3 accepts coincidences
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across all 4 axial module rings.

A 180 mm diameter water cylinder of length 50 mm was placed at the centre of

the field and a number of 0.5 mm diameter, 50 mm long line sources placed along

the z-axis inside the cylinder at the centre of FOV and 10 mm, 30 mm, 50 mm

and 70 mm off centre. Using the data output from the Monte Carlo simulations

showing the information about the number of Compton scatter events each photon

has undergone within the phantom, the percentage of unscattered photons measured

with varying module span is calculated and shown in Figure 6.28 for three different

energy windows: 150-650 keV, 250-650 keV, 350-650 keV.

When the module span is increased, the percentage of true unscattered photons

decreases in the 150-650 keV and 250-650 keV energy windows. That is, the amount
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of scatter increases. When the energy windows are large, a greater proportion of

the scatter is detected and increasing the ring span simply reduces the electronic

collimation allowing more of the scatter to be measured. The 350-650 keV energy

window however displays the converse; as the module span is increased, the amount

of unscattered photons increases. As mentioned previously, the Compton edge for

a 511 keV photon exists at approximately 340 keV meaning that it is impossible

for a Compton scattered photon to have an energy above 340 keV and be recorded

by the system (assuming the system has infinitely good energy resolution). In the

ideal case, almost all photons measured when the LLD is set to 350keV are in fact

unscattered photons.

By limiting the module span, a proportion of the isotropic emissions from the

source are rejected. Increasing the module span sees a larger fraction of these

photons being measured resulting in an increase in the sensitivity.

The true counts within a specified module span and energy window for a given

data set containing 17952668 coincidences (the data from a single small simulation)

is shown in Figure 6.29.

By increasing the module span and also the energy window, more coincidences

are recorded. However, the quality of the acquired data reduces significantly and

scatter within the crystals becomes a significant issue. Figure 6.30 shows the central

slice sinogram for the 150-650 keV, 250-650 keV and 350-650 keV energy windows

with a module span of 3. For the 150-650 keV energy window, note the artefacts

towards the edge of FOV arising as a result of scatter between adjacent detector

modules. Also evident is the decrease in the amount of counted coincidences as the

energy window becomes narrower. As these results indicate, in any study utilising

a number of axial modules, it is possible to increase the sensitivity of the scanner

while retaining spatial resolution by accepting data from axially spaced modules.

However, use of complex inhomogenous phantoms may demonstrate otherwise.
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Figure 6.30: The acquired sinograms for energy windows from (a) 150-650 keV, (b)
250-650 keV and (c) 350-650 keV
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Figure 6.31: Energy Spectrum of positron sources within a water phantom

6.13 Energy Spectrum

Recording the energy spectrum of the detected interactions is one of the ad-

vanced troubleshooting features of the sinogram binning program. It can be used

for verifying that the source energy spectrum is as expected, as well as assisting in

the selection of the energy window. Figure 6.31 shows a normalised spectrum ob-

tained from a study with positron emitting sources placed inside a water phantom.

The photopeak for this study is significantly large enough to select an energy win-

dow from 350-650 keV. The FWHM of the photopeak corresponds to the blurring

of the energy deposition set within the digitizer module of GATE as discussed in

Section 3.3.8.



CHAPTER 7

RECOMMENDATIONS FOR FUTURE WORK AND

CONCLUSIONS

7.1 Recommendations for Future Work

As stated previously, the bulk of the work presented in this thesis covers devel-

opmental work which provides a platform for future use. Hence, it is seen that there

are numerous additions and refinements that can be made to the sinogram binning

application, as well as the Monte Carlo simulations. This section provides a brief

outline of the proposed future work.

7.1.1 GATE simulations

The geometry of the proposed detector modules as well as the desired sources

and phantoms have been appropriately developed within the context of the Monte

Carlo studies. However, the method of processing the pulses provided by the de-

tectors is still in an extremely primitive and simplified form and requires further

modification to model the processes within the actual detector module. Modifi-

cation of this process can assist in the detection and rejection of scatter and will

provide improvements to the dead time of the scanner in high activity studies.

7.1.2 Annihilation Photon Non-Collinearity

Annihilation photons conserve the momentum of the positron-electron pair which

they are created by. For the annihilation photons to travel at 180o to each other,

the momentum of positron-electron pair must be zero at the point of annihilation.

However, this is often not the case as there is residual momentum and the photons

150
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are emitted at an angle slightly less than 180o apart from each other. It is approx-

imated that the annihilation photon non-collinearity contributes a 0.3mm FWHM

blur into the final reconstructed image (for a 15cm diameter scanner) [22]. When

using positron sources in GATE, the non-collinearity is modelled with the mean

value of the angle distribution ' 0.5o [11]. The non-collinearity is not automat-

ically modelled when using the back-to-back photons and the effect on the final

reconstructed image needs to be determined.

7.1.3 Optimising the Sector Difference

The energy window selected in a study significantly affects the sensitivity of a

scanner as illustrated by Figure 6.11. Nevertheless, increasing the energy window

also causes a greater proportion of the scatter from the phantom and within the

crystals to be measured. If the lower level discriminator is set to 150 keV, an

annihilation photon can reach the detector without scattering in the body and then

Compton scatter within the crystal depositing above 150 keV. The scattered photon

can then travel to another detector module and Compton scatter again depositing

above the 150 keV as illustrated in Figure 7.1. As these two pulses of light will

occur almost simultaneously, the scanner determines these two events as part of

a coincidence if the other annihilation photon is absorbed within the body. It is

possible to reduce the effect of this by setting a minimum sector difference, a measure

of the number of detector modules between allowed coincidences. Furthermore,

additional modifications to the “digitiser” module of GATE can allow additional

functionality and data processing capabilities. This is beneficial in studies where

the 8 × 8 × 8 crystal detector modules are considered.

The trade off between detector sensitivity and sector difference can be studied

in order to maximise the amount of useful data being recorded.
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Figure 7.1: Inter-crystal scattering shown for one of the annihilation photons
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7.1.4 Axial Resolution Tests

The spatial resolution results presented in this thesis were limited to the transax-

ial plane. While the sinogram binning application provides multiple slices, only a

single slice of this data was reconstructed in order to measure resolution. A major

limitation was the computing power available for reconstruction, each slice taking

up to 2 minutes to process for higher upsampling factors. A fast method of un-

dertaking a full 3D reconstruction, including visualisation is a recommendation for

further spatial resolution measurements along the axis of the scanner.

IDL [42] is a high level programming language which has easy to use visualisation

tools. Early image reconstructions for this project were undertaken using a simple

OSEM algorithm written in IDL suggesting that the FBP reconstruction can also

be simply written using the same software. It may also be possible to provide all of

the slices as input into this program with the output being a fully 3D image data

set.

Visualisation of the 3D data set, as well as further analysis, can be undertaken

using a package similar to AMIDE (A Medical Imaging Data Examiner) [59]. This

package can be used for “viewing, analysing, and registering volumetric medical

imaging data sets” in greater detail than currently possible in ImageJ.

7.1.5 Coincidence Window

The coincidence window selected for a PET scanner can often be highly depen-

dent on the timing resolution of the scanner. Furthermore, the scintillator crystal

used in the detector modules as well as the predicted activity emitted by the subject

are significant when selecting the optimal coincidence window. At high count rates,

having long coincidence windows can result in significantly high percentage of dead

times as a result of the pile up effect and an increase in the number of random

coincidences without a comparable increase in the true coincidences. Conversely,

having short coincidence windows which are comparable to the timing resolution
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of the scanner can result in too many real coincidences being rejected. The effect

of changing the coincidence window with various count rates (related to the source

activity) must be undertaken for a number of energy windows. The end point of

this study is to ensure that high count rates can be maintained without significant

reduction in the spatial resolution.

7.1.6 Module Reduction

The number of detector modules in the detector ring has clearly demonstrated a

causal relationship to the resolution of the final reconstructed image. By increasing

the number of detector modules, an improvement in the resolution is observed and

vice versa. The development of a mathematical relationship between the number

of detector modules and the measured resolution for this scanner, if existing, must

be given due consideration. This is of significance, as a reduction of the number of

detector modules significantly simplifies the complexity of the electronics and the

amount of scintillator crystal required leading to a reduction in the cost.

7.1.7 Voxelised Phantom

The studies undertaken so far have considered a very simple cylindrical water

phantom, a very unrealistic scenario. A homogenous phantom such as this one

does not provide realistic scatter as in a clinical environment. Hence, in order to

investigate the resolution of the scanner operating in a more realistic environment,

a voxelised phantom can be used. GATE has a feature which enables it to import

voxelised phantom data which can then have a number of small active sources placed

inside to measure observability and the resolution.

7.1.8 Cubic Crystal Limitation

At present, the sinogram binning application can only process data from Monte

Carlo PET scanners containing small cubic crystals (these crystals can however
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be arranged into non-cubic blocks). The LOR calculation requires the cartesian

coordinates of the two positions of the coincidence. These position calculations

utilise the user input provided on the physical parameters of the scanner which

remains reliant on crystals being uniformly sized in all directions. Introducing 3

new variables for the axial, radial and tangential size of the crystal and rewriting of

the position calculation section of the application can enable non-cubic geometries

to be considered. As stated in Section 5.2, the MicroPET Focus 220 containing

1.5 × 1.5 × 10 mm3 crystals was simulated, however required the crystal to be split

into 6 separate 1.5 × 1.5 × 1.5 mm3 blocks.

7.1.9 Axial Binning

7.1.9.1 Michelograms

The method of utilising Michelograms to represent 3D PET data as presented

in Section 2.11.3 is a far superior method to the one developed in this study as

Michelograms present a method of efficient data storage and improving axial sam-

pling. Further developments of the sinogram binning application must incorporate

a method of retaining the integrity of the true 3D PET data which is acquired.

7.1.9.2 Increased Axial Sampling

The number of axial slices in the sinogram binning application is currently equal

to the number of axial crystals. That is, for a ring containing only a single detec-

tor module in the axial direction, there are 8 axial crystal modules and hence 8

independent slices and sinograms as illustrated in Figure 7.2(a). One of the major

limitations of this method is the inability to position accurately coincidences which

have occurred within adjacent detector rings as the SSRB determines the axial po-

sition of the LOR’s origin to be at the boundary between the two slices. Hence,

it is recommended that the number of axial slices be increased to 2N − 1 slices

where N represents the number of axial crystals as shown in Figure 7.2(b). This
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(a) 8 axial slices (b) 15 axial slices

Figure 7.2: Axial upsampling

ensures that coincidences between adjacent modules can be placed into the appro-

priate sinogram. The main limitation of increasing the axial sampling is the inverse

relationship between the axial sampling factor and the number of counts recorded

for the sinogram of each slice. Investigation of the optimal axial upsampling factor

for numerous studies with varied data sets is necessary.

The transaxial resolution is heavily dependent on the number of detector mod-

ules present in the ring. Likewise, the axial resolution is significantly affected by

the crystal width. Furthermore, the method of axial binning is of significance. This

study utilises the crudest, yet simplest and computationally cheapest solution, the

SSRB (outlined in Section 2.11.3). This method has significant limitations and



157

alternatives are available, albeit at slightly greater computational complexity.

The Multi-Slice Rebinning algorithm increments elements of multiple sinograms

[60] as it determines the slices that the LOR traverses axially. Starting from one

axial extremity of this LOR, small steps are taken along the LOR up to the other

axial extremity. The slice that each step position falls into along with the appropri-

ate transaxial position are then used to increment the sinogram for that individual

slice. Hence, a large number of slices are incremented for a single LOR. The more

oblique the angle of the LOR to the axial direction, the smaller the contribution

to the sinogram from that LOR as less steps occur within the slice width. For a

normally incident LOR, all of the incrementation would occur within a single slice.

Figure 7.3 illustrates the steps and the slices which contain sinograms that are in-

cremented. Upon completion of the binning, the image reconstruction is carried out

similarly to the SSRB with each slice independently reconstructed.

The addition of the multi-slice rebinning algorithm is a relatively simple im-

provement to make to the sinogram binning.

7.1.10 Ring Span

The method utilised by the sinogram binning application to determine the ring

difference between the 2 photons in a coincidence is severely limited. The ring span

is simply determined by calculating the difference between the ring number of the

first photon and the second photon according to:

ring number1 = rsectorID1 mod number of rings

ring number2 = rsectorID2 mod number of rings

ring span = abs(ring number1− ring number2) (7.1)

At present, the ring number is not calculated, only the detector module in which

the interaction takes place. Hence, specifying a maximum ring difference value
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Figure 7.3: Multi-slice rebinning showing the step length and the slices in which all
of the steps occur
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simply sets the maximum axial module difference. Using the rsectorID and the

crystalID, a simple modification to the sinogram binning application will allow

determination of the actual ring number and an improved method of specifying the

maximum ring difference.

7.1.11 Attenuation Correction

Most PET studies require attenuation correction to be undertaken on a data

set before reconstruction. The attenuation map is acquired by using a transmis-

sion source on one side of the object being imaged and rotated around to acquire

tomographic data, similar to a CT scan. The transmission sinogram acquired from

this study is incorporated into the emission sinogram to account for the attenuation

within the study. Future versions of the sinogram binning application must incor-

porate a method of utilising transmission data with the emission data in order to

produce more accurate reconstructions.

7.1.12 Object Oriented Code

Early versions of the sinogram binning application were entirely procedural,

that is, the data from the program is separate to the operations that manipulate

the data. This is not a truly efficient method of data manipulation and hence object

oriented (OO) programming is recommended as a more suitable method. Object

oriented programming has both the data and the operations that manipulate the

data encapsulated as a single “object”. It also enables data to be passed to functions

as opposed to continuous chunks of code within the main function.

There are numerous functions already present in the sinogram binning applica-

tion, however further optimisation can be achieved by a thorough rewriting of the

entire application. At present, the sinogram binning application can parse approxi-

mately 9MB of raw Monte Carlo data per second, resulting in significant processing

time when binning large data sets which are typically of the order 15 GB or greater.
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Figure 7.4: An oversampled sinogram showing “zero efficiency” bins

It is anticipated that efficient rewriting of the application by making it OO can

provide an improvement in data processing performance.

7.1.13 Non-Linear Sinogram Binning

One of the main advantages of the sinogram binning application is its ability to

upsample the Monte Carlo data enabling a wider range of LORs. However, certain

LORs are not possible at the centre of the FOV resulting in “zero efficiency bins”

in the sinogram illustrated in Figure 7.4. The zero efficiency bins cause significant

artefacts in the final image reconstruction.



161

A non linear method of binning the data is required, changing the upsampling

factor across the image in order to represent all the present LORs while not causing

oversampling and hence reconstruction artefacts. A suitable method of implement-

ing this scheme is outlined in Virador et al. [51]. This method of non-linear binning,

or another novel technique, can be incorporated into the sinogram binning applica-

tion in future versions.

7.1.14 Manual Definition of Sinogram Dimensions

At present, the dimensions of the sinogram created by the sinogram binning

application are defined by half the number of detector pairs multiplied by the up-

sampling factor. This construct was initially defined for detector modules which

were relatively small in the tangential direction and contained DOI information.

However, in the case of larger detector blocks such as the microPET scanner which

contains a 12 × 12 array of 1.5 × 1.5 × 10 mm3 crystal elements, this technique

does not work as the number of actual detector modules in the ring is insufficient

to produce a suitably sized sinogram. It is therefore important to be able to specify

the sinogram dimensions manually.

A simple work-around has been implemented for this study by selecting a high

upsampling factor such as 16 or 32. While the microPET does not provide any DOI

information, a high upsampling factor is required to construct a sinogram which

is large enough to accurately represent the data from the scanner. Had a lower

upsampling factor of 4 (as in all DOI studies presented) was used, the sinogram

dimensions for the microPET scanner would be 84 × 84 (42 ÷ 2 × 4), too small

to be able to provide the required resolution. In future versions of the code, a

manual sinogram dimension definition must be made available for detector modules

that have multiple elements in the tangential direction to alleviate the need for this

work-around.
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7.2 Conclusions

This thesis has presented some preliminary performance data of a novel PET

module design proposed by the Centre for Medical Radiation Physics. The results

from the Monte Carlo studies indicate that the novel design can provide significant

improvement in the spatial resolution of a small animal PET scanner at the edges

of field, with a significant reduction in the radial elongation artefact. The depth

of interaction information provided by this scanner enables this superior perfor-

mance. At the centre of FOV, the 8 layer detector module provides a resolution of

approximately 1 mm extending to 1.5 mm at the edge of FOV, 110mm from the

centre.

One of the most important findings from the Monte Carlo studies undertaken

involves the results comparing scanners monolithic crystal detector modules to ones

with segmented crystals (as outlined in Section 6.3). As expected, having a higher

number of crystals to measure the DOI results in superior resolution across the field

of view. However, the performance of a detector module containing a monolithic

crystal was comparable to an 8 layer module if only the central 60 mm of the FOV

is considered. Similarly, for the central 140 mm of the FOV, a 4 layer detector

module performs identically to the 8 layer module. Hence, it is possible to reduce

the complexity of the electronics if the specific purpose of the scanner is known

beforehand.

The crystal size of the sensitive detector volumes is a significant factor when

measuring the intrinsic resolution of the scanner. Using smaller crystals than the

originally proposed 3 × 3 × 3 mm3 crystals improves the resolution of the scanner,

however the improvements are limited depending on the choice of the radioisotope.

When the positron range of the isotope is comparable or larger than the crystal size,

the improvement offered by reducing the crystal size is not as pronounced. This

is demonstrated in the spatial resolution studies using Carbon-11 and Oxygen-15

sources with mean positron ranges of 1.1 mm and 2.5 mm respectively compared to
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the Fluorine-18 studies with a 0.6 mm mean positron range.

While the resolution of the scanner is improved when using smaller crystal ele-

ments, the sensitivity also decreases. Many photons often scatter numerous times

within a single crystal before photoelectric absorption. As the crystal size is de-

creased, there is less volume for the scattering to occur within and the photons

escape into adjacent crystals and modules whereby the scanner is programmed to

reject them.

One of the main goals at the commencement of this study was to illustrate

whether the initially proposed 8 × 8 × 1 crystal “edge on” detector module would

provide better results than a 8 × 8 × 8 “face on” detector module. Studies mod-

elling both the ideal 3 × 3 × 3 mm3 and the dead-space considering 3.5 × 3.5 × 3.5

mm3 crystals indicate that the 8 × 8 × 1 module appears to provides superior res-

olution. It is anticipated that this discrepancy is as a result of the 8 × 8 × 8 block

being more susceptible to intra-module scatter than the 8 × 8 × 1 module. Further

improvement within the electronic pulse processing may provide parity between the

two proposed module geometries and requires further investigation.

A newly developed sinogram binning application for processing Monte Carlo

PET data has been described. This application is flexible and is able to adapt to

the geometric properties of many different types of scanners. The sinogram binning

application reads in data from the Monte Carlo studies, determines the positions of

the coincidence within the world volume, determines the LOR and increments the

appropriate sinogram represented by this LOR.

The sinogram binning application can “upsample” the data in order to fully

utilise the information from the depth of interaction. Upsampling the data enables

the sinogram dimensions to be increased with a greater range of LORs becoming

possible. These LORs exist with angles and radial distances between the LORs

available from a single monolithic crystal detector. Increasing the upsampling factor

results in a superior sinogram which has reduced radial elongation artefacts. There
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is, however, some significant discretisation artefacts observed at the centre of the

field of view due to oversampling. That is, certain LORs simply are not possible due

to the module and crystal size of the scanner resulting in “zero efficiency bins”. The

zero efficiency bins are only a significant issue at the centre of FOV and the effect

reduces significantly when moving away from the centre. It is anticipated however

that a non-linear binning method can resolve this issue, whereby the upsampling

factor is varied across the FOV to higher values towards the edges of FOV where a

greater range of LORs are possible than at the centre.

Much of the work presented in this thesis focused on the development of the

sinogram binning application and the Monte Carlo simulations. At present, this

area of research is poised for future development including further optimisation of

the novel detector module and the sinogram binning application.
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APPENDIX A

SINOGRAM BINNING APPLICATION SOURCE CODE

This Appendix contains the sinogram binning application source code. A full

version can be found on the attached CD-ROM and documentation of function is

discussed in Chapter 4
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APPENDIX B

IMAGE RECONSTRUCTION INSTRUCTIONS

B.1 Introduction

The output of the sinogram binning application is a large text file with X rows

and Y columns where X represents the number of radial bins in the sinogram and

Y represents the number of angular bins. Each value is stored as a 32 bit value.

The Radon Transform plug-in [53] shown in Figure B.1 requires an 8-bit sinogram

in TIFF format to reconstruct. The following process is utilised to view and edit a

sinogram into a format suitable for reconstruction.

B.1.1 Opening a Sinogram

As the sinogram is not in an image format, it is necessary to import it as a “text

image”.

File → Import → Text Image

Find the sinogram that must be reconstructed and open it. Once this image is
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Figure B.1: The Radon Transform Plugin

open, it will look similar to Figure B.2.

Figure B.2: ImageJ displaying a sinogram



200

B.1.2 Downsampling to 8-bit

The sinogram must be converted into an 8-bit image meaning pixel values must

be reduced down from 32-bit values, a lossy process.

Image → Type → 8-bit

This new 8-bit image must be saved as a TIFF in order for the Radon Transform

plugin to be able to process it.

File → Save As → Tiff

B.1.3 Image Transformation

The sinogram used by the Radon Transform plugin requires the x-axis to contain

angular data and the y-axis to be radial distance data, the opposite of the output of

the sinogram binning application. Furthermore, the angular data is not from -90o

to +90o. The transformation shown in Figure B.3 must be made using an image

editing package such as The Gimp [61].

Figure B.3: The starting sinogram and following the transformation

The top half of the original sinogram is selected and pasted as a new layer and

flipped horizontally. The bottom half of the image is moved to the top and the

pasted original top half aligned with the original bottom half. The combined image

is then rotated anti-clockwise 90o. The Radon Transform requires the image size
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to either 90, 180, 360, 720, 1440 pixels along both edges. Resize the image to the

nearest of these values.

B.1.4 Image Reconstruction

Using ImageJ, the Radon Transform Plugin can be used to reconstruct the data

stored in the sinogram.

Plugins → Radon Transform

Import the sinogram data into the Radon Transform Plugin by selecting Import

Data in the Radon Transform interface. Import the data as “columns”.

The “Scans” value is equal to the dimensions of the sinogram and the angular

increment must be selected to make the number views equal to “Scans” and can be

determined by:

angular increment =
180

Scans

The other parameters can be selected by the user, however the following param-

eters were used in this study:

• Filter: ramp

• Filter Cutoff: 1.0

• Zoom: 1

• Output Img Size: the same as the sinogram size

• Output Depth: 8

Finally, select Reconstruct and the image will be reconstructed based on the

selected parameters. This image can then be saved in ImageJ as a TIFF image for

further analysis.
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