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Abstract

The wireless communications arena consists of a wide range of products and

services, each with a specific target market and approach. Having character-

istic advantages and disadvantages, all attempt to increase their market share

through diversification and innovation. Ultra wideband (UWB) is a recent en-

try into the commercial short-range communications world, differentiated by

its sparse spectral profile and low peak power emissions. Being unlicensed and

capable of operating simultaneously with conventional communication systems,

it has seen considerable attention by both industry and academia.

This thesis explores diversification improvements available for UWB systems,

explicitly through orthogonal user multiplexing schemes, channel equalization,

and forward error correction. A review of this communication method is pre-

sented, considering its technical evolution and standardization.

Multi-user sequencing is researched with regard to a time hopped UWB ar-

chitecture. The successful adoption of UWB into commercial devices greatly

depends upon the development of efficient user access mechanisms. A compar-

ative analysis of varied time, frequency, and direct sequence hopping codes is

presented in terms of their performance, diversity, and computational require-

ments. It is shown that for low user utilization levels, short periodicity deter-

ministic codes attain a similar performance to randomly generated sequences.

However, within a fully utilized system deterministic codes slightly out-perform

short length random sequences.

The application of multiplexing codes to UWB chip level interleaving is also

iii



Abstract iv

examined. Interleaver performance is compared when designed through long

length random codes versus design through deterministic hopping sequences,

exemplifying similarities between the approaches.

A unique approach to sequence analysis is introduced, developing a set of state

probabilities for pulse separations generated by each multiplexing code. Provid-

ing insight into optimal code design procedures, this separation profile is em-

ployed in the closed-form derivation of intersymbol and multi-user interference

expressions. These formulations adopt a transmitter-side equalization process,

with comparisons against a receiver-side approach presented. Derivations are

based upon an analysis of transmission overlaps, together with the probabilities

of each overlap. A close alignment against a simulated UWB system is evi-

dent for varied system parameters, exemplifying numerous properties of each

equalization measure.

Despite diversification efforts to improve communication procedures, data er-

rors are an unavoidable consequence of operation across a wireless medium.

Forward error correction is researched within this dissertation for both binary

and a non-binary encoding. Utilizing a transmitter-side equalization scheme,

conventional binary turbo decoding is considered at the binary data level. Also,

non-binary turbo decoding is applied to combine data encoding and user multi-

plexing stages. This latter method presents an innovative means of time hopping

code generation. A comparative analysis of each technique against a simulated

performance is given for both single- and multi-user scenarios, together with

observations on the multi-user interference effects of signals employing forward

error correction. A performance improvement for scarcely populated systems

was evident, although a binary turbo scheme is shown to achieve optimal per-

formance in high traffic systems. The mapping scheme required for non-binary

encoding is evaluated in terms of random generation and design through deter-

ministic coding schemes. Truncated orthogonal codes are shown to achieve a

performance gain for higher turbo iteration levels, also having the advantage of

simpler design.

Wireless communications are inherently subject to numerous signal degrada-



Abstract v

tions. With its revolutionary and unlicensed communication approach, UWB

has emerged as a formidable contender in the wireless arena. Having an array

of error mitigation techniques, including orthogonal user multiplexing, channel

equalization, and advanced error correction, it prevails as a high rate and low

power consuming system for the modern world of telecommunications.
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Chapter 1

Introduction

1.1 Background

The wireless transmission of information pioneered a new age of economic evo-

lution and social development. Ultra wideband (UWB) is a communication

technique designed for relatively short range data transfers. Although often

viewed as a modern advancement in wireless communications, UWB has expe-

rienced several decades of technological growth [1]. Considering its impulsive

nature and bandwidth occupancy, it may be argued UWB has its origins in

the spark-gap transmissions by Marconi and Hertz near the turn of the 20th

century [2]. These transmissions over the Atlantic Ocean marked the feasi-

bility of wireless telecommunications, igniting over a century of research and

development.

Ultra wideband operates at the physical layer of communications. Although

defined primarily by its bandwidth usage, this technique is commonly imple-

mented through the use of baseband pulses of very short duration [3]. These

impulsive waveforms spread the energy of the radio signal from near DC to sev-

eral gigahertz. Bandwidth inadequacy has consistently been a bottleneck for

the advancement of wireless deployment. With its sparse spectral profile and

low peak power emission level, UWB is capable of operating simultaneously

with conventional communication systems.

1



Introduction 2

There are two approaches to the measuring of UWB spectral characteristics [4].

These are referred to as the ‘full-bandwidth’ and the ‘bandwidth-limited’ mea-

surements. The former considers a waveform’s temporal characteristics, apply-

ing a Fourier transform for conversion to a frequency domain representation.

The latter involves a direct frequency domain measurement of the spectral char-

acteristics.

Wireless communications are inherently subject to numerous signal degrada-

tions. Multi-access interference is an inevitable consequence of multiple users

operating in close proximity. The successful adoption of UWB into the com-

mercial arena depends significantly on the development of efficient access tech-

niques. Several dimensions exist over which user multiplexing may be achieved,

these being:

• time slots;

• frequency bands;

• direct sequence codes;

• or a combination of the above.

The mode of multiplexing for each medium is illustrated in Fig. 1.1, notably

indicating the multiplexing of direct sequence codes over both time and fre-

quency.

Signal multipath is another source of energy loss within a wireless system. The

large bandwidth of UWB implies resolvable multipath with path delays on the

order of nanoseconds. Harnessing this dispersed energy, equalization techniques

may be employed in either the receiver or the transmitter. Integration into the

receiver-side is more common, although transmitter-side adoption utilizing the

time reverse of the propagation impulse response has also emerged as a viable

communication tool.

Ultimately, errors will arise in multi-user rich scattering environments. Numer-

ous correction techniques exist, ranging from single parity bit additions and
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Figure 1.1 Channel use over frequency, time and code division multiple access

block based checksums, to complex iterative decoding algorithms. They are

classified as either backward error correction (BEC), involving receiver-side er-

ror detection and subsequent data re-transmission; and forward error correction

(FEC), requiring more intricate receiver-side detection and analysis methods,

although eliminating the necessity of re-transmission.

With its revolutionary and unlicensed communication approach, UWB has

emerged as a formidable contender in the wireless arena. Having an array of

error mitigation techniques, it prevails as a high rate and low power consuming

system for the modern world of telecommunications.

1.2 Aims of this Thesis

Significant commercial and academic research has been conducted into UWB,

ultimately seeking to improve system performance. This dissertation explores

varied diversity improvements in order to increase the capacity of UWB systems.

The three main techniques researched within this thesis are:



Introduction 4

• orthogonal multiplexing;

• channel equalization;

• and forward error correction.

Orthogonal multiplexing is considered with regard to a time hopped UWB ar-

chitecture. Time, frequency, and direct sequence hopping codes are studied in

order to draw a comparative performance analysis. Through this analysis, the

possibility of altering sequence constructions in order to achieve a performance

improvement is considered. While taking to account traditional code correlation

measures, this thesis proposes a unique approach to sequence analysis, through

the development of a set of state probabilities for pulse separations.

Channel equalization is also studied, researching both receiver- and transmitter-

side implementations. Although discussing both approaches, this dissertation

seeks to derive closed-form expressions for self- and multi-user interference

within a transmitter-side equalization system. With UWB dependent upon nu-

merous parameters, closed-form representations of performance enable a quick

analysis of system capability for varied factors. These factors include: the prop-

agation channel; transmit energy; and user multiplexing codes.

Error correction is addressed in terms of binary and non-binary means. For-

ward error correction is a common addition to wireless systems, although its

integration is generally only concerned with the data bit level. Discussed herein

is a proposal to combine data encoding with time hopping. Although achieved

through an increase in complexity, this approach may simplify the flow struc-

ture of a UWB system, while introducing a novel method of time hopping code

generation.

Finally, diversity techniques are analyzed through both mathematical model-

ing and comparative simulations. Through this, system performances may be

evaluated within a noise degraded, multipath scattering, multi-user architec-

ture. All areas of study will be examined in the effort to improve the capacity

of UWB systems, increasing the rate of data transfer, and reducing multi-user
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interference. This may subsequently improve the commercial viability of UWB,

and its assimilation into mainstream short range wireless communications.

1.3 Thesis Overview

This dissertation is structured as follows:

• Chapter 2 begins with a discussion of the background and standardiza-

tion of UWB. Encompassed under the IEEE 802.15.3a and 802.15.4a pro-

tocols, the standard UWB multipath channel model has been designed ac-

cording to common propagation characteristics. Several varied implemen-

tation methods are examined, together with common modulation tech-

niques. Bandwidth efficiencies and multipath resolution capabilities are

addressed with regard to the standard propagation channel. This chapter

also presents overviews to diversity methods utilized within this disserta-

tion. Orthogonal hopping sequence design, existing channel equalization

measures, and current forward error correction approaches are discussed.

The latter mainly considers recently emerged turbo coding techniques,

which iteratively converge to an estimate of transmitted codewords;

• Chapter 3 analyzes multi-access systems, where the most dominant er-

rors occur due to multi-user interference. Orthogonal sequencing of user

transmissions aids in minimizing degradations, although complete elimi-

nation is not feasible within asynchronous systems. The design of existing

hopping codes is discussed in terms of various code parameters, including

range, periodicity, and correlation properties. Codes are constructed to

achieve orthogonality over a ‘family’ of sequences. Time, frequency, and

direct sequence code designs are presented, together with varied perfor-

mance analysis measures. A unique approach to sequence characterization

is introduced, based upon the separation probability of signal transmis-

sions. Both short and long codes are employed, exhibiting varied cor-

relation properties. Finally the effect of interleaving at the chip level
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is examined, comparing interleaver performances when designed through

long random codes or deterministic hopping sequences;

• Chapter 4 presents a set of preliminary and closed-form expressions for

the intersymbol interference present within a UWB system employing

a transmitter-side equalization. Derivations are based upon an analysis

of transmission overlaps, together with the probabilities of each overlap.

Comparative analysis of derived performance levels against a simulated

system is also given;

• Chapter 5 adopts a similar derivation approach to the previous chapter

in the development of multi-user interference expressions. These prelimi-

nary and closed-form equations for a transmitter-side equalization analyze

signal overlaps, together with the introduced separation probability profile

which characterizes time hopping codes. Derived formulae are compared

against a simulated multi-user system performance;

• Chapter 6 discusses the integration of forward error correction into a

time reversed UWB architecture. Conventional binary turbo decoding

is considered at the binary data level, and non-binary turbo decoding is

applied to combine data encoding and user multiplexing stages. The latter

method encodes information symbols onto an expanded modulation set,

utilizing a unique memoryless mapper to generate a time hopping code.

Random and deterministic mapping procedures are presented, applying

short length sequences. Soft output decoding algorithms are adopted for

both error correction methods. While binary encoding uses a conventional

bit-based decoding algorithm, non-binary encoding applies a symbol-by-

symbol (S-B-S) decoder. Encoder and decoder structures are comprised of

‘component’ sub-structures to achieve iterative properties. A comparative

analysis of each method against a simulated performance is presented.

Tests are conducted in single- and multi-user scenarios, also observing the

multi-user interference effects of signals employing error correction;

• and Chapter 7 concludes the thesis, giving suggestions for future re-

search.
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1.4 Contributions

The main contributions of this thesis are as follows:

1. A comparative analysis of existing orthogonal multiplexing sequences is

presented, porting all code constructions to the time domain. These short

codes are analysed in terms of their correlation properties, and also their

transmission separation capabilities [5]. The application of long length de-

terministic codes for interleaved coding-modulation is also discussed with

reference to randomly generated sequences [6,7,8]. This work provides an

in-depth perspective to the multiplexing capabilities of common hopping

code measures, including their application to foreign system architectures;

2. An innovative approach to user multiplexing code characterization is de-

veloped through the transmission separation probabilities achieved by

each hopping sequence [9]. This allows further analysis of the waveform

overlaps present between UWB transmissions;

3. A set of preliminary equations are developed for intersymbol interference

within a transmitter-side equalization approach to UWB [9]. These are

reduced into a closed-form solution, taking into consideration several sys-

tem parameters [10,11];

4. Preliminary expressions are also developed for the multi-user interference

within a UWB system [9]. These are reduced to a closed-form solution in

terms of the interference experienced by a single user, then scaled accord-

ing to the number of active transmitters [10,11];

5. A non-binary turbo encoding system is utilized to combine user multiplex-

ing and data encoding stages [12]. This work is conducted with a random

unique memoryless mapper to generate a time hopping sequence. The

application of deterministic codes for the design of this mapper is also

addressed, namely through the use of truncated hyperbolic congruence

codes [13].
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Chapter 2

Literature Review - Ultra
Wideband Communications

2.1 Introduction

Ultra wideband (UWB) communications is today seen as a viable candidate for

short range data transfer. However, while its origins may be traced to the spark

gap transmissions during the turn of the 20th century, technical limitations re-

sulted in a movement away from wideband signals [14]. Narrowband commu-

nications were preferred as demultiplexing and effective recovery of wideband

energy was difficult. However, Claude Shannon’s discoveries in 1948 outlined the

connection between spread bandwidth and information holding capacity [15].

The result of this was the Federal Communications Commission (FCC) allocat-

ing a block of spectrum over which coding, rather than traditional narrowband

techniques, was used to multiplex multiple users.

In February, 2002, UWB emerged into the commercial arena on an unlicensed

basis. This was subject to the modified Part 15.209 rules within the United

States, with communication restricted to the 3.1 to 10.6 GHz band [16]. The

‘FCC First Report and Order’ established standards and restrictions for three

types of UWB devices based on their potential to cause interference, these being:

1. imaging systems including Ground Penetrating Radars (GPRs), wall-

10
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through-wall, surveillance, and medical imaging devices;

2. vehicular radar systems; and

3. communications and measurement systems.

UWB is characterized by having either a signal bandwidth greater than 500 MHz

at a power level of -41.3 dBm/MHz, or a fractional bandwidth greater than 20%

according to the definition [16,17,18]:

Fractional Bandwidth =
(fH − fL)(

fH+fL

2

) .
The parameters fL and fH represent the lower and upper frequencies of the

-10 dB emission points respectively, as established by the FCC in 2002. These

noise-like wideband communications hence produce similar power emission lev-

els as general consumer goods, such as a laptop computer. The unilateral spec-

tral mask imposed by the FCC for indoor UWB communications is shown in

Fig. 2.1 [1]. Power limitations within this mask are imposed on the effective

isotropic radiated power (EIRP), which occurs when impedances are matched

between the transmitter circuitry and the antenna. As a reference, mobile

phones may transmit up to +30 dBm, which is of order 107 times higher than

the power spectral density permitted by UWB [18].

Ultra wideband is designed with low enough power emissions such that it may

appear as noise to other communications operating in the same frequency band.

However, studies have shown that in a non line-of-sight (NLOS) scenario, a

UWB interferer operating at the peak allowable power density possible, may

have significantly detrimental effects to data rates in 802.11a wireless local area

network (WLAN) systems [19]. Thus, interference to and from RF equipment

in close proximity is a concern for UWB radio.

UWB is currently standardized under IEEE 802.15.3a for short range (< 10 m)

and high data rate (100 Mbit/s) communications, and under IEEE 802.15.4a for

moderate range (100− 300 m) and low data rates (less than a few Mbit/s) [14].
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Figure 2.1 FCC spectral mask for UWB indoor applications

The two main proposals seeking to be the IEEE standardized UWB architecture

are Multi-Band Orthogonal Frequency Division Multiplexing (MB-OFDM) and

Direct-Sequence UWB (DS-UWB) [17].

MB-OFDM is supported by the ‘WiMedia Alliance’, which merged with the

‘Multi-Band OFDM Alliance’ (MBOA) in 2005 and is operating under the orig-

inal name [20]. This technique combines frequency hopping with OFDM, inter-

leaving symbols over sub-bands in the available frequency spectrum. Through

this technique, an entire 528 MHz band appears to be simultaneously uti-

lized [21, 22]. MB-OFDM requires complex inverse fast Fourier Transform

(IFFT) operations, may have relatively higher peak to average ratio, and is

susceptible to frequency selectivity of the channel. The alternate method, DS-

UWB, is supported by the ‘UWB Forum’, and represents symbols by a series

of pulses that are pulse amplitude modulated by a preset sequence [14, 23].

DS-UWB requires complex high speed analogue-to-digital converters (causing

power consumption issues), and necessitates the use of complex receivers for

significant energy capture [24,25].
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Unfortunately, the IEEE body responsible for the UWB 802.15.3a standard

was disbanded in 2006. With continued debate over standardization, and com-

petitors beginning to develop chip solutions for their UWB variations, the de-

cision has been left to be made by market forces [26]. Developments include

Freescale Semiconductor’s high definition television chipset [27], and Focus En-

hancements’ ‘Talaria’ chipset, which integrates both MB-OFDM and DS-OFDM

modulation methods into a single device [28].

2.2 System Architecture

2.2.1 UWB Transmitter Design

This dissertation considers time hopped UWB (TH-UWB), which is similar in

implementation to DS-UWB. While DS-UWB uses constant intervals between

pulses, TH-UWB adopts an additional time shifting for data encoding, and has

a uniform pulse polarity. The data modulation applied is pulse position modula-

tion (PPM), entailing an additional time shift for each pulse. An alternate form

of modulation is pulse amplitude modulation (PAM), where the amplitudes of

transmitted pulses are altered in accordance with the transmitted data [29].

This carrier-less transmission is potentially an inexpensive radio technique due

to the subsequent low-cost design.

The signal s(u)(t) transmitted for the uth user in a time-hopped UWB system,

with time hopping sequence c
(u)
m , and equiprobable data b

(u)
m ∈ {−1, 1} mapped

through binary PPM, is given by [30,31]:

s(u)(t) =
√
ETX(u)

∞∑
m=−∞

w
(
t−mTf − c(u)m Tc − εb(u)m

)
, (2.1)

where ETX(u) is the user signal energy, w(t) is the base transmitted waveform

of width Tw seconds, the time shift ε is set to equal the pulse width, and m

is the frame number. Tf is a single frame length, which is segmented into

equally spaced intervals called ‘chips’ of duration Tc, such that Tf = NhTc.

Transmissions are designed to only permit one pulse per user per frame. This
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dissertation considers a perfectly power controlled system, where ETX(u) is

constant for all u.

With the data shift ε, and the pulse duration Tw, the remaining duration of a

chip is the guard time Tg, given as:

Tg = Tc − (ε+ Tw). (2.2)

This time may be chosen sufficiently larger than the duration of the channel

impulse response, permitting a portion of the multipath components to pass

before the transmission of the next pulse [32]. Defining the data rate as R, the

symbol duration Ts = 1/R, and the number of transmissions per symbol Ns,

the frame duration Tf and chip duration Tc are expressed as:

Tf =
Ts
Ns

=
1

NsR
, (2.3)

Tc =
1

NhNsR
. (2.4)

The parameter c
(u)
m denotes the position within the particular frame (the chip

number) that is occupied by the uth user’s signal in accordance with a time

hopping sequence [33]. The characteristic parameters of these codes are the

cardinality (Nh), which specifies the alphabet size; and the periodicity (Np),

which indicates the length of the code before it is repeated. Generally, the

periodicity of the sequence is chosen to equal its cardinality. Codes are designed

such that c
(u)
m ∈ <, 0 ≤ c

(u)
m ≤ Nh−1, and c

(u)
m Tc+ε < Tf . The latter restriction

is imposed to contain each pulse within a single chip.

A signal transmitted through time hopped UWB, applying PPM, is illustrated

in Fig. 2.2(a). In the example, 2 bits are sent, with a frame of Nh = 5 chips and

Ns = 2. For the purpose of contrast, a data signal transmitted through a DS-

UWB architecture is depicted in Fig. 2.2(b). It can be seen in DS-UWB that

the hopping sequence is introduced through means of a bipolar pulse polarity

multiplier, with the data modulation introduced by the same means [34]. Due

to the compacted multiplexing employed, DS-UWB can operate in a relatively

smaller time window, although TH-UWB outperforms DS-UWB by approxi-

mately 1 dB [29].
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(a)

(b)

Figure 2.2 Transmitted signal structure for (a) TH-UWB with PPM and (b) DS-
UWB
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This thesis considers a chip synchronous, single-input-single-output system,

where user transmissions are aligned with the chip time Tc. Chip synchro-

nism, due to the resulting pessimistic pulse overlapping, leads to a worst-case

performance for the system [35].

The base waveform w(t) was set as the second derivative of the Gaussian pulse,

with center frequency f0, defined as [36]:

w(t) =
[
1− 2(πtf0)

2
]
exp

{
−(πtf0)

2
}
, (2.5)

with energy:

Ew(t) =
3√

32π · f 2
o

, (2.6)

and energy normalized Fourier transform of:

W̃ (f) =

√√
32π · f 2

o

3

2√
π · f 2

o

(
f

f0

)2

exp

{
−f

2

f 2
0

}
. (2.7)

A center frequency of 3.9 GHz was used, which results in a monocycle width

of Tw = 0.5 ns. The time domain representation of this energy normalized

Gaussian derivation is shown in Fig. 2.3, together with the corresponding nor-

malized power spectral density.

Transmitter and receiver antennas generally behave as pulse distorting filters,

with a differentiation of the pulse occurring as the wave radiates [37]. This

thesis considers that the combined effect of both transmit and receive antennas

has no significant effect on the signal transmitted.

Considering the impulsive nature of the monocycle in Fig. 2.3, it can be deduced

that its electrostatic discharge has a spectrum that is infinite. As such, it may

have an infinitely sparse interference potential. The spectrum may be shaped

by techniques including:

• altering the pulse width, with an inversive relationship existing between

the time duration of the pulse and its corresponding spectral width [38];

• changing the pulse rate, as this adjusts the spectrum’s magnitude since

the input power is changed based upon the number of pulses transmitted;
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Figure 2.3 Time and frequency domain representations of a 2nd derivative Gaussian
monocycle with center frequency of 3.9 GHz

• and differentiation of the base pulse, since Gaussian derivatives of higher

order characteristically exhibit higher peak frequencies and also an in-

creased signal bandwidth.

As an extension to this final technique, the base pulse may be designed through

a combination of Gaussian derivative base functions. This can be done through

a random selection of functions, or use of the Least Square Error (LSE) to

minimize the error function between the transmitted and required signals [17].

Alternate waveform shape algorithms have been developed to reduce the pulse

time duration [39,40], and pulse types such as modified Hermitian pulses (MHP)

have been applied [34]. Each technique ultimately attempts to produce a power

spectral density shaped according to the restrictive emission mask imposed by

the FCC.
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2.2.2 Multi Path Channel

Wireless communications are inherently predisposed to reflections and refrac-

tions of signal transmissions. Ultimately, this leads to multipath at the receiver,

which may pose severe limitations on system performance. In February 2003,

the IEEE 802.15.3a Study Group subcommittee released a ‘Final Report’ de-

tailing a channel model specific for UWB signal propagation [41]. This model is

based on the ‘SV’ channel outlined by Saleh and Valenzuela, where multipath

components arrive in clusters [42].

Ignoring user referencing, the 802.15.3a UWB channel model is defined as [41]:

h(t) = X
L∑
l=0

K∑
k=0

αk,lδ(t− Tl − τk,l), (2.8)

where δ(t) represents the Dirac delta function. The parameter L denoted the

number of clusters, K signifies the number of paths within each cluster, and αk,l

is the path magnitude for ray k within cluster l. The lth cluster arrives at time

Tl, with the kth ray in this cluster arriving at time τk,l, which is relative to the

first path in the cluster (τ0,l = 0). The path magnitude αk,l is modeled as having

±1 Bernoulli mixed log-normal densities, giving a zero mean for each instance

of the channel. Independent fading is assumed for each cluster and for each ray

within the cluster, with mean cluster and ray powers decaying exponentially in

time.

Shadowing, represented by the term X, is assumed to be a log-normal random

variable, formulated as:

X = 10
g
20 . (2.9)

The term g is a characterized as a Gaussian random variable, with a mean of

g0 and a variance σ2
g . The average g0 is dependent upon the total multi-path

gain G as:

g0 =
10 logeG

loge 10
−
σ2
g loge 10

20
. (2.10)

This total multipath gain is determined by the separation distance D between

the transmitter and receiver, and may be estimated as [17]:

a =
c0
Dγp

. (2.11)
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Target Channel Characteris-
tics

CM1 CM2 CM3 CM4

Scenario LOS NLOS NLOS NLOS
TX-RX Separation (0-4m) (0-4m) (4-10m) (>10m)
τm [ns] (Mean excess delay) 5.0 9.9 15.9 30.1
τrms [ns] (rms delay spread) 5 8 15 25
NP10dB (number of paths that are
within 10 dB of the strongest path)

12.5 15.3 24.9 41.2

NP (85%) (number of paths that
capture 85% of channel energy

20.8 33.9 64.7 123.3

Λ [1/ns] (cluster arrival rate) 0.0233 0.4 0.0667 0.0667
λ [1/ns] (ray arrival rate) 2.5 0.5 2.1 2.1
Γ (cluster decay factor) 7.1 5.5 14 24
γ (ray decay factor) 4.3 6.7 7.9 12
σ1 [dB] (stand. dev. of cluster log-
normal fading)

3.3941 3.3941 3.3941 3.3941

σ2 [dB] (stand. dev. of ray lognor-
mal fading)

3.3941 3.3941 3.3941 3.3941

σx [dB] (stand. dev. of lognormal
fading for total multipath)

3 3 3 3

Table 2.1 IEEE UWB channel model parameter settings

Here, γp is the power attenuation exponent, and c0 is a ‘tuning’ constant manip-

ulated to obtain a reference gain at a reference distance. Taking the reference

attenuation at a separation distance of 1 m as AdB = 10 · log10(ETX/ERX), with

ERX representing the receiver energy, c0 may be calculated as:

c0 = 10−AdB/20. (2.12)

Within a LOS scenario, for instance, a reference attenuation of AdB = 47 dB

and attenuation exponent of γp = 1.7 are applied.

There are four channel scenarios defined by the IEEE for this highly dispersive

channel structure (CM1 to CM4). These scenarios, together with the IEEE

recommendations for common parameters, are shown in Table 2.1. Considering

a root mean squared (RMS) delay spread of up to 25 ns, significant intersymbol

interference may be caused for higher data rate transmissions, where lower pulse

repetition intervals are evident.
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Since defining parameters such as cluster/ray arrival rates (Λ, λ) and decay

factors (Γ, γ) are known for each channel scenario, as are the mean and variance

of the channel, it can be said that the random variables defining the path

amplitudes and arrival times are independent. Also, when the variance is given,

the set of random variables defining the consecutive gains for a single cluster

are mutually independent.

For the purpose of simulation and closed-form derivations, the discrete-time

channel impulse response is modeled as:

h(u;xpos, t) = X

L−1∑
k=0

αkδ(t− τk). (2.13)

It constitutes a segmentation of the original model into ‘bins’ of time width τ

seconds. The term τk is formed by a multiplication of the bin width τ by the

number of paths k, such that τk = τ · k. The channel consists of L paths, each

representing the energy within the bin width. Thus the total channel width is

equivalent to Lτ seconds. The channel model argument (u;xpos, t) is adopted

for succinct terminology between equalization methods applied in subsequent

chapters. The parameter xpos represents the position of the intended receiver.

The gain of the αk coefficients is normalized to unity for each channel realization,

such that:
L−1∑
k=0

|αk|2 = 1.

A quasi-stationary channel is assumed, remaining time-invariant for the trans-

mission of a block of data, and independent between blocks.

The characteristic power delay profile of this channel is illustrated in Fig. 2.4(a)

[42], showing the typical time of arrival of multipath components against the

received power. For clarity, non-overlapping clusters are shown, although this

generally is not the case. A sample profile within a LOS scenario is depicted in

Fig. 2.4(b).
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(a)

(b)

Figure 2.4 Power delay profiles for the IEEE UWB channel model (a) characteristic
and (b) LOS sample

2.2.3 UWB Receiver Design

The large bandwidth of UWB waveforms has both advantages and disadvan-

tages to system architecture. The simplistic transmitter design was outlined in

Sec. 2.2.1, benefiting from the removal of the signal modulation stage. For a

UWB receiver, larger bandwidth provides the advantage of increasing the ca-

pacity to resolve multipath caused by the transmission channel [18]. However,

pulse overlapping and per-path pulse distortion increases receiver design com-

plexity [14]. Considering the short pulse duration in time hopped UWB systems,

sampling rates in the multi-GHz range are required. This also has a significant
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impact on receiver performance in terms of sensitivity to synchronization errors.

The received signal is comprised of the transmitted signal, after manipulation

by channel attenuation and delay, superimposed with noise interference. This

noise is modeled as a random additive white Gaussian noise (AWGN) process

with a two-sided power spectral density of σ2 = N0/2. Ignoring multipath and

noise components, the received signal may be represented as:

r(u)(t) = a · s(u)(t− t∆), (2.14)

where t∆ is the transmitter/receiver time displacement. The parameter ‘a’ is

the channel attenuation, defined as the square of the total multipath gain G.

Applying the definition for the propagation channel, the signal received is de-

fined as:

r(t) =

(
Nu∑
u=1

s(u)(t)⊗ h(u;xpos, t)

)
+ n(t) (2.15)

=
Nu∑
u=1

L−1∑
k=0

αk(u;xpos)p(t− τk) + n(t), (2.16)

where ⊗ represents convolution, n(t) is the AWGN, and a summation takes to

account contributions of all Nu users. The parameter p(t) models the received

pulse waveform. In accordance with Turin’s multipath channel model, per-path

pulse distortion is neglected [43]. Thus p(t) ≡ w(t) of Eq. 2.5.

All transmitters were assumed dispersed enough such that the channel responses

from each transmitter to any receiver are independent. The minimal antenna

separation for this is λwave/2 (half the transmitted signal wavelength). Consid-

ering the permitted operating frequency range of UWB (3.1 to 10.6 GHz), the

wavelength of a UWB signal within a vacuum may range from approximately

2.8 cm to 9.7 cm. Hence channel independence is a feasible assumption.

Decisions on the encoded data within a received signal are conducted with the

use of a template base waveform, taking the form of [44]:

v(t)
∆
= w(t)− w(t− ε), (2.17)
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where ε is the binary PPM time shift set equal to the base pulse width Tw.

The test statistic Z is constructed by summing the Ns correlations between the

template signal v(t) at various time shifts, and the received signal [3]. Repre-

senting the template spanning an entire symbol as vsymbol(t), the symbol-level

decision variable may be expressed as:

Z =

∫
t∈Ti

r(t)vsymbol(t)dt. (2.18)

The polarity of this decision variable estimates the transmitted data bit b
(u)
m . A

decision to b
(u)
m = 0 is made in the case that:

Z =
∞∑

m=−∞

ε+Tw∫
ε

r(u)(t)v(t−mTf − c(u)m Tc)dt > 0, (2.19)

where r(u)(t) represents the uth user’s received signal. The decision of b
(u)
m = 1

is made in the event that Z ≤ 0.

As the transmitted signal is deterministic, and the system noise is a Gaussian

process, the received signal is also Gaussian. As the correlation between the

template and the received signal is a linear function of the latter, it also is a

Gaussian random process. Finally, provided the number of users Nu is large, the

multi-user interference may be considered a Gaussian process too [31,37,3,45].

Decisions on encoded data may be conducted on the Ns waveforms comprising

a transmitted signal either individually or collectively. The former involves

correlations over each waveform, with a decision being based upon a simple

majority criterion. Conversely, the correlation can be applied to the entire

signal representing the transmitted symbol, with a decision determined through

the single result. While more complex in design, the latter provides an error

performance improvement, this being the method applied in this thesis.

Within binary PPM, two orthogonal functions may be used for data represen-

tation. These signal vectors, in terms of the transmit energy, may be expressed

as:

s1 = (
√
ETX , 0), (2.20)

s2 = (0,
√
ETX). (2.21)
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Figure 2.5 Signal points for orthogonal binary PPM signaling

The signal points for these orthogonal signal are shown in Fig. 2.5. An op-

timal detector applies the maximum likelihood (ML) criterion on the received

symbols. Without loss of generality, the single user probability of error may be

derived through the assumption that s1 was transmitted, assuming equiprobable

data transmission. The subsequent received vector is:

r = (
√
ETX + n1, n2). (2.22)

An error event may now be considered if the received signal is demodulated to

be s2 [46, 47], with error probability:

P(e|s1) = P(n2 − n1 >
√
ERX), (2.23)

where noises are assumed statistically independent. The average error proba-

bility may be reduced to:

P(n2 − n1 >
√
ERX) =

1√
2πN0

∫ ∞

√
ERX

e−x
2/2N0dx (2.24)

=
1√
2π

∫ ∞

√
ERX/N0

e−x
2/2dx (2.25)

= Q

(√
ERX
N0

)
(2.26)

=
1

2
erfc

(√
ERX
2N0

)
, (2.27)
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with:

erfc(y) =
2√
π

∫ +∞

y

e−ξ
2

dξ, (2.28)

Q(x) =

∞∫
x

1√
2π
e−

x2

2 dx. (2.29)

Where multiple pulses are used per data bit representation (Ns > 1), the trans-

mitted signal energy is effectively increased by a factor of Ns. However, it

should be noted that the increase in the number of pulses per bit requires a

corresponding increase to the pulse rate. The bit level average error probability

may be expressed as:

Prb =
1

2
erfc

(√
NsERX

2N0

)
. (2.30)

The impact of multi-user interference was commonly estimated through the

Standard Gaussian Approximation (SGA) hypothesis [17]. It decomposes the

decision variable (Z) into the useful signal, multi-user interference, and noise

components, following the form: Z = Zu + Zmui + Zn. The MUI may be

removed through the use of orthogonal coding between users. Terms Zmui and

Zn are both assumed to be zero-mean Gaussian processes. The validity of

the SGA increases with the number of interfering users, although does not

provide adequate realizations for low transmission rates or pulse repetition rates

[48,49,50].

However, with the general validity of the SGA being questionable [49, 51], the

more accurate Generalized Gaussian Approximation (GGA) may be utilized to

approximate multi-user interference [52, 53]. The GGA provides a better esti-

mate to the MUI performance floor in TH-UWB systems, taking into account

the fourth order moment of the MUI.

2.3 User Multiplexing Codes

Time hopped UWB users are multiplexed through periodic pseudo-random noise

sequences, which determine the chips users will transmit within each time frame.
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This code division multiple access is represented by c
(u)
m in Eq. 2.1, and is based

upon a family of near orthogonal codes. These seek to minimize pulse overlap

between simultaneously transmitting users, such that c
(i)
m 6= c

(j)
m in the mth

frame. Unfortunately, orthogonality is difficult to maintain in the presence of

multipath, or in the absence of user synchronism. Ultimately, the existence of

a Johnson bound between sequence parameters ensures that pure orthogonal

time hopping sequences may not be designed [54].

This dissertation assumes chip synchronism exists between all user transmis-

sions, as this generally results in a pessimistic error performance [55]. Subse-

quently, chip level analysis of user performance through sequence comparison

may be conducted.

The three classifications of code division multiplexing which may be applied for

multi-user access are:

• time hopping;

• frequency hopping;

• and direct sequence (DS) spreading sequences.

Frequency hopping sequences modulate information onto a carrier signal which

systematically alternates through the available frequency bands. Direct se-

quence spreading is applied by phase-shift-keying a carrier with the summation

of the code and the information stream to be modulated. The pulse rate of the

data is much lower than that of the spreading sequence, therefore creating a

wideband signal [56]. Auto- and cross-correlation properties are not consistent

between hopping classifications [57], with correlation analysis in a time hopping

perspective conducted herein for comparable results.

Mapping may be employed to convert frequency and DS sequences to time

hopping codes, discussed further in Chapter 3.

Many applications adopt pseudo-randomly generated unique codes, as in vari-

ous cluster based wireless sensor networks [58]. These codes are generated and
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Figure 2.6 Multi-user collisions within a TH-UWB scenario

stored at both the transmitter and receiver. However, use of these random

codes can lead to catastrophic collisions between user signals. As shown by

Bellorado et al. [59], a significant degradation of data rates in wireless LAN

systems may be caused by a UWB device operating with a random time hop-

ping sequence. Proper design of orthogonal codes is also required to decrease

the possibility of multi-user interference between UWB devices, lower the ef-

fects of multipath interference on communications, and improve synchronization

between the transmitter and receiver.

When two user transmissions simultaneously occupy the same chip, a collision

or ‘hit’ occurs. The time multiplexing of three users is shown in Fig. 2.6,

using Nh = 11 chips. Two signal collisions are evident, where an overlap exists

between user monocycles.

There are various aspects which must be considered in the design of orthogonal

sequences. Taking a ‘slot’ to represent either a time interval or a frequency

channel, these considerations include:

• efficient and even utilization of the available slots;

• not occupying the same slot for many repetitions;

• avoidance of sub-sequences between user patterns;

• and ensuring the periodicity of the sequence is larger than the number of

pulses per symbol (Np > Ns) [60].
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Although the simplistic technique of occupying a single slot only throughout

communications is feasible, this ultimately leads to a degradation in system

performance. The possibility exists that two users may continually enter into

the same slot, resulting in complete signal interruption. Rather, sequences

are designed to obtain a uniform use of all available slots, as this will aid in

minimizing multi-user interference.

For the following code analysis, assume the number of available slots is repre-

sented by an arbitrary parameter q, with the hopping pattern being denoted as

x = (x0, x1, . . . , xNp−1) of length Np elements. Denote the composition vector

N(x) = [N0(x), N1(x), . . . , Nq−1(x)], where Ni(x) indicates the number of times

that each of the q slots occur in x. It can be seen
∑
i

Ni(x) = Np. Sequences

are designed such that [56]:

q−1∑
i=0

N2
i (x) = ‖N(x)‖2 ≥ Np

⌊
Np

q

⌋
+

⌈
Np

q

⌉
(Np mod q), (2.31)

with:

Ni(x) =

⌈
Np

q

⌉
for (Np mod q) values of i, (2.32)

Ni(x) =

⌊
Np

q

⌋
for q − (Np mod q) values of i. (2.33)

This approach evenly utilizes each of the available slots. Additional slot use is

selected such that a uniformly spaced selection over the q possibilities is made.

Another requirement in sequence design is controlling the length. Short se-

quences limit the number of hopping combinations, while long codes may lead

to synchronization issues. Also, the cardinality of the time hopping sequence

(Nh) must be greater than or equal to the number of users in the system, since

this indicates the number of chips (Tc) within a frame (Tf ), and subsequently

the maximum number of simultaneously transmitting users. Work done by Bel-

lorado et al. [59] shows the gradient-descent based design of hopping codes,

optimized for performance within a certain frequency band.

Although time hopping codes are primarily applied to suppress multi-access

interference, they also contribute to shaping the power spectral density of the
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transmitted signal. This allows better coexistence between UWB and other

wireless technologies. Altering the pulse-to-pulse interval in order to remove

the inherent periodicity of PPM-UWB signals, the modulated signal produces

a lower peak magnitude spectrum [38]. This ‘whitening’ effect results from the

spreading of the signal power over a large number of spectral lines, essentially

decreasing the line spacing of the spectral density from 1/Tf to 1/(NpTf ). The

power spectral density (PSD) of a typical UWB signal with a constant pulse

repetition interval is shown in Fig. 2.7(a). The evident periodicity in the

spectrum may be offset by a time hopping sequence and PPM data encoding,

resulting in the PSD illustrated in Fig. 2.7(b).

As previously stated, it is not possible to obtain a family of time hopping

sequences which exhibit completely orthogonal properties. However, provided

a quasi-synchronization state exists between users, ‘zero-correlation zone’ (ZCZ)

sequences may be used. Here, an interference-free window exists for a certain

level of asynchronicity between user hopping codes, although this is generally

achieved through an increase in the cardinality of the sequences [61]. This

concept was first introduced for direct sequence code division multiple access

(DS-CDMA) as ‘zero correlation duration direct sequences’ [62]. They were later

adopted by DS-UWB [63,64], also FH-UWB as ‘no hit zone’ sequences [65], and

TH-UWB as ZCZ sequences [66]. Unfortunately, this technique is not efficient

in terms of chip utilization, with many time slots left unoccupied in order to

achieve this property.

An extension to time hopping exists in the form of pseudo chaotic time hop-

ping (PCTH). Rather than only a static and periodic user code, PCTH exploits

symbolic dynamics to generate aperiodic (chaotic) spreading sequences [67]. A

pseudo-chaotic encoder operates on the input data, with the output used to

generate a N -PPM (non-binary) signal which modulates a user-specific time

hopping or pulse train ‘signature’ sequence. This random-like inter-pulse in-

terval removes outstanding spectral features, resulting in a lower probability of

intercept with other transmissions [68,69].

A pseudo-chaotic encoder achieves chaotic dynamics through a shift mapping.
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(a)

(b)

Figure 2.7 Power spectral characteristics for a UWB system with (a) regular pulse
repetition interval and (b) time hopped multiplexing and data encoding through PPM
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An example is the Bernoulli shift, which is approximated through the use of a

finite-length shift register. This shift is expressed through the function xk+1 =

(2xk)%1, where xk represents the current encoder state. The next encoder

state is determined by the current state multiplied by 2, then mapped through

the modulo operation onto the states {0, 1}. This shifting may be followed

by successive complex mappings, such as a ‘tent map’ by using a grey/binary

converter (of the form xk+1 = 1− 2 |xk − 0.5|) [68,70].

The PCTH receiver applies a simple algorithm based on knowledge of the trans-

mitter’s chaotic circuit, hence alleviating the need for additional synchroniza-

tion circuitry at any level [69,71]. Unfortunately, the system requires multilevel

PPM, and subsequently a convolutional decoder with a large number of states.

It also requires higher data rates that conventional orthogonal N -ary PPM [70].

This is coupled with a sensitive dependence on initial conditions of the transmit

encoder.

2.4 Channel Equalization

2.4.1 Receiver-side (RAKE)

Conventional UWB schemes have several commercially appealing aspects, in-

cluding low implementation cost, and low power consumption. Another benefit

is that multipath components are capable of being fully resolvable, provided

that the duration of each pulse is shorter than the difference between prop-

agation delays of different multipath components [45]. Unfortunately, typical

UWB indoor channel responses may have a delay spread of up to 80 to 200 ns,

with 60 to 200 paths [41, 72, 73]. It is a result of signal reflection, penetration

through materials, and diffraction with interfering objects. Therefore, multi-

path presents a severe degradation to system performance.

Channel equalization is a common technique applied to circumvent the negative

effects of channel multipath. However, while this concept does present benefits

in terms of user error performance, it inevitably leads to an increase in the
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level of complexity for the system. Increased memory, channel tracking, and

additional processing are a few of the requirements. This complexity may be

incorporated into either the transmitter or the receiver.

Receiver side equalization, which is more common in wireless communications,

entails the collection of channel distorted energy. A common application of

receiver equalization is in sensor networks [74, 75]. Here a collection of nodes,

each with one or more environment sensors, communicate to higher level node

receivers which perform channel equalization. This allows the sensor nodes to

be simpler in design, also saving on energy. Existing sensor network methods

include ‘BTnodes’ [76] and Intel’s ‘Imote’ [77], both high bandwidth methods

based upon Bluetooth technology.

A RAKE structure is common in UWB, offsetting channel effects through mul-

tipath energy collection. It operates by dedicating a ‘branch’ to each arriving

path encompassed in the decision process [78]. The three main types of receiver

structures are [79]:

• All-Rake (ARake), which collects all resolved multipath components, and

has very high complexity;

• Selective-Rake (SRake), which collects the NB multipath components

which have the largest amplitudes, and has relatively reduced complexity;

• and Partial-Rake (PRake), which collects the first NB multipath compo-

nents received, and has the lowest relative complexity.

An example of the selection criteria in these RAKE schemes is shown in Fig. 2.8,

with NB = 5.

System complexity poses a significant disadvantage in the design of equalization

schemes. RAKE complexity grows linearly in proportion to the number of

branches utilized. It has been shown that in order to collect approximately

half of the energy in a UWB transmission, RAKE receivers with more than 10

branches are required [80,81,82]. Insufficient capturing of multipath energy by
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Figure 2.8 Selections for varied RAKE architectures for a LOS propagation channel

the receiver results in a degraded tolerance to intersymbol interference, and also

decreases the range of the transmission in a highly dispersive channel. It should

be noted that the maximum energy capture of the ARake does not necessarily

deliver optimal performance in the presence of ISI. The SRake architecture

has been shown to achieve better performance relative to an ARake receiver

in certain fading channels [83]. While system improvements exist for increased

energy collection, a threshold exists for the number of branches considered,

and a deterioration in performance possible for branches past this threshold.

However, the SRake receiver must still keep track of all multipath components

available in order to perform the selection. Finally, SRake delivers a better
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performance than PRake, although this difference is lowered when the highest

magnitude paths are located at the beginning of the channel response, as in a

LOS scenario.

Integrating the RAKE architecture into the signal defined by Eq. 2.15 over a

total of M transmitted frames, the expression for the received UWB waveform

for Nu simultaneous users is defined as:

r(t) =
Nu∑
u=1

√
ETX(u)

M−1∑
m=0

w
(
t−mTf − c(u)m Tc − εb(u)m

)
⊗ h(u;xpos, t)

+n(t) (2.34)

=
Nu∑
u=1

√
ETX(u)

M−1∑
m=0

L−1∑
k=0

αk(u;xpos)w
(
t−mTf − c(u)m Tc − εb(u)m − τk

)
+n(t). (2.35)

Here, the channel is assumed static over the transmission of this M frame

block. A RAKE receiver combines the dispersed energy among NB of the L

received paths, thus requiring NB correlator branches, each aligned in time

with their respective multipath component. An ARake receiver considers all

replicas of the transmitted pulse (NB = L); an SRake receiver accounts for

NB < L paths, considering the NB paths with the largest magnitude; and finally

a PRake receiver combines energy from the first NB paths only (0 ≤ l < NB).

Techniques such as ‘Maximal Ratio Combining’ may be employed within RAKE

systems, where a multiplication is done on each branch with a weighing factor

proportional to the path magnitude.

Figures 2.9(a) and 2.9(b) depict the structures of a UWB transmitter and re-

ceiver applying a RAKE scheme, respectively. For brevity, frame and time

hopping shifts have been omitted in the receiver structures.

2.4.2 Transmitter-side (Time Reversed)

Although not as common in UWB as a RAKE equalizer, transmitter side equal-

ization is also a viable solution to combating multipath. This technique is com-

monly known as time reversed communications, although has also been referred

to as ‘pre-rake’ [84]. While a conventional system would operate with the trans-
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(a)

(b)

Figure 2.9 UWB structures applying a RAKE scheme (a) transmitter (b) receiver

mission of sub-nanosecond width Gaussian waveforms, a TR-UWB system uses

the channel impulse response from the transmitter to the receiver as a transmit

pre-filter. The transmitted time reversed signal retraces its path through the

channel, resulting in an autocorrelation of the response being received [14,85].

Time reversed communications was originally developed through underwater

acoustics experimentation with sound waves [86], utilizing the ocean as a cor-

relator to save in computation [87,88]. Testing showed that when energy losses

are small, wave equations guarantee that for each sound burst that diverges

from a point, there exists a set of waves which would converge through the

paths back to the point source.

Relative to a RAKE architecture, TR-UWB shifts the design complexity from

the receiver to the transmitter. An ideal application would be in actuator net-

works, where remote nodes are desired to be simple, inexpensive, and consume

minimal power [89]. The received signal is focused in both time (temporal fo-

cusing) and space (spatial focusing) at the intended receiver, concentrating the

sent energy with a spatial resolution of the order of the wavelength [80,85,90].

Through temporal focusing, a TR-UWB system is capable of effectively mit-

igating intersymbol interference. This is achieved by the very short effec-
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tive length of the received signal, a significant advantage over RAKE based

UWB [86, 91, 92]. Focusing also allows time reversed communications to be

more robust in the presence of narrowband interference relative to receiver-

equalization based UWB [93].

Ultimately, there are fundamental drawbacks of a time reversed system. These

include:

• determining the channel impulse response from the transmitter to the

receiver for use in the former;

• the possibility of channel correlation between users;

• the large time interval required to obtain the response in heterogeneous

systems;

• and the degradation in performance if the transmitter does not have per-

fect knowledge of the channel, or if nonlinearities exist in the transmitter

circuitry.

Since the transmitter requires channel state information, TR-UWB is suitable

for time-division duplexing schemes, where uplink and downlink radio paths

are assumed similar despite the possibility of varied reflective surfacing [94].

Estimation of the channel response can be achieved through the use of the theory

of reciprocity for antennas and electromagnetic propagation. It states that the

outputs of non-linear antennas for identical excitation signals, as detected at

the other antenna, will be identical provided the medium between the antennas

is linear and isotropic [95].

In order to draw a correspondence with a RAKE receiver structure, the equiv-

alent NB multipath components must be incorporated into the transmit pre-

filter. An alternate pre-filter design is presented by Guo et al. [91], based upon

a digital FIR filter. The discrete representation of the time reversed channel,
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considering NB = L for ARake comparison, is defined as:

h (u;xpos,−t) =
√
GH,u;xpos

L−1∑
k=0

βk (u;xpos) δ (t− τk), (2.36)

where:

βk = α(L−1)−k. (2.37)

However, causality requirements mean that h (u;xpos,−t) is not valid. The time

reversed channel response is limited to h (u;xpos, Lτ − t), where Lτ represents

the channel duration. This duration is the effective length of the channel re-

sponse, encompassing a majority of the channel’s multipath components. For

ease of notation, Lτ is omitted. The term GH,u;xpos represents the total mul-

tipath gain of the channel required for normalization, for user u, and the re-

ceiver located at position xpos. This normalization factor is designed such that

GH,u;xpos =
∑L−1

k=0 β
2
k .

The signal s(u)(t) transmitted for the uth user in a time-hopped time-reversed

UWB system, with the time shift ε remaining equal to the pulse width, and

equiprobable data b
(u)
m ∈ {−1, 1} mapped through binary PPM, is given by:

s(u)(t)=

√
ETX(u)

GH,u;xpos

(
∞∑

m=−∞

w
(
t−mTf−c(u)m Tc−εb(u)m

))
⊗h∗(u;xpos,−t) (2.38)

=

√
ETX(u)

GH,u;xpos

∞∑
m=−∞

L−1∑
k=0

βk(u;xpos)w
(
t−mTf−c(u)m Tc−εb(u)m −τk

)
. (2.39)

It can be noted that this transmitted signal is pre-filtered using the time-

reversed complex conjugate of the forward link channel response. Considering a

single-input-single-output system, time reversal properties still apply provided

that the bandwidth occupied by transmissions is significantly larger than the

correlation frequency exhibited by the channel [96,97].

Without loss of generality, user 1 is taken as the desired user, with the signal

detected at its receiver in location x1 given by:

r
(1)
TR(t) =

(
Nu∑
u=1

s
(u)
TR(t)⊗ h(u;x1, t)

)
+ n(t) (2.40)
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=

(
Nu∑
u=1

√
ETX(u)

GH,u;x1

∞∑
m=−∞

Rh(1)h(u)

(
t−mTf − c(u)m Tc − εb(u)m

)
⊗ w(t)

)
+n(t), (2.41)

where:

Rh(1)h(u) (t) = h(1; x1, t)⊗ h∗(u;x1,−t) (2.42)

is the correlation of the channel impulse responses from the first and the uth

user to user 1’s receiver at location x1.

The decision variable Z within a time reversed scheme is constructed as an inner

product of the received signal r
(u)
TR(t) with the receiver template v(t), giving the

estimated received data of b̂
(u)
m :

Z=

∫ (m−1)Tf+c
(u)
m Tc+τ(L−1)+2Tw

(m−1)Tf+c
(u)
m Tc+τ(L−1)

r
(u)
TR(t) · g

(
t−
[
(m− 1)Tf + c(u)m Tc + τ(L−1)

])
dt,

(2.43)

with:

b̂(u)m =

 0, Z > 0

1, Z ≤ 0
,

v(t) = w(t)− w(t− ε).

It can be seen in Eq. 2.43 there is an additional shift of τL−1 for the integration,

which is required to align the template with the (L− 1)th path in the received

signal of the desired user. This is the largest correlation peak, representing the

in-phase autocorrelation peak position for the channel response. This peak has

a magnitude related to the number of paths present within the channel.

The template v(t) for free-space propagation was applied within this dissertation

in order to characterize a system which is performance-equivalent to a UWB

system employing an ARake receiver [98]. When the guard time Tg is chosen

such that ISI is avoided, an ARake and a TR-UWB system exhibit identical

diversity orders and thus have the same error performance, even in the presence

of multi-user interference (MUI). However, temporal focusing allows TR-UWB

to be more resilient in the presence of ISI.

With the received signal taking the form of the autocorrelation of the channel

impulse response, it can be inferred that inherent sidelobe energy will exist.
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Figure 2.10 Time and autocorrelation profiles for LOS and NLOS scenarios of the
IEEE 802.15.3a channel model

Following from this, it can be seen that increasing the randomness of a channel

response results in lower sidelobe energy. Thus, a NLOS system which char-

acteristically has lower tail energy is expected to out-perform a LOS system.

However, larger lengths of the NLOS channels will ultimately lead to an increase

in the duration of the sidelobe energy. This is due to longer channel responses

increasing the autocorrelation peak to sidelobe energy ratio, but also increase

the sidelobe temporal span. The characteristic differences between a LOS and

NLOS are illustrated in Fig. 2.10, showing their time and autocorrelation pro-

files. For the NLOS scenario, a reference attenuation of AdB = 51 dB with a

path loss exponent of γ = 3.5 were applied.

Transmitter and receiver structures for a time reversed approach are shown in

Fig. 2.11(a) and Fig. 2.11(b) respectively. It can be noted that the main

variations relative to the receiver-side equalization structures are the added

pre-filtering stage, and subsequently simplified receiver design.

Several additional techniques may be employed to increase system performance.
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(a)

(b)

Figure 2.11 UWB structures applying a time reversed scheme (a) transmitter (b)
receiver

A MMSE equalizer may be adapted into a time-reversed UWB receiver to in-

crease energy collection [85], also MMSE decision feedback applying stochas-

tic gradient descent algorithms may be used for receiver-side equalization [99].

While not studied in this dissertation, a TR-UWB system may adopt only a

portion of the channel response as the signal prefilter. An analysis into time-

reversed systems utilizing only selected paths of the channel, also referred to as

‘dynamic TR’ in given by Usuda et al. [84] and Derode et al. [100]. Applying

a similar correlation comparison as TR-UWB, pilot assistance and transmitted

reference are also methods for combating the effects of multipath interference

utilizing decision feedback autocorrelation [101].

Another possible addition to time reversal is the use of iterative channel re-

sponse reconstruction [102]. Time reversibility is not perfectly ensured in an

absorbing medium, which combined with a limited antenna angular aperture

means that channel inversion is not guaranteed. Channel reconstruction is based

on successive time-reversal operations conducted to obtain an optimal inverse

filter of the propagation channel. It is designed to eliminate sidelobes in the

received autocorrelation structure by manipulating the signal spectrum. Keep-

ing a static transmit energy, this iterative method harnesses unwanted sidelobe

energy as a correction factor to obtain an optimal objective function.
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Figure 2.12 Iterative channel reconstruction for a LOS scenario

Unfortunately, the amplitude of the focused pulse is lower than in standard

TR focusing. A decrease in SNR is evident in the presence of external noise,

and a linear increase in the length of the transmitted signal results from each

iteration. The effect of this technique is illustrated in Fig. 2.12 for the CM1

scenario of the 802.15.3a channel model (LOS), operating over 10 iterations.

Using ultrasonic wave transmission in low data rate multiple-input-multiple-

output systems, this technique has been shown to produce lower ISI and better

performance relative to classical TR communications [102]. However, in electro-

magnetic single-output-single-input UWB systems this method is not effective,
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particularly considering the necessities for high data rate and low processing

times.

2.5 Forward Error Correction with Turbo Cod-

ing

2.5.1 Binary FEC

Forward error correction (FEC) allows a communication system to add redun-

dancy into a transmitted signal, such that the receiver is capable of correcting

a limited number of errors. This is in contrast to backward error correction,

which requires a signal re-transmission. A revolutionary method of FEC was

developed by Berrou, Glavieux, and Thitimajshima in their 1993 paper: “Near

Shannon Limit error-correcting coding and decoding: Turbo-codes”. These

turbo codes, also known as parallel concatenated convolutional codes, resulted

from the strategic combination of three previously developed concepts [103]:

1. systematic convolutional codes;

2. use of reliabilities of the decoded bits (soft-inputs-soft-output or SISO);

3. and the use of two encoders operating on different orders of the data,

separated by an interleaver, with two decoders applying iterative feedback.

While achieving near Shannon-limit error performances over limited-bandwidth

communication links [104], turbo codes suffer from several drawbacks. These

include a high processing latency due to the iterative nature and use of inter-

leaving, and a high complexity due to the use of soft decoding.

The addition of binary turbo coding into a UWB system operates at the binary

data level, altering b
(u)
m in accordance with a preset convolutional code. This

code is based on passing data through a set of linear shift registers, such that n

encoder outputs depend on both k encoder inputs and γ previous inputs [103].

The structure of the convolutional encoder is defined by a generator matrix
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in the form G(x) = [g1, g2], with g1 and g2 representing the feedforward and

feedback components of the recursive systematic convolutional (RSC) encoder

respectively. RSC codes act as pseudo-random scramblers for the transmitted

data. Feedforward and feedback components may be represented as octal or

binary numbers. For instance, within the transfer function:

G(x) =
1 + x4

1 + x+ x2 + x3 + x4
, (2.44)

the numerator/feedforward would be represented as (21)8 or (10 001)2, and the

denominator/feedback (37)8 or (11 111)2.

The turbo transmitter consists of two RSC encoders, generally with the same

generator matrix, operating on the same binary input data. However, the sec-

ond encoder block operates on the permuted data representation using an in-

terleaver [105]. The combined result is a systematic output sequence, together

with two parity outputs which have same length as the input. This gives an

overall code rate Rc = k/n = 1/3. The combination of two RSC component en-

coders within a binary turbo encoder is illustrated in Fig. 2.13. The parameter

v
(s)
t represents the encoder’s systematic output, with v

(p1)
t and v

(p2)
t representing

the parity output of each RSC encoder.

Higher data rates may be achieved by puncturing the filter outputs before mul-

tiplexing, alternately selecting between the two possible parity values. This

forms a P = [1 0; 0 1] puncturing scenario, where the column indicates the RSC

encoder activated at each time instant. The result is a code rate of Rc = 1/2.

Termination bits are appended to the transmitted data sequence in order to

force the first RSC component encoder to end in a known state. This improves

system performance by initializing the backward recursion applied in the re-

ceiver decoding algorithm. The addition of these γ tail bits does not control

the final state of the second component encoder however, as it operates on the

permuted data sequence. Although not studied within this thesis, methods such

as circular termination of the component codes or ‘tailbiting’ exist such that

additional termination bits are not required [104].
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Figure 2.13 Conventional turbo encoder

The size of the interleaver is determined by the parameter n, with larger inter-

leaver sizes generally associated with lower error rates. The interleaver spreads

adjacent symbols in the transmission, making them independent of adjacent

symbols in reception [103]. This has the effects of reducing degradations due to

impulsive noise and burst errors. Unfortunately, an error floor exists in turbo

coding caused by the presence of low-weight codewords in the interleaver. The

characteristic performance of a turbo system is depicted in Fig. 2.14. Shown is

the transition from noise dominated errors, next to the ‘waterfall’ region of in-

creased user performance, and finally to the error floor arising from inefficiencies

in the interleaver’s design.

Two types of interleavers are an element-wise interleaver, and a block inter-

leaver. The mapping function of an element-wise interleaver is given by:

Π(Z → Z) : j = Π(i), i, j ∈ {0, 1}, (2.45)

where i and j represent the indices of elements within the original and in-

terleaved sequences respectively. Conversely, a block interleaver has elements
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Figure 2.14 Characteristic turbo coding performance

written row by row, and read column by column, having a mapping function of:

Π(i) =

⌊
i

I

⌋
+ I mod

(
i

J

)
, (2.46)

where I is the number of rows and J the number of columns within the in-

terleaver. However, a block interleaver exhibits a worse coding performance

compared to a random element-wise interleaver due to its regularity.

Through correlation of the PPM signal with a static template, the receiver

front-end produces a soft magnitude representation for each bit in the encoded

data stream. These are used by two component SISO decoders, and indicate

the likelihood that the bit is a ‘0’ or a ‘1’. A negative value indicates a bit ‘0’, a

positive value indicates a bit ‘1’, and a value near zero shows equal possibility

of either data bit. The output values from each decoder are known as ‘extrinsic’

probabilities, and are passed to the alternate decoder where they are interleaved

and applied as ‘prior’ probabilities. This iteration is repeated to converge to an

estimate of the transmitted codeword.

Two well-known SISO decoding methods are the maximum a posteriori (MAP)

algorithm, and the soft-output Viterbi algorithm (SOVA). The latter is generally
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selected for practical decoder implementations. It is a maximum likelihood

sequence estimator, minimizing the negative log of the likelihood function [105].

A trellis diagram may be applied to illustrate the state transitions in the con-

volutional encoders. With m shift registers per component encoder, 2m states

are possible in the trellis. Transitions that are not possible through the trellis

cannot be transmitted codewords, and thus represent errors. The decoder estab-

lishes a path through the trellis which is closest to the actual received sequence

when applying the likelihood function. This is referred to as the ‘survivor path’

through the trellis. Trellis transitions are discussed further in Chapter 6.

2.5.2 Non-Binary FEC (TTCM)

The combination of data modulation with an expanded modulation set is evi-

dent in schemes such as interleaved convolutional time hopping (ICTH) [106].

ICTH is based upon a low-rate convolutional code combined with multilevel

PPM. It is an alternative to PCTH, replacing the shift registers with a distance

optimized convolutional code exhibiting the same rate and number of states.

This dissertation proposes the combination of data encoding with time hopping

through the use of non-binary turbo codes. It is proposed to encode information

symbols onto an expanded modulation set, rather than binary pulse encoding

combined with a preset time hopping code. Turbo trellis coded modulation

(TTCM) is utilized, which was first presented by Robertson and Worz [107].

Similarly to binary turbo codes, TTCM uses a parallel concatenation of two

binary trellis coded modulation (TCM) encoders. TCM combines rate Rc =

m/(m+1) binary convolutional codes with an M -ary signal constellation (M =

2k+1 > 2), optimizing the Euclidean distance between codewords [108]. A TCM

encoder is illustrated in Fig. 2.15, with vk representing the encoded output

stream. By replacing the component codes in a binary encoder with trellis

codes, coding gains are achievable without a subsequent bandwidth expansion

[109,110]. However, an expanded signal constellation set is required, restricted

to having the same average energy as an uncoded constellation.
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Figure 2.15 Trellis coded modulation encoder

TCM introduces dependency between all successive symbols, with its perfor-

mance proportional to the square of the free distance of the convolutional code

applied. The coding gain of TCM compared to uncoded schemes asymptotically

achieved at high SNR may be expressed as [110]:

GTCM = 10 log10

[(
δ2
free

δ2
free,u

)
×
(
Es,u
Es

)]
, (2.47)

where δ2
free and δ2

free,u represent the squared free distances of the TCM and

uncoded schemes respectively, with Es and Es,u being the average signal energies

of the encoding methods.

TTCM offers increased performance relative to classical binary coding. It ben-

efits from a better convergence of the iterative decoding due to reduced cor-

relation effects between the decoder, less sensitivity to puncturing patterns,

an additional degree of freedom in the permutation design due to the non-

binary symbols, and greater robustness toward the flaws of the decoding algo-

rithm [111]. Non-binary convolutional turbo codes have been adopted in sev-

eral standards, including DVB-RCS, DVB-RCT and the IEEE 802.16a standard

(WiMAX) [104]. Unfortunately, TTCM requires more edges to be introduced

in the receiver trellis structure, inevitably increasing the complexity of the de-

coder.
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A memoryless mapper Π̄(j) generates a one-to-one relationship between the

coded bits and the time hopping chip positions. This is required when the

output constellation size of the TTCM encoder is not equivalent to the number

of chips within a single time frame (Nh). Also, an additional degree of user

differentiation is achieved through a random PPM shifting in the TTCM system.

This is necessary considering the chip synchronous architecture studied.

Decoding is conducted symbol-by-symbol, rather than bit by bit as in con-

ventional turbo coding. A modified symbol based SOVA decoding algorithm

is applied, based upon maximum likelihood accumulated metrics through the

trellis. While it is well known that the MAP decoding algorithm achieves a

better performance than SOVA, this gap is decreased when using non-binary

turbo coding [104,111,112]. With a large interleaver size, non-binary SOVA has

a performance loss of approximately 0.3 dB at a bit error rate of 10−4 relative

to the MAP algorithm [113].

2.6 Chapter Summary and Conclusions

Ultra wideband is an emerging wireless communication method, which has seen

considerable attention by both industry and academia. Operating below the

noise floor, it enables unlicensed short range communications at very high data

rates. Time hopping codes allow user multiplexing to be achieved simply by

additional time shifting, with codes designed to obtain orthogonality between

all users.

With an IEEE standardized channel model, time hopped UWB generally re-

quires equalization measures in order to collect a significant portion of the trans-

mit signal energy. Although receiver side equalization is more common, trans-

mitter side pre-filtering is also a viable method of accommodating for channel

distortion.

Forward error correction allows receiver-side rectification of transmission errors,

and may be applied in both binary or non-binary methods. Binary convolutional
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techniques such as turbo coding are increasingly popular, while non-binary

methods such as TTCM also have promising applications. TTCM may be

applied to combine data modulation with time hopping coding, re-constructing

the transmitter and receiver models.

Therefore, several wireless communication methods may be applied to UWB in

order to increase user performance. From channel equalization to error correc-

tion, every addition is designed to combat degradations inevitably prevalent in

telecommunications.



Chapter 3

Multi-user Hopping Codes

3.1 Introduction

Wireless communications are inherently exposed to various signal degradations,

including channel noise, multipathing reflections, and refraction of energy by

interfering objects. However, in multi-access systems, the most substantial

errors occur primarily due to multi-user interference [114]. Multi-user codes

are applied to achieve an orthogonality between user transmissions, although

interference is inevitable in asynchronous systems. These codes consist of a

set of codewords, also referred to as a set of sequences. Commonly known as

‘hopping codes’, they are strategically designed to obtain specific performance

limits. They are dependent upon many factors, including the range of values

permitted by the system, the periodicity of each sequence, and target correlation

values between sequences.

This chapter overviews several correlation measures which exist for multi-user

sequence analysis. Varied approaches may be applied for time, frequency, and

direct sequence domains. An alternate method introduced within this thesis is

based upon separation probability analysis. It is derived through the averaging

of differences between consecutive and non-consecutive values within the hop-

ping codewords. This chapter also covers multi-user sequence design methods

for time, frequency, and direct sequence domains. All codes were converted

50
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to the time domain for comparative analysis. Finally, the application of time

hopping codes for the design of a UWB chip interleaver is discussed.

3.2 Conventional Performance Measures

Multi-user interference poses a severe degradation risk to any wireless communi-

cation link. In terms of time hopping, a user code consists of a series of numbers

signifying which chip each pulse will occur in for a certain time frame (see Sec.

2.2.1). Hopping codes are designed to minimize mutual interference between

users. A collision of user transmissions, also referred to as a ‘hit’, occurs when

two or more users attempt to occupy the same time slot. Of significant concern

are identical subsequences between patterns, which may cause bursts of colli-

sions. The use of the same slot for prolonged periods may also have adverse

effects. Inefficient code design increases vulnerability to jamming, susceptibility

to intrusion, and the possibility of continuous collisions between user sequences.

Codes are characterized by their self-correlation (autocorrelation) and their cor-

relation with other codes (cross-correlation). An impulsive autocorrelation pro-

file (with near zero out-of-phase correlation results) guarantees robust synchro-

nization (avoiding false locks), optimal channel estimation, and ISI mitigation

abilities. Favorable cross-correlation profiles (near zero for all code asynchro-

nization) ensure a minimization of multi-access interference, with orthogonal

codes providing a better bit error rate performance [30, 70]. Unfortunately, an

inverse optimization relationship exists between the two correlation properties,

with an improvement in one method generally resulting in a degradation of the

other.

Three conventional performance measures commonly adopted for the calcula-

tion of autocorrelation and cross-correlation results are:

• Hamming correlation, for time and frequency hopping codes;

• frequency difference function, for frequency hopping codes;
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• and direct sequence correlation, for direct sequence codes.

The Hamming correlation is a periodic measure of the number of collisions be-

tween sequences for a certain relative time delay. Since patterns within different

families may be of different length, division by the sequence periodicity is used

to normalize the correlation results. Taking Np as the period of the sequences,

it is defined as [33]:

HXY (τ) =
1

Np

Np−1∑
i=0

hxy (xi, yi+τ ) , 0 ≤ τ ≤ Np − 1, (3.1)

hxy(a, b) =

 0, a 6= b

1, a = b
. (3.2)

Here, τ represents the time asynchronicity between the codes. Values are ob-

tained using cyclically shifted sequences (represented as xi and yi+τ , with (i+τ)

taken modulo Np), averaged over all possible sequence pairs within a family of

codes.

The frequency difference function is applied to find the number of collisions

between frequency multiplexing codes. Similarly to time hopping, Nh frequency

carriers are defined, with a hopping sequence designating slot allocation for

each user. The system bandwidth (W ) is divided into Nh equal channels of

width W/Nh. The difference equation takes into account both a time lag and

a Doppler/frequency shift between user codes. This is the intentional Doppler

shift implementing spreading sequences, not the frequency shift degradation

caused by device mobility. Utilizing notation commonly found in literature, the

difference function is defined as [115,116]:

(y2∆y1) (k; t, ω) = y2 (k + t) + ω − y1 (k) (mod Nh) , (3.3)

for 0 ≤ k, t, ω ≤ Nh − 1.

Here, y1(k) and y2(k) are placement operators, referring to user spreading se-

quences. They represent two frequency hopping code functions. The parameter

k indicates each sequence element, and t and ω represent time and frequency

shifts respectively. The difference function operates by shifting the placement
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Figure 3.1 2-D and 1-D representations of a frequency hopping code

operators over time and frequency dimensions. When the function is equal to

zero for a certain time and frequency shift, a collision is deemed to have oc-

curred. The two dimensional representation of a frequency hopping code is

given in Fig. 3.1, together with its mapping to the time domain. Each element

in the hopping matrix is given a value of 1 if the frequency is utilized within

that time interval, and zero otherwise. A frequency hopping code which uses

all available channels once and only once achieves maximum bandwidth usage,

and is referred to as a ‘full frequency hop code’.

Applying Lagrange’s theorem, that the power of a polynomial indicates its

maximum number of solutions in the finite field, the maximum number of hits in

the two dimensional autocorrelation (AC) and cross-correlation (CC) functions

can be established [117]. This is achieved by expanding the frequency difference

function for a family of sequences, and determining the highest order of the

argument k.

Through simplification, it can be proven that the difference equation reduces to

the Hamming cross-correlation for a constant Doppler shift. Frequency hopping

codes may be used directly in a time hopped system, although their autocorrela-

tion and cross-correlation characteristics will be altered. In the general case, the

use of FH patterns for TH applications gives a slightly degraded performance,

with the maximum number of code collisions in the correlation functions for

TH sequences being twice that for FH sequences [30].
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The final correlation statistic, direct sequence correlation, is utilized as a similar-

ity measure for direct sequence codes. These noise-like spreading codes consist

of complex valued elements, which for the purpose of this chapter were mapped

into decimal values for application in a TH-UWB architecture. With xi and

yi+τ representing two spreading codes, Np the length of the codes, and τ their

asynchronicity, the direct sequence orthogonality measure is given as [118]:

Rx,y(τ) =

Np−1∑
i=0

xiy
∗
i+τ . (3.4)

In order to exemplify the trade-off between autocorrelation and cross-correlation

functions, consider the correlation properties of ‘perfect sequences’ [118]:

Rx(τ) =

 Np, τ = 0

0, τ 6= 0
,

Rx,y(τ) =
√
Np, for all τ.

(3.5)

The optimal correlation performance achieved by these nonbinary complex

codes are dependent entirely upon the sequence periodicity. Where a more

impulsive autocorrelation could be obtained through a increase in the sequence

length, this would also increase the cross-correlation statistic and subsequently

deteriorate the code’s performance.

3.3 Separation Probability Analysis

Assuming a perfectly power controlled TH-UWB system, where users are trans-

mitting at identical data rates, the distinguishing factor for user performance

is the time hopping code that is used. A unique method for characterizing

hopping codes is introduced herein as the chip separation probability profile

Se. It defines a set of state probabilities which indicate the probability of two

transmissions having a certain separation, based upon a family of time hopping

sequences. Expanded to Se(A,B), this measure is determined for a separation

of B chip intervals between elements of a hopping sequence, and A intermediate

pulses transmitted by the user between those B chips. These parameters are
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Figure 3.2 Chip separations for pulsed transmissions

illustrated within Fig. 3.2. ISI is controlled by the separation between consec-

utive elements within a time hopping sequence, while MUI is affected by the

relative separation between symbols sent from the interfering users and those

from the desired user.

The issue of intermediate pulses over the separation distance is required con-

sidering the RMS delay spread of a UWB signal. With the ability to span

several time frames, interference from a single transmission may last well over

an adjacent frame. However, similarity between the separation probabilities for

varying A allows Se(A,B) to be approximated by Se(0, B) for all A.

For ISI, Se must be determined for each individual hopping code within a family

of sequences, then averaged over the set. The separations between all sequence

elements cij for a family of Nc sequences of length Np may be expressed as:

Se ∈


Ξ1,1 Ξ1,2 · · · Ξ1,Np

Ξ2,1 Ξ2,2 · · · Ξ2,Np

...
...

. . .
...

ΞNc,1 ΞNc,2 · · · ΞNc,Np

 , (3.6)

where:

Ξi,j = Nh −
(
cij + 1

)
+ ci(j+1+A)%Np

+ ANh. (3.7)

Separations are averaged over the set of Nc sequences. For MUI, the analysis

is conducted over all possible sequence pairs within the family. The separation
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between two sequence elements within the same time frame is expressed as:

Ξui,uj ,mi,mj
= cui

mj
− c

uj

(mj+mi)%Nh+1, (3.8)

where ui and uj represent the sequence number, with mi and mj the sequence

element indexes. Considering sequence elements within different time frames,

and assuming the number of intermediate pulses A is negligible, the separations

between sequence elements may be calculated as:

Ξui,uj ,mi,mj
=
(
Nh −

(
cui
mj

+ 1
))

+ c
uj

(mj+mi)%Nh+1. (3.9)

The separation probability depends significantly on the range of the hopping

code (Nh). A larger value will result in more chips to select from, leading to a

more sparse profile. The separation B ranges from ANh to (A+2)Nh−2, where

A is zero for adjoining frames. These probabilities were determined through a

brute force analysis of all codes within a given family of sequences, and then

averaged for each B.

An optimal code design based upon separation probabilities would seek to dis-

tance user transmissions as much as possible. Since Se gives a symmetrical

profile, an initial proposal for optimal code design would be a unit probability

peak for median separation, and zero elsewhere. However, as discussed in Sec.

2.3, a regular pulse repetition interval results in concentrated spectral lines in

the PSD. Hence, an optimal code would have the highest probability for median

separation, and linearly decreasing sidelobe probabilities reaching a zero prob-

ability for no separation. This triangular profile type is achieved by random

sequences with a uniform probability distribution, and a large family of code

sequences. This uniform distribution exhibits equi-probable use of all hopping

positions, which is a favorable multiplexing property. The separation profile for

random codes created using a linear congruential number generator is shown in

Fig. 3.3.
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Figure 3.3 Optimal chip separation generated by random codes with uniform distri-
bution

3.4 Sequence Design

3.4.1 Time/Frequency Hopping Approach

Time and frequency hopping sequences may be designed through varied proce-

dures. These include dependence on a predefined distribution, or an equation

y(k) relating various parameters of the sequences (the placement operator). The

‘user number’ is a crucial part of the design procedure, assumed unique over all

simultaneously transmitting users. It is required to obtain a sequence from a

family of patterns generated from each design. Common parameters in sequence

design are: u the user number, k the iteration number for a code (0 ≤ k < Np),

and variable p selected as a prime value. Most sequences are constructed over

a Galois field with pm elements (m an integer).
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3.4.1.1 Random Sequences

A common method for hopping code generation is the use of independent, iden-

tically distributed pseudo-random sequences. Considering the number of chip

within a UWB frame Nh, the randomly generated integer hopping sequences

must be contained within the range of 0 to Nh − 1. These may be used as

a control set for comparative analysis with sequences which are designed with

an underlying structure to achieve orthogonality. However, ‘short’ hopping se-

quences are considered within this chapter. While uniformly distributed random

codes approach the optimal triangular separation profile discussed in Sec. 3.3

as the code family size increases to infinity, short random codes do not achieve

this property.

The probability of at least one user in a K user system hopping either entirely

or partially to the same slot as a given user when applying random hopping

codes is expressed as [114]:

Ph,K = 1− (1− ph)
K−1, (3.10)

where,

ph =

 2
Nh
− 1

N2
h
, asynchronous

1
Nh
, synchronous

. (3.11)

The parameter ph represents the probability of another user hopping to the

same time slot.

3.4.1.2 Linear Congruence Codes

Linear sequences are designed based entirely on two parameters: user number

and iteration number. They are defined through the placement operator [115]:

y(k) = uk (mod p). (3.12)

The parameters k ∈ {0, ..., p− 1} and u ∈ {1, ..., p− 1}, giving a maximum

of p − 1 users. Also, the cardinality and the periodicity of the codes must

be equivalent, equal to the value of p. This method produces a family of p
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different sequences. These codes possess ideal cross-correlation properties (at

most 1 collision) although poor autocorrelation properties (as many as p − 2

collisions).

3.4.1.3 Cubic Congruence Codes

Cubic congruence codes are based upon a relationship between the user number

and the cubic of the iteration number. This is realized through the placement

operator [116]:

y(k) = uk3 (mod p). (3.13)

This family of hopping codes provides a set of p−1 sequences, with a periodicity

of p and a cardinality of p− 1. However, a restriction that exists on these cubic

codes is that the value of p, which is restricted to being a prime value, must

also satisfy:

p = 3mc + 2, (3.14)

with mc being a positive integer. This property is required in order to generate

a full set of codes, where all of the available time slots are used equally. Cubic

codes within this thesis are designed with mc = 3, resulting in p = 11.

3.4.1.4 Quadratic Congruence Codes - Construction 1

Quadratic congruence codes are based upon a quadratic polynomial of the it-

eration parameter k. This construction method deviates from the simplistic

approach of a two parameter placement operator, rather including two addi-

tional variables α and β. These may be varied in order to obtain a larger set of

sequences. The placement operator for these codes is constructed as [119]:

y(k) = [u(k + α)2 + β] (mod p). (3.15)

The parameters k ∈ {0, ..., p− 1}, u ∈ {1, ..., p− 1} and α, β ∈ {0, ..., p− 1}.
This results in a code periodicity equal to p, and a cardinality of p − 1. The

placement operator may be used to obtain a set of (p− 1)p sequences through

the varying of the available parameters. This family of hopping codes has no
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more than two collisions between codes for all sequence asynchronicity. For

this dissertation, the value of β was set to equal the iteration number k. Also,

the value of α was initially set to 1, and incremented when the user number

exceeded p− 1.

3.4.1.5 Quadratic Congruence Codes - Construction 2

This construction of quadratic codes follows the conventional two parameter

approach. Where p is chosen as an odd prime value restricted to being greater

than or equal to three [120], this alternate quadratic construction is expressed

as:

y(k) = uk(k + 1)/2 (mod p). (3.16)

Sequences based upon quadratic congruences achieve near ideal AC results with

a maximum of 1 hit with the shifted replica of itself, and at most 2 collisions

in their set of mutual CC functions. Unfortunately, symmetry exists in the

2D frequency hopping matrix representation for quadratic codes [120], forming

palindromic codes. This signifies that the placement operator induces a many-

to-one correspondence over a Galois field, and a certain time slot/channel may

be utilized twice while another is unoccupied. Consequently, the system’s per-

formance degrades as some chips are under-utilized.

3.4.1.6 Hyperbolic Congruence Codes

These sequences are based upon a hyperbolic congruence between the user num-

ber and the iteration number through the placement operator [117]:

y(k) = u/k (mod p). (3.17)

This family of codes allows a maximum of p−1 users, with a cardinality of p−1

and a periodicity of p. The parameter u ∈ {1, ..., p− 1} and k ∈ {1, ..., p− 1},
starting at 1 due to no inverse existing for k = 0. Unfortunately, the com-

putation to determine the value of each member of a sequence may not be

conducted by direct division by k. Rather, the inverse of k must first be de-

termined, found by considering the Galois field that k belongs to. Here, any
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inverse operation that is conducted on a member of the field results in a unique

value within the field itself. A simple operation to obtain the inverse of k is:

1/k = kp−2 (mod p).

These codes achieve ideal AC characteristics, with no out-of-phase AC collisions,

and also a single CC collision for any code asynchronicity.

3.4.1.7 Additional Sequences

Additional codes are constructed through a simple additional relationship be-

tween the user number and the iteration number, contained by the prime p [57].

They are defined as:

y(k) = [k + u− 1] (mod p). (3.18)

The cardinality of the codes is p − 1, with the periodicity and the family size

both equal to p. It should be noted that all sequences produced are cyclically

shifted versions of a consecutive integer sequence, meaning that although these

codes may achieve perfect orthogonality, they have a 1/p possibility of complete

sequence overlap (p collisions).

3.4.1.8 One-Coincidence Sequences

These sequences are designed through a simple relationship between the user

number, the iteration number, and a primitive element r, given by the equa-

tion [118]:

y(k) = rk + u (mod p). (3.19)

This method requires a Galois field of size p, and the calculation of a primitive

element r of the field (which when raised to the powers from 0 to p−2 generates

all non-zero elements within the field). For testing within this thesis, r was set

as 2, this being a primitive element of a Galois field of size 11. The parameter

k ∈ {0, ..., p− 2} and u ∈ {0, ..., p− 1}. Hence the maximum number of users

is p, and the periodicity of the codes is p− 1.

This family of sequences achieves zero out-of-phase AC collisions. It is also char-
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acterized by having zero CC collisions for synchronous codes, and 1 collision for

all asynchronicity between sequences. The average Hamming cross-correlation

function for these codes is defined as (Np − 1)/Np, with Np the periodicity of

the codes.

3.4.1.9 Reed-Solomon Sequences

These sequences are designed through a subset of Reed-Solomon codewords,

which are commonly applied in error correction coding [121, 122]. They are

developed by allowing a controlled amount of correlation between sequences

[123]. The design of these codes requires the determination of two parameters:

Nh the number of time slots available; and s the maximum number of permitted

in-phase hits between sequences. However, the out-of-phase correlation between

sequences may result in as many as Nh − 1 hits. There are (Nh)
s−1 codewords

possible, each of length Nh − 1.

The codewords represented by the vector fx are obtained through the multipli-

cation of the (s + 1) × 1 element matrix n with the code generator matrix G,

as:

fx = [n0, n1, ..., ns]G. (3.20)

The code generator matrix G is constructed using the primitive element α of

Nh. This parameter is raised to the power of (i− 1)j, with i and j representing

the row and column of G respectively. The generator matrix has s+1 rows and

Nh − 1 columns, and is defined as:

G =


1 1 1 · · · 1

α α2 α3 · · · αNh−1 = 1
...

...
...

. . .
...

αs α2s α3s · · · 1

 . (3.21)

Elements of n may range from 0 to Nh − 1. Due to numerous cyclically time

shifted versions of a codeword being generated, the complete set of Reed-

Solomon codewords is a poor choice of hopping patterns. Thus a subset with

better properties is found by limiting the values n0 and n1 [123]. Firstly, n0
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is chosen constant for all sequences within a set, as it uniformly increases all

element values in accordance with the constant top row of G; and secondly a

nonzero value is chosen for n1, since the second row of G consists of consecutive

numbers from 1 to Nh, and will attain a certain level of uniqueness between

sequences. All other possible combinations are assigned to the remaining ele-

ments of n, forming the sequences within the set. A total Nh(Nh− 1) sets may

be obtained by choosing different values for n0 and n1.

For this thesis, Nh was set to 11, its primitive element α = 2, and finally s = 2.

This allows 11 unique sequences to be generated for each set. The parameter

n0 was set to 0 and n1 to 1 in accordance with the aforementioned restrictions.

3.4.1.10 Costas Arrays

Costas arrays are generally utilized in frequency hopping. They are generated

as a 2D FH constellation, with an equal number of frequency and time slots.

Design is restricted to only a single unique frequency over the set of possible

frequencies permitted for each time slot within the constellation. For this N×N
matrix, the N(N − 1)/2 possible vectors between all time/frequency locations

are distinct [124]. Alternatively, a Costas array may be defined as the subset of

N ! permutations of the numbers {1, ..., N}, with no repeated entries on any line

of its characteristic difference triangle. A difference triangle is an analysis tool

utilized to verify correlation properties. An example of a Costas array, together

with its corresponding difference triangle, is depicted in Fig. 3.4. The first

row of the difference triangle represents the row occupied within each column

of the 2D Costas array. Every subsequent line is formed by the differences

between adjacent elements in the preceding line. In order for this 2D matrix to

represent a Costas array, each row within the difference triangle must consist

of only unique elements.

A special characteristic of a Costas array is that the correlation between the

matrix and a time and frequency shifted version of itself is less than or equal

to 1. Having an ideal 2D AC function, they are the optimum multiplexing

choice for single-user frequency hopping systems [117]. Unfortunately, this is
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Figure 3.4 A sample Costas array, and associated difference triangle

not the case for CC functions. While in the optimal case individual pairs of

Costas arrays have at most 2 coincidences, they may have up to N/2 CC hits

for certain asynchronicity shifts [116].

The construction of Costas arrays is based upon properties of primitive roots of

finite fields [118, 124]. Construction is accomplished through the manipulation

of GF(pm). This Galois field is of order pm, which designates the number of

elements within the set. Taking α and β to represent unique primitive elements

of the Galois field, and ai,j representing the array element on the ith row and

jth column, two construction methods for a Costas array are:

• Lempel Construction:

ai−1,j−1 =

 1, αi + αj = 1

0, otherwise
; (3.22)

• and Golomb Construction:

ai−1,j−1 =

 1, αi + βj = 1

0, otherwise
. (3.23)

3.4.1.11 Welch-Costas Arrays

Expanding upon Costas arrays, the Welch-Costas construction delivers full slot

utilization. These codes are constructed by taking all primitive roots of the

prime p, with the total number of codes possible equivalent to the number of
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primitive roots ψ. For an odd prime ψ = Φ(p−1) = 2λp, where λp is an integer

and Φ is the Euler Phi function. Taking r as a primitive root of prime p, the

placement operator for these codes may be expressed as [125]:

y(k) = rk (mod p). (3.24)

This construction results in a Costas array of size (p − 1) × (p − 1), with k ∈
{1, ..., p− 1}. Pairs of Welch-Costas arrays have at most 2 hits in their CC

functions, with the upper bound on the number of collisions being (p−1)/2 [126].

Similarly to Costas arrays, this construction achieves ideal AC properties.

3.4.1.12 Combinations of Hopping Methods

While several methods exist for the generation of user codes, these methods may

be combined to achieve varied sequence properties. This entails the introduction

of more than one variable term in the placement operator polynomial, and

generally results in a change of correlation characteristics. Various combinations

exist [115,117,127], including:

• Quadratic and Linear codes:

y(k) = uk2 + bk + c (mod p), (3.25)

where 0 ≤ u, b, c ≤ p − 1, u 6= 0. This combination is also referred to as

‘Elliott-Butson’ sequencing [128]. The parameters b and c remain static

for the generation of all user codes for over u.

• Cubic and Linear codes:

y(k) = uk3 + bk (mod p), (3.26)

where 0 ≤ k, b ≤ p− 1, and 1 ≤ u ≤ p− 1. The number of simultaneous

users and code correlation properties are dependent upon the number of

parameters which remain static.

• Cubic and Quadratic Codes:

y(k) = uk3 + bk2 (mod p), (3.27)
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where 0 ≤ k, b ≤ p− 1, and 1 ≤ u ≤ p− 1.

• Hyperbolic and Linear Codes:

y(k) = u/k + bk (mod p), (3.28)

where 0 ≤ b ≤ p− 1, and 1 ≤ u, k ≤ p− 1.

• and Hyperbolic and Quadratic Codes:

y(k) = u/k + bk2 (mod p), (3.29)

where 0 ≤ b ≤ p− 1, and 1 ≤ u, k ≤ p− 1.

3.4.2 Direct Sequence Approach

Direct sequence constructions produce complex valued elements, commonly ap-

plied in CDMA systems. Direct mapping from the complex domain to the

integer domain was applied to these codes within this thesis, observing the

correspondence of correlation properties between domains.

3.4.2.1 Chu Sequences

This spread spectrum coding method considers patterns designed using the

complex primitiveNth roots of unity. WithN being the length of the sequences,

the placement operator for these codes is defined as [118]:

y(k) =

 e
iπ
N
u(k+1)k N odd

e
iπ
N
uk2

N even
. (3.30)

The numbers that are relative prime to and less than N signify the user numbers

available for this construction. This value is equivalent to the Euler Totient

function, representing the maximum number of simultaneous users permitted.

The number of possible sequences and their cardinality are equivalent and equal

to N − 1, with 0 ≤ k < N .

Once a direct sequence code is determined, a direct mapping from the complex

to the integer domain must be conducted. This is required for a comparative
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analysis with time and frequency hopping codes. Unfortunately, this construc-

tion leads to palindromic sequences, subsequently increasing the possibility of

unwanted sequence prediction.

After a mapping to the integer domain, Chu sequences have a maximum of

1 out-of-phase hit within their Hamming AC function, and a maximum of 2

collisions for their out-of-phase Hamming CC function. Therefore this family

of sequences, which is designed to obtain optimal direct sequence correlation

properties, retains acceptable properties when mapped to the integer domain.

3.4.2.2 Other Common Spread Spectrum Codes

Other codes which are commonly found in practical direct sequence systems

include: Maximal-length sequences (m-sequences), Gold codes and Kasami

codes. Maximal-length sequences have several properties which are beneficial

for CDMA coding, including near equivalent use of code elements, and limited

continuous use of a single element [129]. However, while these sequences may be

beneficial for CDMA sequence design, their use in time hopping is not feasible.

This is due to multi-user m-sequences within the same family begin cyclically

shifted versions of each other [129,130]. Hence they are used predominantly as

a form of chaotic encoding.

Maximal-length sequences may be utilized to generate another family of pat-

terns known as Gold codes. These are created through the use of a ‘preferred

pair’ of m-sequences, which exhibit a three valued CC function. Taking a and

b as a preferred pair, and T as a unit code element cyclical shift, a set of Gold

sequences is constructed as [118]:

G(a, b) =
{
a, b, a⊕ b, a⊕ Tb, a⊕ T 2b, ..., a⊕ TN−1b

}
. (3.31)

Also based upon m-sequences, the small set of non-binary Kasami sequences

over GF(p) form effective CDMA codes [131]. They are created through the use

of the trace function as:

K(t, i) = {κi(t) | 0 ≤ t ≤ N − 1, 1 ≤ i ≤ 2m} , (3.32)
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where:

κi(t) = trm1
{
trnm

(
αt
)

+ γiα
Tt
}
. (3.33)

Here, n = 2m, N = 2n−1, and T = (2n−1)/(2m−1) = 2m+1. The parameter

α is a primitive element over GF(2n), αT is a primitive element over GF(2m),

and γi represents the elements of GF(2m) for 1 ≤ i ≤ 2m.

3.5 Performance Analysis

The performances of 10 code construction families were analyzed, considering

their correlation properties and separation probability profiles. The prime pa-

rameter p was chosen to be 11 for all code designs, limiting the number of chips

in a frame to 11, and the maximum number of users to 10 (for several con-

structions). For comparable results, all sequences were tested within two user

(one transmitting and one interfering) and 10 user (one transmitting and nine

interfering) scenarios.

The chip time Tc was set to 30 ns, and the frame time Tf to 330 ns. All tests

performed had each pulse represent a single bit of information (Ns = 1). In

accordance with IEEE 802.15 UWB standards [132], packet sizes of 1024 octets

were used. Channel parameters and user asynchronicity were randomly gener-

ated after the transmission of each full packet. Asynchronicity was simulated

by adding a random shift from the range [0, Tc) to each user transmission.

The multipath channel parameters were set to simulate a line-of-sight trans-

mission, within a 0 to 4 m range, for all transmitting users. This alters the

amplitude of the dispersed paths, and the multipath spread. For the SRake

and PRake receivers, 5 multipath components were analyzed (NB = 5).

Hamming correlations conducted on all time hopping sequences within a family

returned the maximum, minimum, and average number of in-phase and out-

of-phase code collisions. Average values for all sequences constructions was

generally equal to 0.1. While some constructions may have exhibited smaller

minimum values, this was offset by larger maximum correlation results when
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Figure 3.5 Hamming correlation profile for Reed-Solomon multiplexing codes

considering all codes within the family. Reed-Solomon codes were the exception

to this property, having an average and maximum out-of-phase correlation of

0.1, and a minimum of predominantly zero. This is depicted in Fig. 3.5.

In order to exemplify a family of multiplexing sequences, shown in Fig. 3.6

and Fig. 3.7 are the hopping values for Reed-Solomon and linear congruence

constructions respectively. Arrows indicate code collisions evident within syn-

chronous linear congruence codes. Through a shortened sequence length, Reed-

Solomon codes are able to achieve perfect orthogonality for synchronous com-

munications.

Through comparison, it is evident that correlation similarities returned from

Hamming correlations coincide with code similarities present in chip separation

analysis. Linear, cubic and hyperbolic sequence designs exhibit the same sep-

aration profile, depicted in Fig. 3.8(a) for no intermediary pulses (A = 0) and

separation ranging from 0 to 2Nh−2. The profile for the family of Reed-Solomon

codes studied is shown in Fig. 3.8(b).
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Figure 3.6 A family of synchronous Reed-Solomon multiplexing codes

Figure 3.7 A family of synchronous linear congruence multiplexing codes
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(a)

(b)

Figure 3.8 ISI chip separation probabilities for (a) linear, cubic, and hyperbolic
congruence codes and (b) Reed-Solomon codes
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The bit error rate versus signal to noise ratio plots for the three RAKE receiver

types are presented in Fig. 3.9(a) and Fig. 3.9(b) for two user and 10 user

scenarios respectively. Initial inspection of the results reveals the transition

from noise dominance to interference dominance as the SNR is increased. At

low SNR values, decoding errors are mainly caused by noise interfering with

the transmission; while at high SNR values errors result from the interference

between users.

There exists a minimum BER in each system, which is caused by multi-user

interference and shown as a plateau in the high SNR regions. As expected,

the BER plateau is lower for the two user case (approximately 10−3) relative

to the 10 user case (approximately 10−2), due to the decreased level of user

interference. A significant difference can also be seen between RAKE types.

The ARake receiver provides optimal performance (lowest BER levels), since

it combines all scattered components in the calculation of encoded data. The

SRake receiver achieves a relatively worse performance, and the PRake obtains

the least favorable results.

An abnormality in the results exists within the two user SRake case for ran-

domly generated hopping codes. Their BER curve falls significantly below other

hopping code constructions. Therefore in a system utilizing short code lengths,

and operating in a scarce multi-user environment, random codes are capable of

surpassing the performance of deterministic codes. However, in a fully utilized

system it can be seen that this property is not evident, as shown in Fig. 3.9(b).

It has been determined that in an under utilized system (2 users in a maximum

10 user system, occupying 20% of capacity), both constructions for Quadratic

codes, together with Reed-Solomon codes perform well. In the 10 user case (full

utilisation), Reed-Solomon codes provide optimal error performance, relative to

other constructions. It should be noted that although ‘Additional’ codes also

performed comparatively well, their adoption into wireless devices is not viable

due to all codes being cyclical shifts of one another.
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(a) (b)

Figure 3.9 BER vs SNR plots for time-hopped UWB with ten time hopping sequence
constructions for (a) 2 user case and (b) 10 user case
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3.6 Application in UWB Interleaver Design

Multi-user access sequences may be applied to numerous areas of communica-

tions. One such application is in the design of interleavers, namely for use in

interleaved coding-modulation (ICM). ICM, initially proposed by Pietrzyk and

Weber [133], is based on the concept of chip interleaving of UWB signals. The

ultimate aim is to reduce ISI common in high data rate systems by interchanging

portions of the transmitted signals, in order to spread bursts of errors.

A random interleaver is generally applied, although have a lack of a compact

representation. Common hopping codes may be utilized to develop a deter-

ministic chip interleaver, this section considering the application of hyperbolic

congruence codes. A considerably larger sequence length was adopted here (up

to Np = 401), such that these ‘long’ random codes could achieve their averaging

properties.

The chip interleaver Πp(x) is generated by partitioning the modulation symbols

x into subsequences, which may then be rearranged according to random or

hyperbolic sequencing. All code construction methods may be utilized, provided

that each sequence consists of unique values, and a high level of orthogonality

exists between all sequences.

The performance of these interleaver types may be observed through the analysis

of scarcely user populated and high data rate (125 Mbit/s) UWB systems oper-

ating on IEEE 802.15.3a multipath fading channels. The CM3 NLOS scenario

was applied, characterized by a transmitter to receiver separation ranging from

0 to 4 m. Redundancy is added through the use of conventional frame repetition

(FR), applying differential autocorrelation signaling with a single delay branch

in the receiver. The multi-user performance results with 2000 information bits

per packet are shown in Fig. 3.10, with Nh = 6 and Ns = 8

Apart from a degradation in performance for highly populated systems, and

the apparent error floors, it is evident that for a single user scenario the coding

gain introduced by the ICM technique is approximately 1 dB at a BER of 10−4.
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Figure 3.10 Error performance of UWB systems with FR and ICM

This gain increases significantly as more users enter into the system. It can

be seen that a deterministic chip interleaver based on hyperbolic sequencing

exhibits a similar performance to random interleavers, while having a simpler

implementation.

As a further study, work by Li et al. [134] combines the architecture of a time

reversed UWB system with the concept of chip-interleaving.

3.7 Chapter Summary and Conclusions

Multi-user hopping codes pose a significant design consideration for modern

communications. Many coding methods exist in time, frequency, and direct

sequence domains, each with varied correlation measures. Alternate measures,

such as a separation probability profile, may be generated in order to further

characterize these sequences.



Multi-user Hopping Codes 76

A performance comparison of ten sequence designs reveals that for a system

exhibiting low levels of utilization (two user case) short length structured codes

attain a similar performance to randomly generated codes. However, this is not

true for a fully utilized system, where structured codes slightly out-performed

random sequences with a low periodicity. Similarities between random and

deterministic codes for a large sequence length were shown in the design of a

UWB chip interleaver.



Chapter 4

Intersymbol Interference (ISI) -
Derivation and Analysis

4.1 Introduction

Considering the typical RMS delay spread for a UWB multipath channel, inter-

symbol interference may cause a significant degradation in system performance.

This is particularly evident in time reversed UWB, where a longer transmitted

waveform approximately doubles the length of the received signal. The level of

ISI is influenced by the width of the transmitted pulses, the number of pulses

per symbol, the data rate, and the characteristics of the propagation channel.

The self-interference within a TR-UWB architecture will diminish significantly

provided that the chip time is greater than twice the length of the channel

response, allowing enough time for all multipath components to dissipate.

This chapter presents preliminary equations and a closed-form derivation of ISI

within a time reversed UWB architecture. Derivations explicitly accommodate

multi-user access codes through the ‘separation probability’ profile introduced

in Chapter 3. The chapter concludes with a performance comparison between

the derived formulae and simulated analysis.

77
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4.2 Derivation Approach

Temporal diversity in communications systems leads to the adverse effects of

self-interference. In order to estimate the performance of a TR-UWB system

operating in a scattering environment, the expected ISI variance may be deter-

mined. This is accomplished by estimating the level of interference for a single

transmission, summed over all overlapping adjacent transmissions by the same

user. A similar approach was applied by Deleuze et al. [135] in the context

of TH-UWB using a RAKE receiver architecture. In order to obtain a close

approximation, the ISI must be Gaussian distributed [136].

The received signal for this system is comprised of Gaussian waveforms (w(t))

altered in magnitude and phase by the autocorrelation of the channel response.

With these sub-waveforms ideally having a zero average, the ISI has an expected

mean of zero. This reduces the variance calculation to:

σ2 ≡
〈
(Y − µ)2〉⇒ 〈

Y 2
〉
, (4.1)

where µ represents the signal mean, and 〈·〉 an ensemble average. The variance

is calculated over all overlapping transmissions, also over all possible chip sepa-

rations by applying the separation probabilities of the user’s time multiplexing

code.

The derived variance is finally utilized to estimate the BER performance for a

TR-UWB system. For a binary PPM architecture, sending Ns transmissions

per symbol, the error probability curve is defined as [46]:

Pre = Q
(√

Ns · SINR
)
⇒ 1

2
erfc

(√
Ns · SINR

2

)
, (4.2)

where SINR represents the signal to combined noise and ISI ratio. In order for

this equation to remain valid, all parameters of the SINR must be Gaussian

distributed. The additive white noise exhibited by the system is defined as

a statistically independent zero mean Gaussian random variable [46]. The ISI

term may be brought under the standard Gaussian approximation provided that

the number of paths within the channel impulse response (L), the number of
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transmissions per symbol (Ns), and the data rate (R) are large [137]. It should

be noted that this probability expression is for ‘soft’ signal reception, where

the signal formed by Ns pulses is observed as a single multi-pulse transmission.

This is in contrast to ‘hard’ signal detection, where independent decisions are

computed over each of the Ns transmissions, and then a majority criterion

applied to determine the encoded data.

Although the received signal power PRX(u) may arrive at the receiver, only the

power in the main autocorrelation peak is used for decoding data ((L − 1)th

path). This limitation is accounted for by an additional ratio φ, which represents

the ratio of power within the strongest path to the remaining sidelobe power.

The final SINR may therefore be expressed as:

SINR =
φ · PRX(u)

σ2
AWGN + σ2

ISI

. (4.3)

4.3 Preliminary Equations

The transmitted time reversed signal in terms of path magnitudes and displace-

ments is given by Eq. 2.39, repeated for clarity as:

s(u)(t) =

√
ETX(u)

GH,u;xpos

∞∑
m=−∞

L−1∑
k=0

βk(u;xpos)w
(
t−mTf − c(u)m Tc − εb(u)m − τk

)
.

(4.4)

The ISI variance derivations presented herein take an average on the ±ε shift

introduced for the encoding of data through PPM. Assuming b
(u)
m is composed

of independent identically-distributed ±1 random variables, the possible time

separations between two transmissions are shown in Table 4.1. Here, Tg is the

frame guard time, Tw the base pulse width, and the mth transmitted frame is

considered relative to an arbitrary nth frame (n < m). The result m − n − 1

indicates the number of intermediate pulses, also the separation in terms of

frame widths, and j represents the chip separation. Analysis shows that taking

a mean shift will result in the assumption that there is no additional modulation

shift over.
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Data Encoded Time Separation
{0, 0} (m− n− 1)Tf + jTc + Tw + Tg + ε
{1, 1} (m− n− 1)Tf + jTc + Tw + Tg + ε
{0, 1} (m− n− 1)Tf + jTc + Tw + Tg + 2ε
{1, 0} (m− n− 1)Tf + jTc + Tw + Tg

Table 4.1 Binary data modulation separation possibilities

Assuming a total of N symbols transmitted, the variance is calculated for each

mth transmission by determining the expected interference from the m − 1

preceding transmission (pre-symbol interference), and the N − m subsequent

transmissions (post-symbol interference). Summations are conducted over all

possible separations between the mth and the nth transmissions. The overlaps,

as determined at the transmitted side, are convoluted with the user’s channel

response to obtain the ISI at the receiver side. It should be noted that the

transmission channel and the pre-filtering channel are assumed identical for

ISI. This response is represented as a combination of L time ‘bins’ of width τ ,

such that the length of the channel is Lτ .

In terms of pre-symbol interference (0 ≤ n < m), for each nth symbol only a

portion will overlap with the desired mth symbol, accounted for by the para-

meter Nw. As pre-symbol interference will always dissipate before the end of

the mth symbol, Nw specifies the number of time bins to wait until the nth

transmission overlaps with the mth. Accountability for post-symbol interfer-

ence evident when m < n < N takes a similar approach. The parameter Nl

represents the number of bins from the beginning of the nth transmission which

will overlap with the mth. Taking an average transmission separation from the

results of Table 4.1, these overlapping parameters may be represented as:

Nw =

⌈
(m− n− 1)Tf + jTc + Tw + ε+ Tg

τ

⌉
, (4.5)

Nl =

⌊
Lτ − ((n−m− 1)Tf + jTc + Tw + ε+ Tg)

τ

⌋
. (4.6)

The combined overlapping signal is calculated by summing over all possible chip
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separation values for all adjacent transmissions j ∈ [0, 2(Nh − 1)]. The entire

interfering signal must be considered, with a total length of 2Lτ − τ . Without

loss of generality, taking user number u = 1, the combined interfering signal

detected at the receiver may be expressed as:

rISI =

√
ETX
U(1)

2Lτ−τ∫
0

(
m−1∑
n=0

(
0∑

j=2(Nh−1)+1

Se [m− n− 1, j]
L−1∑
k=Nw

βkw(t− τk)

))
⊗h(t; 1)

+

(
N−1∑

n=m+1

(
2(Nh−1)+1∑

j=0

Se [n−m− 1, j]
Nl−1∑
k=0

βkw(t− τk)

))
⊗h(t; 1)

dt. (4.7)

For brevity, as the derivation of ISI is concentrated on a single user scenario,

user number u = 1 and receiver position x1 are omitted. Simplification of the

receiver detected ISI may be conducted by recognizing that not all adjacent

transmissions will cause interference. With a channel response length of Lτ ,

the total number of interfering transmissions will be limited to Nov = dLτ/Tfe.
Taking the mean E [rISI ] = 0, the second central moment of the ISI may be

reduced to:

σ2
ISI =

(Nov−1)∑
ζ=1

2(Nh−1)∑
ς=0

(χζ,ς,ξ + χζ,ς,ψ), (4.8)

where:

χζ,ς,ν = Se (ζ − 1, ς) · var

(
h(1; x1, t)⊗

[√
ETX(1)

GH,1;x1

· ν

])
, (4.9)

ξ =
L−1∑
k=Nw

βkw(t− τk−Nw), (4.10)

ψ =

Nl−1∑
k=0

βkw(t− τk+Nw), (4.11)

and:

Nw =

⌈
(ζ − 1)Tf + (ς + 1)Tc

τ

⌉
, (4.12)

Nl = L−Nw. (4.13)
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Figure 4.1 Overlapping transmissions in a TR-UWB scenario

The parameter ν represents the portion of the transmitted signal which is re-

garded as ISI, and is referred to as the third parameter of χζ,ς,ν . It can be seen

that the ISI may be entirely calculated as the summation of partial overlapping

signals, with the delay parameters Nw and Nl having an inverse relationship

with respect to the number of paths L within a channel. An illustration of

the overlapping present in TR-UWB is given in Fig. 4.1, together with all de-

lay parameters. For clarity, a TR transmission is approximated by a simple

triangle.

The final non-closed form expression for the ISI present within a TR-UWB

system converges to within 5% of the final variance when averaged over approx-

imately 50 independent realizations of Eq. 4.8. An example of this convergence

is depicted in Fig. 4.2 for the ISI variance at 30 Mbit/s, Ns = 1. The variance

magnitude is of the order 10−15 due to the incorporation of the signal energy

ETX .

4.4 Closed-form Analysis

Presented next is a closed-form representation of the symbol based ISI variance

estimation of Eq. 4.8. In order to aid in derivations, a shift of the variance
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Figure 4.2 ISI variance convergence at 30 Mbit/s, Ns = 1

operation was made, forming the ‘time combined’ version:

σ2
ISI = var

(√
ETX(1)

GH,1;x1

{Ω⊗ h(1; x1, t)}

)
, (4.14)

with:

Ω =
Nov−1∑
ζ=1

{ 2(Nh−1)∑
ς=0

Se(ζ − 1, ς)

(Nl−1∑
k=0

βkw(t− τk)+
L−1∑
k=Nw

βkw(t− τk)

)}
(4.15)

representing the summation of all interfering partial signals, together with their

respective separation probabilities. This was achieved through a multiplier of

Lτ/Tf . This multiplier is equivalent to the energy normalization required in

Eq. 4.8 to adjust for changing data rate and channel delay spread. Their equiv-

alence is depicted in Fig. 4.3 for varied R and Ns values, at a constant channel

delay spread of 40 ns. The order of the variance magnitude is significantly de-

pendent upon the signal energy. An increased Ns value leads to a compaction

of transmitted pulses, and subsequently an increase in the signal energy. It

should be noted that the multiplier also takes into consideration the movement
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Figure 4.3 Time combined vs symbol based variance comparison

of the separation probability, which will be significant for the MUI derivation

of Chapter 5.

Applying the definition βk = α(L−1)−k, and assuming that the separation prob-

ability is static over ζ, Ω can be altered to:

Ω =
Nov−1∑
ζ=1

{ 2(Nh−1)∑
ς=0

Se(0, ς)

(Nl−1∑
k=0

βkw(t− τk) +

(L−1)−Nw∑
k=0

αkw(t− τL−1−k)

)}
.

(4.16)

Altering the order of summations, Eq. 4.16 reduces to:

Ω =

2(Nh−1)∑
ς=0

Se(0, ς)
Nov−1∑
ζ=1

(Nl−1∑
k=0

βkw(t− τk) + αkw(t− τL−1−k)

)
. (4.17)

To further simplify this expression, the summation over k must be conducted

before the summation over ζ. Noting the inverse relationship between ζ and k

through Nl, the upper limits on both summations must be changed as:

max{k} = Nl − 1, (4.18)
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ζ =
((L− 1)−max{k})τ − (ς + 1)Tc

Tf
+ 1. (4.19)

The maximum of k occurs when ζ = 1, and the upper limit of ζ changes to the

intersection between k and ζ, forming the limits:

k ∈
[
0,
Lτ − (ς + 1)Tc

τ

]
, (4.20)

ζ ∈
[
1,

((L− 1)− k)τ − (ς + 1)Tc
Tf

+ 1

]
. (4.21)

Applying this conversion removes the dependence of the βk and αk terms on ζ

(through Nl), yielding:

Ω =

2(Nh−1)∑
ς=0

Se(0, ς)
L−1∑
k=0

{(
βkw(t− τk) + αkw(t− τL−1−k)

)
×(L− 1− k)τ − (ς + 1)Tc

Tf

}
, (4.22)

with b(Lτ − (ς + 1)Tc) /τc ≈ L − 1. This assumption is valid provided that

Nh � L, as max{ς} is controlled by Nh.

The parameter Ω can be further simplified by considering the summation of

both αk and βk for all k ∈ [0, L− 1]. Summing time aligned path magnitudes

within the expression results in a constant path coefficient for all k over αk,

equal to ((L− 1)τ − 2(ς + 1)Tc) /Tf . Hence the ISI formula of Eq. 4.14 can be

reduced to:

σ2
ISI =

ETX
GH

· SΞ · VACF , (4.23)

where,

SΞ =

2(Nh−1)∑
ς=0

Se (0, ς) · (L− 1)τ − 2(ς + 1)Tc
Tf

2

, (4.24)

VACF = var {[h(−t)⊗ w(t)⊗ h(t)]} , (4.25)

with VACF defining the variance of the autocorrelation of the channel impulse

response convoluted with the base waveform w(t).

Considering convolutional and autocorrelation properties over time and fre-

quency domains, the term VACF may be expressed through the use of Fourier

transforms as:

VACF = var
{
W̃ (f) · |H(f)|2

}
, (4.26)



Intersymbol Interference (ISI) - Derivation and Analysis 86

where Parseval’s Theorem equates the energy over time and frequency domains,

indicating that the Fourier transform is unitary. Here, W̃ (f) and H(f) refer to

the Fourier transforms of the energy normalized base waveform, as in Eq. 2.7,

and the channel response respectively.

For the purpose of this derivation, h(t) was estimated through the use of a single

exponential function e(t). Since the discrete version of the channel response is

used, this exponential was sampled through the use of the Shah function [138],

defined in the frequency domain as:

Shah(bf) =
1

|b|

∞∑
i=−∞

δ

(
f − i

b

)
. (4.27)

A similar channel analysis was conducted by Witrisal [139]. Here, the delay

PSD of the 802.15.3a channel model was estimated by a single Dirac pulse at

time t = 0 to represent the LOS path, followed by an exponentially decaying

power distribution. Applying this discrete version of the channel response, Eq.

4.26 yields:

VACF = var

W̃ (f)·

∣∣∣∣∣E(f)⊗ 1

τ

∞∑
i=−∞

δ

(
f − i

τ

)∣∣∣∣∣
2
 , (4.28)

with E(f) representing the Fourier transform of e(t), and the Shah function

acting as a replicator of E(f) over the frequency domain. Substituting Eq. 2.7

into Eq. 4.28, the variance expression expands to:

VACF =

√
32

π
· 4

3foτ 4
· var

{(
f

f0

)2

e

�
− f2

f2
0

�
·

∣∣∣∣∣
∞∑

i=−∞

E

(
f − i

τ

)∣∣∣∣∣
2}

. (4.29)

Under the assumption that E(f) has a bandwidth spread less than 1/τ , which

is valid for an exponential e(t), the argument of the variance can be determined

by assuming a constant value for the base waveform’s frequency response over

each 1/τ width, as shown in Fig. 4.4. Here, a zero-order hold filtering has been

applied as:

W (f) =
∞∑

i=−∞

W̃

(
i

τ

)
· Π�

(
f − iFbin
Fbin

)
, (4.30)
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Figure 4.4 Zero-order hold filtering of a Gaussian base waveform

with Fbin representing the reciprocal of τ , and Π�(f) the standard rectangular

function. This reduces VACF to:

VACF =

√
32

π
· 4

3foτ 4
·

dfmaxτe∑
i=−dfmaxτe

W̃

(
i

τ

)2

·
∑
f

|E(f)|4 · 1

Lτ
· 1

Twfc
, (4.31)

where fmax is the single side frequency over which the majority of the energy

within W̃ (f) exists. The final two terms of this expression are required to

determine the PSD variance. The parameter 1/(Lτ) represents the inverse of

the time width of the channel impulse response, and the final multiplication

normalizes the signal based upon the pulse width and sampling frequency.

The final estimate for the ISI variance of a time-reversed system is defined as:

σ2
ISI =

ETX
GH

· SΞ ·K ·Ψ, (4.32)

where,

SΞ =

2(Nh−1)∑
ς=0

Se (0, ς) · (L− 1)τ − 2(ς + 1)Tc
Tf

2

,

K =

√
32

π
· 4

3foτ 4
· 1

Lτ
· 1

Twfc
,

Ψ =

dfmaxτe∑
i=−dfmaxτe

W̃

(
i

τ

)2

·
∑
f

|E(f)|4.
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Figure 4.5 Exponential estimation of the IEEE 802.15.3a channel model

The final requirement is the calculation of the 4th moment of the channel en-

velope estimation E(f). With e(t) taken as a single exponential function, its

time and frequency domain expressions are [46]:

Ae−a|t| ⇔ 2Aa

a2 + 4π2f 2
. (4.33)

The MMSE between this exponential estimation and the energy normalized

UWB channel model was analyzed, with the equation parameters for Eq. 4.33

estimated as A = 0.2858, a = 7.1×107 for h(t). Alignments averaged over 1000

realizations are shown in Fig. 4.5.

4.5 Simulation Results

A TR-UWB simulation was adapted from a time hopped PPM UWB simulation

by Di Benedetto and Giancola [17]. A LOS system with a transmitter-receiver

displacement of 0-4 m was tested (CM1 in the IEEE 802.15.3a model). This

requires a ratio of φ ≈ 0.566 for the SINR of Eq. 4.3, averaged over 50 realiza-
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Figure 4.6 Similarity analysis of UWB and TR-UWB in the absence of ISI at
3 Mbit/s, Ns = 1

tions of the multipath channel. An independent channel model was generated

for each packet transfer, set to a size of 1024 octets. For this LOS scenario,

a reference attenuation of 47 dB and attenuation exponent of γ = 1.7 were

applied. The cardinality and periodicity of each time hopping code were set to

11, with a pulse width of 0.5 ns, a data encoding shift of 0.5 ns, and a sampling

frequency of 50 GHz. The number of bins per channel (L) was set to 40, and the

bin width τ set to 1 ns. The bin width was chosen to be greater than the base

waveform duration, and large enough to allow an encoded signal to be orthog-

onal to its non-encoded counterpart. A transmit power of 1 mW was selected,

although scalability allows this work to be extended to alternate power levels

easily.

In order to ensure the equivalence of UWB and TR-UWB models in the absence

of ISI, simulations were conducted at a data rate of 3 Mbit/s, Ns = 1, for 2 and

10 users, with results shown in Fig. 4.6. This data rate and Ns combination

allows the majority of the 40 ns channel response tested to pass before the
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transmission of the next symbol. Equality between the two methods is shown

in the presence of varied MUI.

The closed-form ISI variance equation was tested through comparison with the

performance of a simulated single user scenario.

Reed-Solomon time hopping was applied for user multiplexing in the receiver-

side ARake tests and the transmitter-side time reversed tests. Labelling the TR-

UWB variance derivation results as ‘TR-Equ’, results for Ns = 5 and Ns = 10

are shown in Fig. 4.7(a) and Fig. 4.7(b) respectively. Tests were conducted

for data rates of 15, 50 and 100 Mbit/s. It can be observed that for all data

rates the derived error curve closely traces the simulated performance. A slight

over approximation developed for the closed-form analysis relative to the semi-

analytical analysis of the preliminary equations, this being due to simplification

errors. However, differences were negligible, being at most one third of a decade

at an SNR of 20 dB, with a data rate of 100 Mbit/s, Ns = 5.

Furthermore, equivalent ARake systems exhibit severely impaired performance

in the presence of increased ISI. This difference intensifies for higher data rates,

which leads to a proportional elevation in the level of self-interference. These

results are supported by RAKE and TR-UWB tests conducted in literature [91].

Finally, as expected an increase in the data rate, which has a proportional de-

crease in the frame width Tf , significantly degrades system performance. Sim-

ilarly, as the frame length is dependent upon the parameter Ns, it also has a

significant influence on performance. At a data rate of 100 Mbit/s, the compar-

ative ISI plateau is clearly visible. For Ns = 5, the formulated plateau occurs

at a BER of approximately 10−6, while for Ns = 10 it appears at near 10−4.

4.6 Chapter Summary and Conclusions

In this chapter, a closed-form expression for the ISI within a time-reversed

UWB system was developed. The approach of these derivations was to analyze

all overlapping transmissions, considering the expected overlap and subsequent
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(a)

(b)

Figure 4.7 BER curves for ISI with Reed-Solomon coding for (a) Ns = 5 and (b)
Ns = 10
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probability of occurrence. This latter probability was determined through the

‘separation probability’ profile, which characterizes a family of hopping codes.

Requiring only the 4th moment of the channel response envelope to be cal-

culated, comparative results using an exponential estimation were presented.

These indicated a close alignment between simulated and derived error rates.

An over-approximation develops for the formulated performance as the level of

interference increases. This results due to approximations made in the deriva-

tion process, although the estimated curve always remains within close proxim-

ity to simulated results, generally within a decade of the simulated error rate.

Finally, performance similarities between TR-UWB and ARake based UWB

were exemplified in the absence of ISI. Within high pulse rate systems, time

reversed communications were shown to be an effective method of mitigating

ISI. It also benefits from the computational advantage achieved by having the

channel perform the necessary convolutional operation. This cumbersome task

would otherwise be conducted by the receiver architecture, considerably increas-

ing calculation latency.



Chapter 5

Multi-user Interference (MUI) -
Derivation and Analysis

5.1 Introduction

Multi-user interference is an inevitable consequence of multiple users operating

in close proximity. For the case of ISI, if the chip time is greater than the

transmission duration, no interference from adjacent user transmissions exists.

For MUI however, this condition would only remove the partial interference

caused by transmissions within adjacent chips, while the issue of same chip

collisions between users remains. Similarly to ISI, the level of MUI is affected

by the width of the transmitted pulses (Tw), the number of pulses per symbol

(Ns), the data rate (R), and the propagation channel (h(t)). It is also controlled

by the multi-user multiplexing sequences utilized.

This chapter discusses preliminary equations and a closed-form derivation of

MUI within a time reversed UWB system. User multiplexing is accommodated

through the ‘separation probability’ profile introduced in Chapter 3. The chap-

ter concludes with a performance comparison between the derived formulae and

a simulated multi-user analysis.

93
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5.2 Derivation Approach

The MUI derivations presented within this chapter follow a similar procedure

to that of the closed-form ISI derivation of Chapter 4. However, while ISI ac-

counts for only self-interference, MUI comprises of interference from all users

in close proximity. For a multi-user scenario, there are three types of interfer-

ence which must be accounted for: in-phase, where two users transmit in the

same chip; pre-out-of-phase, where an interfering user transmission occurs be-

fore the current transmission; and post-out-of-phase MUI, where an interfering

transmission occurs after the current transmission. The first is dependent upon

the separation probabilities of user asynchronism within a single frame; while

the latter two are dependent upon user separations for all adjacent frames over

which a transmission may exist.

Similarly to the ISI variance calculation, transmission overlaps are analyzed

over all possible chip separations. Since the in-phase MUI considers collisions

between same frame transmissions, the traditional Hamming cross correlation

function is applied, averaged over correlations between all user combinations.

The out-of-phase variance adopts the MUI separation probability profile, aver-

aging over asynchronism for all users.

The SINR expression of Eq. 4.3, representing the signal to combined noise

and interference ratio, must be altered to accommodate for the additional MUI

term. It is subsequently changed to include the collective σ2
MUI term as:

SINR =
φ · PRX(u)

σ2
AWGN + σ2

ISI + σ2
MUI

. (5.1)

In order for this expression to remain valid, the MUI term must be Gaussian

distributed. This requires analysis to be conducted over a large number of

simultaneous users [57].
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5.3 Preliminary Equations

MUI variance derivations take an average on the ±ε shift introduced for the

encoding of data through PPM. This is equivalent to a cancellation of the data

modulation displacement, as discussed in Sec. 4.3.

Discrete time signal overlaps are characterized through channel bin delay pa-

rameters. Overlap parameters for in-phase and out-of-phase MUI, considering

the 1st and the uth (u 6= 1) user’s transmissions, are shown in Fig. 5.1. ISI

parameters are represented also for comparison, with a time reversed transmis-

sion approximated by a triangular waveform. The subscripts (In) and (Out)

label the in-phase and out-of-phase components respectively. The parameters

Nw(In) and Nw(Out) represent the number of paths before an overlap of the pre-

interference occurs, with Nl(In) and Nl(Out) indicating the number of paths which

are overlapping for post-interference. The dark shading represents the desired

signal, while the light shading indicates the interference sources from both ISI

and MUI.

The in-phase and out-of-phase variance derivations were accomplished through

the same methodology as in the ISI derivation of Chapter 4. The former vari-

ance, which encompasses only same frame overlaps between the desired and the

interfering signals, estimates the variance through the combination of all partial

signals ν which could interfere within the frame of the desired user’s symbol.

This combination is multiplied by the corresponding separation probability of

occurrence, considering all possible chip separations over a single time frame.

Taking u = 1 as the desired user, and for brevity ignoring receiver positioning

and user referencing for path magnitudes, the in-phase variance is formulated

as:

σ2
InPhaseMUI =

0∑
Θ=−(Nh−1)

χΘ,ξ +

Nh−1∑
Θ=1

χΘ,ψ, (5.2)

where:

χΘ,ν = Se (0,Θ + (Nh − 1) + 1) · var

(
h(u;x1, t)⊗

[√
ETX(u)

GH,u;x1

· ν

])
, (5.3)



Multi-user Interference (MUI) - Derivation and Analysis 96

Figure 5.1 Path alignment parameters for MUI variance formulation

ξ =
L−1∑

k=Nw(In)

βkw(t− τk−Nw(In)
), (5.4)

ψ =

Nl(In)−1∑
k=0

βkw(t− τk+Nw(In)
), (5.5)

with:

Nw(In) = d|Θ| · Tc/τe , (5.6)

Nl(In) = L−Nw(In), (5.7)

Nov =

⌈
Lτ

Tf

⌉
. (5.8)

The out-of-phase MUI counterpart accounts for overlapping from frames ad-

jacent to the desired user’s transmission. It considers all frames over which a

transmission may exist, and also all possible chip level separations within the
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frames occupied. Applying the separation probability profile, the out-of-phase

MUI may be expressed as:

σ2
OutPhaseMUI =

(Nov−1)∑
ζ=1

2(Nh−1)∑
ς=0

(χζ,ς,ξ + χζ,ς,ψ), (5.9)

where:

χζ,ς,ν = Se (0, ς) · var

(
h(u;x1, t)⊗

[√
ETX(u)

GH,u;x1

· ν

])
, (5.10)

ξ =
L−1∑

k=Nw(Out)

βkw(t− τk−Nw(Out)
), (5.11)

ψ =

Nl(Out)−1∑
k=0

βkw(t− τk+Nw(Out)
), (5.12)

Nw(Out) =

⌈
(ζ − 1)Tf + (ς + 1)Tc

τ

⌉
, (5.13)

Nl(Out) = L−Nw(Out). (5.14)

For each MUI type, the expected interference signal is convoluted with the

channel response from the interferer’s transmitter to the desired user’s receiver

at position x1. The final variance formula equates to the expected interference

from a single interferer, multiplied by the number of interferers present. The

total MUI is evaluated as:

σ2
MUI =

(
σ2
InPhaseMUI + σ2

OutPhaseMUI

)
· (Nu − 1) . (5.15)

Through testing, it was determined that a MUI variance within 5% of the

final convergent value could be obtained after approximately 100 independent

realizations of this MUI formulation. An example of this MUI convergence for

a 10 user system is illustrated in Fig. 5.2, operating at 30 Mbit/s, Ns = 1. The

variance magnitude is of the order 10−10 due to the incorporation of the signal

energy ETX(u).
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Figure 5.2 MUI variance convergence at 30 Mbit/s, Ns = 1

5.4 Closed-form Analysis

5.4.1 In-Phase MUI

The main technique to combat in-phase MUI degradation is the strategic use

of time hopping codes. These may be employed to arrange user transmissions

to minimize sequence collisions. The in-phase component covers MUI over the

2Nh−1 possible chip separations between the desired and interfering user trans-

missions. It should be noted that the in-phase component poses a minimal

degradation relative to out-of-phase MUI, which arises from user transmissions

originating in adjacent frames. For comparison, the in-phase component is ap-

proximately 10% of the out-of-phase interference at 30 Mbit/s, Ns = 5, with

this ratio decreasing as the data rate or transmissions/symbol increase.

The base expression for the In-Phase MUI from a single user is presented in Eq.

5.2. In order to obtain a simple solution to this expression, it is assumed that

the channel delay spread is significantly larger than the maximum separation
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(2Nh − 1). This is valid provided Lτ � (2Nh − 1)Tc, and allows each partial

signal ν to be assumed by an entire channel response. This approximation

becomes more valid as the data rate and Ns values are increased, and is achieved

through a reduction of the ν equations to give:

υ = ξ = ψ =
L−1∑
k=0

βkw(t− τk). (5.16)

The variance can thus be written as:

σ2
InPhaseMUI ≈

Nh−1∑
Θ=−(Nh−1)

Se (0,Θ + (Nh − 1) + 1) · var

(
h(u;x1, t)

⊗

[√
ETX(u)

GH,u;x1

· υ

])
. (5.17)

With known channel delay spread (Lτ) and gain (GH,u;x1), the convolution with

the propagation channel can be omitted. This results in an estimation of the

multi-user interference from a combined signal energy perspective, such that

the structure of the interference signal as considered at the transmitter side is

determined, then normalized according to the propagation channel. The disad-

vantage however is that the structure of the channel is not taken into account.

Assuming that a correlation of a time reversed signal with a propagation chan-

nel (of equal length) doubles the signal vector length, Eq. 5.17 can therefore be

simplified to:

σ2
InPhaseMUI =

ETX(u)·GH,u;x1

GH,u;x1

·
Nh−1∑

Θ=−(Nh−1)

Se (0,Θ+(Nh−1)+1)

·var

(
L−1∑
k=0

βkw(t− τk)

)
/2. (5.18)

Noting that ν has normalized energy, and taking into account the sampling

frequency, this expression can be further reduced to:

σ2
InPhaseMUI = ETX(u) ·GH,u;x1 ·

Nh−1∑
Θ=−(Nh−1)

Se (0,Θ + (Nh − 1) + 1)

·fc/(Lτfc − 1)/2 (5.19)

≈ ETX(u) ·GH,u;x1

2Lτ
, (5.20)
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where the sum of all separation probabilities is equal to unit probability as:

Nh−1∑
Θ=−(Nh−1)

Se (0,Θ + (Nh − 1) + 1) = 1. (5.21)

5.4.2 Out-of-Phase MUI

Out-of-phase MUI considers transmissions by nearby users which originate from

frames adjacent to the current frame of the desired user. With the high data

rates required by emerging UWB applications, this form of interference poses a

significantly higher severity than in-phase MUI.

The variance of this degradation is calculated by summing all partial trans-

missions which overlap into the desired user’s symbol. This summation is con-

ducted over all overlapping time frames (ζ), also all possible chip separations (ς)

between the interfering signal and desired signal. Out-of-phase separations are

weighted by the separation probability profile of the time hopping code applied.

The expression for the out-of-phase MUI by a single user is given by Eq. 5.9.

The similarity between this MUI formulation and the ISI equations of Chapter

4 is evident, with the exception that the user number u 6= 1. An alternate

approach to the ISI derivation was applied for the out-of-phase MUI however,

calculating the variance of the overlapping signals on a frame-by-frame basis.

For the initial simplification, the assumption is made that interference originat-

ing from frames before the current transmission and that which will interfere in

subsequent frames are independent. Also, as for in-phase MUI, the convolution

with the propagation channel has been removed, considering the interference

from the transmitter’s perspective. This requires a division by 2 due to the

halving of the output length when converted to the receiver’s perspective. For

brevity, constant energy/gain multiplications have been omitted. Assuming

normalized channels, the out-of-phase expression may be reduced to:

σ2
OutPhaseMUI =

1

2

(Nov−1)∑
ζ=1

2(Nh−1)∑
ς=0

(Se (0, ς) · var (ξ + ψ)). (5.22)

As variance is independent of time position when considering the entire signal,
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the time shifting τ may be omitted without consequence. Using the relationship

that βk = α(L−1)−k to combine ξ and ψ equations, the above formula simplifies

to:

σ2
OutPhaseMUI =

1

2

2(Nh−1)∑
ς=0

Se (0, ς) Υ, (5.23)

where:

Υ =
Nov−1∑
ζ=1

var

Nl(Out)−1∑
k=0

[βkw(t− τk) + αkw(t− τL−1−k)]

. (5.24)

Unfortunately, correlation exists between the signals of different frames within

Υ. Consequently the encompassing of the summation over ζ into the variance

operation is not feasible. In order to remove this correlation, an additional time

shift of twice the channel delay spread must be introduced. This additional

displacement will lead to a larger signal length, subsequently requiring a nor-

malization by Nov for the var operation. Equation 5.24 is therefore equivalent

to:

Υ = Nov · var

(Nov−1∑
ζ=1

Nl(Out)−1∑
k=0

[βkw(t− 2ζLτ − τk)

+αkw(t− 2ζLτ − τL−1−k)]

)
. (5.25)

In order to remove the 2ζLτ shift, the correlation between the variables within

the var function must be considered. Ignoring this displacement, and taking

the summation over k to produce a single independent signal, correlation exists

for the Nov−1 signals when summed over ζ, herein collectively referred to as vζ .

This is accounted for by subtracting twice the covariance between all Nov − 1

signals, denoted as Θζ . Expressing Eq. 5.23 as:

σ2
OutPhaseMUI =

1

2

2(Nh−1)∑
ς=0

Se (0, ς) ·Nov · var

(
Nov−1∑
ζ=1

vζ

)
, (5.26)

the covariance between the dependent signals is:

Θζ =
Nov−1∑
ζ1=1

Nov−1∑
ζ2=1
ζ2 6=ζ1

cov[νζ1 , νζ2 ]. (5.27)
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Conceptually, it can be seen that the Nov−1 signals being correlated are replicas

of the time reversed channel impulse response, with portions attenuated or

nulled. The collection of partial signals for a system operating at 50 Mbit/s,

Ns = 10, with all channel paths set to unity for ease of visual analysis, is shown

in Fig. 5.3. At Nl(Out) = L/2, the summation over k magnifies all βk from τ0 to

τL/2−1, and all αk values from τL−1 to τL/2−1. Together these form the complete

time reversed response. Through expansion of the covariance of the partial

signals within Θζ , individual paths of the channel response may be combined.

Simplification of similar path terms reveals the summation of α2
k and β2

k values,

limited by Nov. The summation of the signal energy of all partial responses

with Nl(Out) < L/2 may be extracted, leaving a term θhf dependent only upon

Nov and the variance of the propagation channel. Assuming the channel is zero

mean, this variance reduces to the calculation of the gain of the normalized

channel, which by definition is unity. Hence, Θζ may be expressed as:

Θζ =
1

2Lτ


 Nov−1∑
ξ=bNov/2c+1

Nl−1∑
l=0

(
α2
l+1 + β2

l+1

)+ θhf

 , (5.28)

θhf =


(Nov − 2) + 4

Nov/2−2∑
j=1

(Nov/2− j − 1), Nov even

4
dNov/2e−2∑

j=1

(dNov/2e − j − 1) , Nov odd

. (5.29)

While the calculation of the out-of-phase variance operates over ς ∈ [0, 2(Nh −
1)], the value of Θζ is estimated by the median level of interference over all pos-

sible chip separations, this occurring at ς = Nh − 1. Also, the normalized base

waveform is omitted, rather focusing on the summation of path gains and ac-

counting for the change in signal lengths through the 2Lτ division. This entails

a path magnitude based estimation of the covariance between all dependent

signals of this MUI.

With the 2ζLτ shift of Eq. 5.25 removed, the order of summation over ζ and k

can be exchanged as in the ISI derivation. The upper limits on these summation

parameters are:

max{k} = Nl(Out) − 1, (5.30)
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Figure 5.3 Collection of partial signals for covariance summation within out-of-phase
MUI, operating at 50 Mbit/s, Ns = 10

ζ =
((L− 1)−max{k})τ − (ς + 1)Tc

Tf
+ 1. (5.31)

With the maximum of k occurring at ζ = 1, the upper limit of ζ becomes the

intersection between it and k, resulting in the ranges of:

k ∈
[
0,
Lτ − (ς + 1)Tc

τ

]
, (5.32)

ζ ∈
[
1,

((L− 1)− k)τ − (ς + 1)Tc
Tf

+ 1

]
. (5.33)

Assuming max{k} = [Lτ − (ς + 1)Tc] /τ ≈ L−1, the out-of-phase MUI expres-

sion simplifies to:

σ2
OutPhaseMUI =

1

2

2(Nh−1)∑
ς=0

Se (0, ς)

· var

( L−1∑
k=0

((L−1)−k)τ−(ς+1)Tc
Tf

+1∑
ζ=1

[βkw(t− τk) + αkw(t− τL−1−k)]

)
−2Θζ . (5.34)



Multi-user Interference (MUI) - Derivation and Analysis 104

As the αk and βk terms are independent of ζ, the expression can be simplified

to obtain a constant multiplier of d([(L− 1)− k] τ − [ς + 1]Tc) /Tfe over all k.

The combined out-of-phase MUI equation can be reduced by observing that the

summation over k adds two instance of each αk value, each with a multiplier of

either ([L− 1− k] τ − [ς + 1]Tc) /Tf +1/2 or (kτ − [ς + 1]Tc) /Tf +1/2, where

it is assumed that the ceil operation will on average add 1/2 to the fraction. The

summation of these weights results in a constant multiplier over k. Rearranging,

the final expression for the multi-user interference from a single user, including

the constant energy/gain multiplications, may be presented as:

σ2
OutPhaseMUI = G · ETX

(
1

2

{ 2(Nh−1)∑
ς=0

Se (0, ς)

·
[
(L− 1)τ − 2(ς + 1)Tc

Tf
+ 1

]2}
· var (h(t))− 2Θζ

)
,(5.35)

where convolution with the energy normalized independent base waveform w(t)

has been ignored. This is valid provided τ ≥ Tw.

In order to remove all dependence on individual path magnitudes (αk, βk), it is

observed that the covariance summation Θζ of Eq. 5.28 consists of a summation

of the square of all path amplitudes. Considering the summation limits, paths

which exist closer to the response beginning and end (l = {0, L}) are summed

more than those near the center of the response (where l = L/2). The partial

signals considered here are shown boxed within Fig. 5.3. Expanding the double

summation of Θζ , a waveform is generated which consists of the square of all

path amplitudes multiplied by an envelope following the form illustrated within

Fig. 5.4.

The number of discontinuities within this envelope is equal to 2(dNov/2e −
1), with Nov increments of step width Tf/τ paths. Applying the standard

rectangular function Π�(t), it can be described mathematically as:

Θ̃(t) =
Nov∑
i=1

Π�

(
t− Tf/τ

Tf/τ

)
·
∣∣∣∣⌈Nov

2

⌉
− i

∣∣∣∣ . (5.36)
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Figure 5.4 Covariance summation envelope for MUI

This reduces the covariance expression to:

Θζ =
1

2Lτ

{[
h2(t)Θ̃(t)

]
+ θhf

}
. (5.37)

An MMSE exponential estimation was adopted to replicate the structure of

the channel response. Estimations on both h(t) and h2(t) are required for

this MUI formulation, both developed using an exponential form. The MMSE

parameters for the form of Eq. 4.33 are set as A = 0.2858, a = 7.1 × 107 for

h(t), and A = 0.122, a = 1.3 × 108 for h2(t). Alignments averaged over 1000

realizations are shown in Fig. 5.5.

As in the ISI derivation, a normalization by Lτ/Tf is required. However, this

multiplier includes the movement of the separation probability between the

preliminary and closed-form ISI expressions, which must be compensated here

through a multiplication by 1/
√
mean(Se(0, ς)), ∀ς.

5.5 Simulation Results

A time reversed UWB simulation was utilized to determine the validity of the

closed-form MUI derivations within this chapter. Simulation parameters were

set as in the ISI comparison of the preceding chapter. Multi-user error per-

formance analysis presented next also took into account ISI within the system

through the closed-form expression of the previous chapter.
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Figure 5.5 Exponential estimation of the UWB channel model h(t) and channel
model square h2(t)

The effects of MUI on the expected performance of a time reversed system

at 30 Mbit/s, Ns = 5, with an SNR of 12 dB, are illustrated in Fig. 5.6. The

addition of each user results in an increase in the level of MUI present, following

a near exponential rise in the error rate. Although a time-reversed system does

have the benefit of mitigating ISI, further measures are required to reduce the

degrading effects of interfering users.

MUI variance tests for a 10 user scenario were conducted at a data rate of

30 Mbit/s, with Ns = 10. Results are illustrated in Fig. 5.7. They indicate

the maximum, minimum, and average BER rates over all users for a TR-UWB

system, and also the average performance as based on the variance formulas. It

is evident that the formulated curve closely follows the average simulated path.

Figure 5.7 also illustrates an interesting property regarding the variance between

user performance in transmitter and receiver side equalization types. While

achieving relatively better performance, TR-UWB exhibits severe variations in

the error probabilities between users. On the contrary, ARake based UWB
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Figure 5.6 BER vs number of users at 12 dB, 30 Mbit/s, Ns = 5

Figure 5.7 MUI BER curves with 10 user Reed-Solomon coding for TR-UWB and
ARake at 30 Mbit/s, Ns = 10
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has a much fairer error distribution, although all users having relatively worse

performance than in a time reversed system.

Performance analysis for a system supporting 5 users was also tested, shown in

Fig. 5.8 at a data rate of 30 Mbit/s and Ns = 5. This was conducted in order

to verify the scalability of the derived MUI expressions over a varied number

of users. Results indicate a close alignment between simulated and forumated

performances when averaged over all user error rates.

To examine the performance of this system with varied hopping schemes, ‘Linear

Congruence’ hopping codes were also adopted. Results for 1 and 10 user tests,

at a data rate of 30 Mbit/s and Ns = 5, are shown in Fig. 5.9. The equivalence

between the formulated and simulated results can be seen. While the maximum

and minimum error rates for the 10 user case are not shown, an alignment with

the average BER is apparent. The prevailing difference in performance between

receiver-side equalization through an ARake architecture and transmitter-side

equalization through a time reversed scheme is also present.

5.6 Chapter Summary and Conclusions

In this chapter, a closed-form expression for the MUI within a time-reversed

UWB system was developed. As shown through simulation, MUI has a sig-

nificant effect on the error performance of a UWB system. Expressions were

developed for both the interference existing within the same frame as the de-

sired signal, also within adjacent frames. Applying the Hamming cross corre-

lation function and the separation probability profile of the time hopping code

used, all overlapping transmissions were analyzed. Comparative results using

an exponential estimation for the propagation channel and its square were pre-

sented. These indicated a close alignment between simulated and derived error

rates for a varied number of interfering users. As in the ISI derivations, an

over-approximation develops for the formulated performance as the level of in-

terference increases.
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Figure 5.8 MUI BER curves with 5 user Reed-Solomon coding for TR-UWB at
30 Mbit/s, Ns = 5

Figure 5.9 BER curves for 1 user and 10 user cases with linear congruence coding
at 30 Mbit/s, Ns = 5
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Finally, larger variances were exhibited between user error performances in a

TR-UWB multi-user case when compared to a system using an ARake receiver.

This exemplifies the advantages and disadvantages of a TR-UWB system. It

may achieve comparatively better performance levels, although at the expense

of user equality.



Chapter 6

Forward Error Correction
through Turbo Coding

6.1 Introduction

Forward error correction is a common telecommunication technique, whereby a

transmitter encodes redundant data into a transmission. A receiver harnesses

this extra information to detect and correct propagation errors, without the

need for re-transmission. Common error correction methods include serially

concatenated convolutional codes [140], low-density parity check codes [141]

and space-time block codes [142].

This chapter covers the application of Turbo error correction codes to a time

reversed UWB system. This addition may be applied in both the binary and

the non-binary form. While the conventional approach targets binary data

for encoding, an alternate introduced within this chapter utilizes non-binary

Turbo codes at the user multiplexing level. This thesis combines data encoding

and user multiplexing stages through the use of turbo trellis coded modulation

(TTCM) and a unique mapper to generate a time hopping code. Soft-input-

soft-output decoding is applied, using the binary SOVA and the symbol-based

SOVA algorithms. Both binary and non-binary systems are presented, together

with a comparative analysis of each method’s performance. Tests are conducted

in single- and multi-user scenarios, and also observe the multi-user interference

111



Forward Error Correction through Turbo Coding 112

effects of signals employing FEC. A final analysis is conducted on the per-

formance gain achievable through the use of structured TTCM constellation

mapping as compared to a randomly generated mapping.

In order to align the notation within this chapter with commonly accepted

notation for error correction literature, the sampled transmitted and received

data for an arbitrary user are represented as xk and yk respectively.

6.2 Binary Turbo Coding

6.2.1 Error Correction Approach

Classical turbo codes, also known as parallel concatenated convolutional codes,

are based upon the principle of a recursive and systematic convolutional (RSC)

encoder. Data bits are encoded through the alternate parsing between two RSC

structures, separated by an interleaver. This encoding operates at the binary

data level, with the output being an extended data stream with a code rate of

either 1/2 or 1/3 depending on whether the system is punctured or not.

The soft-output Viterbi algorithm (SOVA) is employed in the decoding pro-

cedures presented herein. Through the use of a trellis, which restricts state

transitions, the receiver is able to iteratively parse data through two SOVA

component decoders. This enables the capability of transmission at near the

capacity of the channel.

6.2.2 Transmitter Design

As discussed in Chapter 2, the architecture of a turbo encoder is based upon

the processing of input data by two RSC encoders. These component encoders

are separated by a random interleaver in order to foster independent parity

output values. As depicted in Fig. 2.13, the turbo encoder operates at the

binary data level altering b
(u)
m . For the following derivations, v

(s)
k is taken as

the encoder’s systematic output at step k, with v
(p1)
k and v

(p2)
k representing

the parity output of each RSC encoder. The parity output length of each
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component encoder has the same length as the systematic component (original

input sequence). In preparation for further processing, these N length output

sequences are multiplexed together as:

v =
{(
v

(s)
0 , v

(p1)
0 , v

(p2)
0

)
,
(
v

(s)
1 , v

(p1)
1 , v

(p2)
1

)
, ...,

(
v

(s)
N−1, v

(p1)
N−1, v

(p2)
N−1

)}
. (6.1)

This system has an overall code rate of Rc = 1/3, being a linear, systematic

code. Higher data rates are achieved through puncturing of the parity elements

in the output sequence, while retaining all systematic components. Taking the

puncturing pattern as P = [1 0; 0 1], the output sequence reduces to:

v =
{(
v

(s)
0 , v

(p1)
0

)
,
(
v

(s)
1 , v

(p2)
1

)
,
(
v

(s)
2 , v

(p1)
2

)
,
(
v

(s)
3 , v

(p2)
3

)
, · · ·

}
. (6.2)

Appending the termination bits into the RSC encoder output forces the first

component encoder to end in the all zero state. This provides the advantage of

easily known initialization states within the receiver’s trellis when conducting

backward recursion. A total of γ tail bits are required to achieve this state,

with γ representing the number of memory elements in the generator matrix

G(x) = [g1, g2]. Each termination bit is equivalent to the binary addition of the

state on all feedback lines, which is then applied as input to the RSC encoder.

Feedback lines are represented by g2 in the generator matrix.

6.2.3 Receiver Design with SOVA Decoder

The turbo receiver structure consists of separate decoding for each of the con-

stituent codes, together with an iterative exchange of reliability information

between the two component RSC decoders [103]. Taking the received vector as

y ∈
(
y

(s)
k , y

(p1)
k , y

(p2)
k

)
, demultiplexing at the receiver front-end separates this

into its systematic and parity components. The first decoder operates on the

combination
(
y

(s)
k , y

(p1)
k

)
, while the alternate on

(
Π(y

(s)
k ), y

(p2)
k

)
. The complete

decoder structure is illustrated in Fig. 6.1.

Each SISO component decoder takes as input the a priori information from

the alternate decoder, and also the received channel values. A priori values

are initialized to a uniform neutral probability when applied as input to the
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Figure 6.1 Conventional binary turbo decoder structure

first component decoder on the first iteration. The SISO decoder produces

as output the extrinsic probabilities on the transmitted data, which are then

permuted to give updated a priori information. This is passed to the next

component decoder which operates on the next parity sub-block, together with

the same systematic data. The systematic probabilities are explicitly available

from channel measurements of the v
(s)
k factor of Eq. 6.1.

Each iteration seeks to improve the log-likelihood ratio (LLR) L(dk), where

dk is the kth decoded data bit, converging to an estimate of the transmitted

codeword. For a binary symmetric channel, the LLR is defined as [143]:

L (dk)
∆
= log

Pr(dk = +1)

Pr(dk = −1)
. (6.3)



Forward Error Correction through Turbo Coding 115

Figure 6.2 Equivalent trellis and state representations of a binary convolutional
encoder

Representing the transmit energy as ETX , the LLR can be reduced to:

L (dk|y) =
ETX
2σ2

4a · yk, (6.4)

where a is the fading amplitude, which has a value of 1 for a Gaussian chan-

nel. A ‘channel reliability’ parameter may be extracted as: Lc = 4aETX/2σ
2.

This scaling factor is required to compensate distortion evident in the decoding

algorithm caused by over-optimistic soft outputs.

Each decoder initiates the SOVA method, which extends on the Viterbi algo-

rithm. It uses a modified path metric to take into account the a priori prob-

abilities of the input symbols, and produces a reliability indicator to the hard

decision output for each bit [108]. It analyzes Euclidean distance to determine

the highest reliability path through the decoder’s trellis structure. With γ mem-

ory elements in the convolutional encoder, and m inputs, there are 2γ possible

states in the trellis, with 2m branches entering, and leaving, each state. A sam-

ple trellis diagram, together with its corresponding state diagram, is shown in

Fig. 6.2, with γ = 2, m = 1.
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The branch metric is defined as [105]:

µt (yk, p, q) = log Pr
(
yk|B(p,q)

)
, (6.5)

where B(p,q) represents the transition in the trellis from arbitrary states p to q.

The path metric Mt (q) can therefore be iteratively calculated as:

Mt (q) = Mt−1 (p) + µt (yk, p, q) . (6.6)

The terms M(~Ssk) and M(~Ss
′

k ) are taken as the metric values of the survivor

and the discarded paths terminated at states Sk = s and Sk = s′ respectively.

Applying these parameters, the incorporation of prior information transforms

the path metric to:

M
(
~Ssk

)
= M

(
~Ss

′

k−1

)
+

1

2
dkL (dk) +

Lc
2

n∑
l=1

ylkx
l
k, (6.7)

where ylk and xlk represent the lth bit in the n bits of the received and transmitted

signals respectively. The decoder initially sets all path metrics for all trellis

states to −∞. As the encoder always starts in the all zero state, the metric for

the 0th state at the first time instant
(
M
(
~S0

0

))
is set to zero.

The metric difference between the survivor metric and each of the discarded

metrics may be defined as:

∆s
k = M

(
~Ssk

)
−M

(
~Ss

′

k

)
≥ 0. (6.8)

This metric difference is subsequently equivalent to the LLR for the correct

decision path, although it requires the consideration of the effects of all dis-

carded paths. The path with minimal length through the trellis is taken as the

‘survivor’. If merging paths are determined to produce equal path metrics, a

random choice between the options is made.

Reliability vectors store the δ most recent metrics for each surviving path. The

minimal distance path at each time instant is determined, and subsequently the

bit δ units back on that path is decoded. Typically, a delay time of δ = 5γ is

taken. This technique is illustrated in Fig. 6.3 with δ = 6, such that a decision
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Figure 6.3 Trellis structure with SOVA metric difference decoding over δ time units

is made about bit dk−δ at time k. Shown in bold is the survivor path, with the

dotted paths representing those which were discarded.

The minimal metric difference over all discarded paths which produce an incor-

rect bit must be calculated. The bit decision reliability is dependent upon the

least reliable path decision within the survivor path. This gives the final soft

output for the bit dk as [143]:

L(dk|y) ≈ dk min
i=k...k+δ

dk 6=di
k

∆si
i . (6.9)

Thus, the polarity of the LLR is determined by the decoded data bit, while

the magnitude is equivalent to the reliability of the decision. The decoder’s

systematic input (yk) is subtracted from this soft output in order to prevent the

decoder acting as a positive feedback amplifier [104], giving:

Le(dk) = L(dk|y)− L(dk)− Lcyk. (6.10)

This extrinsic information is then interleaved/deinterleaved to give the a priori

information for the alternate decoder. It can be seen that the algorithm behaves
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similarly to a Kalman filter. When a reliable channel is apparent, Lc is large

relative to the prior reliability, such that the decoder depends more on the

channel outputs. Conversely, when the propagation channel has a low signal

to noise ratio, Lc is small compared to the prior reliability, and the decoder

depends more on the latter.

With a punctured code, double the number of pulses will be transmitted relative

to a TR-UWB system without FEC operating at the same data rate (ignoring

tailing bits). For comparability, the energy level of each pulse is halved.

6.3 Non-binary Turbo Coding (TTCM)

6.3.1 Error Correction Approach

The transition from a binary turbo system to a non-binary turbo trellis coded

modulation scheme requires several alterations to both the transmitter and

receiver architectures. The three main alterations are [107]:

• group based interleaving over m > 1 bits rather than single bits;

• a changed parity puncturing method in order to achieve the desired spec-

tral efficiency;

• and special constraints on the RSC encoders and interleaver structures.

The TTCM technique may commonly be found in conjunction with phase shift

keying modulation [144]. Presented next is the application of TTCM to a UWB

system, combining data modulation and user multiplexing stages. The mapping

of TTCM output symbols to available chip positions may be conducted through

either random or deterministic mapping sequences, and is represented by the

function Π̄(j).
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Figure 6.4 TTCM transmitter structure

6.3.2 Transmitter Design

The incorporation of a TTCM transmitter into a UWB system allows the com-

bination of the time hopping stage with data encoding. The structure of a

TTCM transmitter is illustrated in Fig. 6.4. It consists of two component RSC

encoders, similarly to a conventional turbo transmitter. However, a TTCM en-

coder operates on m-bit-words, rather than single bit inputs. The 2m possible

inputs are encoded using a code rate of m/m+ 1, with the encoded m+ 1 bits

mapped to one of 2(m+1) constellation points [109, 113]. This thesis considers

TTCM encoding encompassing m = 2 data bits. Therefore the m+1 bit output

consists of two systematic bits, together with a single parity bit, and generates

an 8 constellation point output. The encoder selects the symbols alternately

from the two component TCM encoders, resulting in an aligned systematic com-

ponent between the encoders. Consequently only the parity bit is alternately

chosen, with the systematic sequence remaining static. A total of γ = m + 1

shift registers are utilized in each RSC encoder.

Constraints imposed on the component code include that no parallel transitions

should exist in the corresponding trellis diagram of the convolutional encoder.

This is to ensure each data bit benefits from the interleaving and parallel con-

catenation. Also, the information bits in an arbitrary step k should not directly

influence the parity bit at step k [107]. The final restriction on the TTCM
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Figure 6.5 Uniform probability of TTCM symbols with a Bernoulli mix binary input
stream

transmitter is that the interleaver must operate on a pairwise basis, where even

blocks of m bits are mapped to even positions, and odd blocks of m bits mapped

to odd positions [109,113]. This symbol interleaver is applied on the data input

before processing with the lower RSC encoder, with a de-interleaving operation

conducted on the result to ensure the ordering of the systematic component

between both encoders.

It can be noted in this TTCM transmitter that trellis termination is not applied,

which will inevitably lead to a slight performance degradation relative to a

system with termination capabilities. Also, unlike in the binary turbo coding

scheme, this transmitter always applies symbol puncturing. A histogram based

analysis of this punctured output, considering a random interleaver design with

a Bernoulli mix input binary stream, indicates a uniform probability of the

occurrence of each TTCM constellation point. Results are depicted in Fig. 6.5,

averaged over 100000 instances.

The final block in the structure of Fig. 6.4 (8− to−Nh Mapper) represents the



Forward Error Correction through Turbo Coding 121

function Π̄(j), and maps the 8 possible constellation points uniquely onto the

Nh possible chip positions utilized for UWB time hopping. This is required as

the TTCM symbols have an even 2(m+1) constellation range, while in conven-

tional time hopping measures the number of chips within each frame is generally

chosen as a prime value.

As simulations conducted in this thesis are chip synchronous, a random PPM

shift (ε) must be applied in order to diversify the TTCM signals further. With-

out this added freedom, all user transmissions would be aligned at the chip

level. Scattering is achieved based upon the aforementioned 8 point mapper

through mapping onto GF(2).

Since m = 2 bits are transmitted per Ns pulses (all Ns pulses having the same

chip position), the number of pulses required for data transmission is effectively

halved. For comparable results with a binary FEC approach, the energy of each

pulse in this TTCM system must be doubled.

6.3.3 Receiver Design with S-B-S Decoder

6.3.3.1 Decoder Structure

A TTCM receiver is similar in structure to a binary turbo coding receiver,

both based upon an iterative process. However, sets of log-likelihood ratios

are passed between the component decoders in the former, rather than single

log-likelihoods [144]. The underlying SOVA procedure is subsequently more

complex, as the systematic and extrinsic components cannot be separated due

to noise simultaneously affecting the parity and systematic bits [107]. Here,

the output is split into two components: the a priori information (La) and the

combined extrinsic and systematic information (Le&s), with the latter being

interleaved/de-interleaved and passed between alternate decoders. A ‘hard’

decision is conducted on the final LLRs to evaluate the symbol that was received.

In order to generate valid results, a large block/interleaver size is required. The

TTCM receiver structure applied is shown in Fig. 6.6.

The performance difference between MAP and SOVA decoding is significantly
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Figure 6.6 TTCM receiver structure

reduced when non-binary coding is applied [111]. The receiver structure and

symbol-based SOVA with maximum sequence posteriori probability estimations

discussed herein is adapted from Cong et al. [112], also Liu and Tu [113].

Transmitting through TR-UWB, the soft data that is passed to the receiver

is the correlation of the received signal in each of the Nh chips with a preset

template of the expected received signal. Collection of correlation values is

conducted over all Ns transmitted waveforms. The 2m possible transmission

locations are then de-mapped from the Nh chips within each time frame. The

required 2m a priori values are given a zero neutral probability on the first

iteration, since the transmitter utilizes puncturing between the component en-

coders. In contrast, the case of unpunctured encoding would set the a priori

probabilities as Pr (dk = i) = 1/2m, namely log (Pr (dk = i)) = −m log(2).

6.3.3.2 Symbol Based SOVA

With γ shift registers utilized in the encoder, the state of each component

encoder can be represented as Sk ∈ {0, 1, ..., 2γ − 1}. The m bit input is denoted

as dk ∈ {0, 1, ..., 2m − 1}, with received sequence y1→N = (y1, y2, ..., yN) shown

from time 1 to N . The LLR value for each possible symbol i at time k is
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calculated as:

L (dk = i)
∆
= log

Pr (dk = i|y1→N)

Pr (dk = 0|y1→N)
, (6.11)

with the a priori information expressed as:

La (dk = i) = log
Pr(dk = i)

Pr(dk = 0)
. (6.12)

Considering the time k and current state s, the cumulated path likelihood metric

is represented as M
(
~Ssk

)
= log

(
Pr
(
~Ssk, ~yt≤k

))
. The vector ~yt≤k represents all

received signals leading to and including that at time instant k. The state

vector is ~Ssk, which identifies the states along the survivor path terminated at

state Sk = s.

The TTCM receiver trellis thus assumes that 2m branches with distinct symbols

enter each of the 2γ trellis nodes. The parameter q(dk = i|Sk−1 = s′, Sk = s) is

defined as the probability that symbol i is associated with the transition from

states Sk−1 = s′ to Sk = s. Beginning with the metric base equation for binary

SOVA shown in Eq. 6.6, and applying the simplification procedure presented

in [113], the cumulated path metric may be approximated as:

M
(
~Ssk

)
= M

(
~Ss

′

k−1

)
+ Lc · log

(
p (yk|dk = i, Sk = s, Sk−1 = s′)

)
+

[
La(dk = i)− max

i∈(0,1,...,2m−1)
(La(dk = i))

]
, (6.13)

for q (dk = i|Sk−1 = s′, Sk = s) = 1, and:

M
(
~Ssk

)
= −∞, (6.14)

for q (dk = i|Sk−1 = s′, Sk = s) = 0. As the detected signal must be considered

at all iterations, the term log(p(yk|dk = i, Sk = s, Sk−1 = s′)) is calculated from

the soft received values. The multiplication by the channel metric Lc ensures

that the reliance on received soft values is determined by the channel reliability

relative to prior reliabilities.

The log likelihood ratio for each symbol is calculated through the maximum

likelihood metric obtained through the Viterbi decoding on the 2m paths enter-

ing each state. The parameter Γk,i

(
~SsN

)
is defined as the reliability difference
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between the maximum likelihood symbol at time k and the most likely codeword

with dk = i, both terminated at state SsN :

Γk,i

(
~SsN

)
= max

all ~Ss
N

{
M
(
~SsN

)}
− max

~Ss
N :dk=i

{
M
(
~SsN

)}
. (6.15)

The LLR values can be obtained as:

L (dk = i) = Γk,0

(
~SsN

)
− Γk,i

(
~SsN

)
. (6.16)

In contrast to a conventional binary turbo decoder, the calculation of the LLR

values within a TTCM system accounts for multiple incorrect symbols, not just

the inverse of the data bit decoded.

As in the binary SOVA procedure, to simplify calculations and limit the memory

requirements at the receiver. The log-likelihood ratio L (dk = i) is estimated

over δ = 5γ trellis increments. Each state in the trellis stores a δ×2m reliability

measure matrix, under the assumption that the survivor and competition paths

have converged over the δ time increments. The selection of δ is dependent

upon the trade-off between decoding latency and system performance.

The reliability difference between survivor and competing paths with dk = l,

and both terminated at state Sst+1, is denoted as:

∆s
t+1,l = max

all ~Ss
t+1

(
~Sst+1

)
−M

(
St,l, S

s
t+1

)
, (6.17)

where M
(
St,l, S

s
t+1

)
represents the cumulative path metric terminated at state

Sst+1 and previous state St,l. It can be noted that ∆s
t+1,l = 0 for the surviving

path at state Sst+1. Initially, Γk,i

(
~Ssk

)
= ∆s

k,i, with the remaining reliability

values Γk,i

(
~Sst+1

)
for k = t− δ + 2, ..., k updated as [112,113]:

Γk,i

(
~Sst+1

)
= min

l=0,1,...,2m−1

{
∆s
t+1,l + Γk,i

(
~St,l

)}
. (6.18)

This iterative calculation essentially determines the minimum summation of all

branch metrics which lead to a particular state, together with the complete

cumulative metric up to each of the previous states. This is in correspondence

to each of the possible symbol levels.
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Traversal through the trellis to determine the transmitted signals is similar

to the conventional binary turbo method. The most probable final state is

selected (on the survivor path), and the probability of traversing to each of the

survivor states is calculated assuming an alternate symbol was decoded. For the

case of m = 2 and an 8-point symbol constellation, there are 4 input symbol

levels, and thus four paths entering into each trellis state. Considering the

possibility of 2m states within the trellis, half of all decoded path metrics (when

considering all possible transitions) will have a cumulated metric value of −∞.

As expected, this decoding is significantly more computationally exhaustive

than the binary case. A major drawback is the requirement of a four dimensional

reliability matrix, with proportions determined by the number of input symbols,

the number of states, the recursive parameter δ, and the total number of symbols

transmitted plus one. However, as the ML state is chosen after δ time increments

only, and this reliability matrix is continually updated, only the next and current

time increments in the trellis are required. A TTCM trellis structure withm = 2

is depicted in Fig. 6.7.

The reliability updating cannot be conducted over δ time units once the back-

wards parse through the trellis nears time k = 0. A limit in the number of

competition paths arises, as the trellis is known to start in the 0th state ac-

cording to the encoder initialization. A limited reliability measure is therefore

taken for these δ − 1 trellis increments.

The LLR value for each dk = i relative to dk = 0 is subsequently estimated over

δ time positions in the trellis. L (dk = 0) by definition will always give a neutral

probability.

6.4 Comparative Performance Analysis

The TR-UWB simulation of Chapter 4 was utilized for simulation verification,

together with a binary SOVA decoder adapted from Wu [145]. The cardinality

and periodicity of each time hopping code were set to 11, with a pulse width of

0.5 ns, and a data encoding shift of 0.5 ns. Transmit power was set to 1 mW,
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Figure 6.7 TTCM trellis structure with 2m = 4 input data symbols

applying the CM1 LOS scenario of the IEEE 802.15.3a UWB channel model.

Random interleavers were chosen for both binary and non-binary turbo systems,

with the binary system applying a puncturing pattern of P = [1 0; 0 1]. The

binary SOVA procedure was defined by a generator matrix with g1 = (101)2

and g2 = (111)2. Reed-Solomon time hopping was applied for all cases except

in TTCM simulations. The parameter Ns = 1 for all tests, and a block length

of 400 pulses was utilized. The following results apply a randomly generated

mapper Π̄(j).

The performances of a single user scenario employing binary SOVA and TTCM

systems with a data rate of 50 Mbit/s are depicted in Fig. 6.8 and Fig. 6.9

respectively. The error floor for both scenarios is evident, although more promi-

nent in TTCM. It can be seen that in a single user system, TTCM provides a

performance advantage over conventional binary SOVA decoding.
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Figure 6.8 Binary SOVA scenario, 1 user performance

Figure 6.9 TTCM scenario, 1 user performance
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Unfortunately, TTCM results exhibit a high SNR error floor as a consequence

of the small block size selected. Subsequently, TTCM systems require a large

interleaver size in order to overcome this performance limitation.

Shown in Fig. 6.10 and Fig. 6.11 are the bit error rates for binary SOVA and

TTCM systems operating at 20 Mbit/s with 10 users applying error correction.

It can be seen that multi-user interference has a greater impact on TTCM than

binary SOVA, although still achieving a coding gain of over a decade for a high

number of turbo iterations.

In order to observe the effects of FEC encoded signals on users not applying

error correction, a 10 user system where only one user applied turbo coding

was studied. Results for binary SOVA and TTCM scenarios with a data rate of

20 Mbit/s are illustrated in Fig. 6.12 and Fig. 6.13 respectively. Turbo coding

was applied over 5 iterations. Although transmitting the same symbol energy,

the reduced number of pulses for TTCM resulted in a larger energy per pulse.

This is the cause of the larger degradation to non-turbo users relative to the

effects of binary SOVA. Also, slightly worse performance was noticed for a user

applying TTCM coding rather than conventional binary coding.

6.5 Structured TTCM constellation to symbol

mapping

Where non-binary turbo coding modulates data to form an integer sequence,

a short length random mapping has so far been applied within this chapter

to develop a time hopping sequence. This section explores the possibility of

mapping through the application of truncated hyperbolic congruence codes.

The link between the TTCM constellation ([0, 2m+1 − 1]) and the time hopping

integer range ([0, Nh − 1]) is achieved through a unique memoryless mapper

Π̄(j) to generate a one-to-one correspondence between the coded bits and the

time hopping chip positions. Random and hyperbolic codes have previously

been shown to achieve a similar BER performance in a turbo coded system for
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Figure 6.10 Binary SOVA scenario, 10 user performance

Figure 6.11 TTCM scenario, 10 user performance
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Figure 6.12 Binary SOVA scenario, 10 users with a single user applying FEC

Figure 6.13 TTCM scenario, 10 users with a single user applying FEC



Forward Error Correction through Turbo Coding 131

a high interleaver size [6]. Application herein, however, is through truncated

codes shorter than the sequence periodicity. This memoryless mapper is repre-

sented as the final block in the TTCM structure (8 − to − Nh Mapper). The

2m possible transmission locations are de-mapped at the receiver through the

function Π̄−1(j).

A random mapping function is common, although does not provide the design

advantages of deterministic codes. Various multi-user sequencing methods may

be adopted, provided unique elements are generated. Although the sequence

ordering is not sustained, which is vital in obtaining code orthogonality, trun-

cated structured codes will on average obtain a more effective use of the Nh− 8

unused time slots over all users. Where a random mapping will uniformly select

positions from the Nh possible time chips, a properly designed code family will

seek a uniform chip use over all users. This subsequently leads to a uniform

selection of the unused slots, thus achieving a better system performance.

This section adopts hyperbolic congruence codes for comparison with randomly

selected mapping sequences. The placement operator design of these codes is

presented in Chapter 3.

Simulated analysis on hyperbolic codes relative to randomly generated mapping

sequences was conducted with the same parameter values as Sec. 6.4. The

performances for a single user scenario are depicted in Fig. 6.14. A data rate

of 50 Mbit/s was selected, with the error rate for a system not applying error

correction shown for comparison. As the benefits of orthogonal sequencing only

become apparent in a multi-user scenario, random and the hyperbolic mapping

achieve similar error performance levels. Once again, an error floor for both

scenarios is evident, which is a consequence of the small block size selected.

Shown in Fig. 6.15 are the averaged bit error rates for TTCM error correction

at 20 Mbit/s with 10 equi-power users. It can be seen that for low turbo

iteration levels, there is no performance gain in the use of structured codes. As

the number of iterations increases, however, an average improvement of half a

decade is achieved at SNR=18 dB. This indicates that system improvement does
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Figure 6.14 Random vs hyperbolic symbol mapping within a single user scenario

Figure 6.15 Random vs hyperbolic symbol mapping within a multi-user scenario
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result from the use of structured mapping codes, which subsequently increase

the free distance within the trellis decoder. Thus, with an increased number

of iterations the receiver is converging closer to the correct path through the

trellis.

6.6 Chapter Summary and Conclusions

The combining of user time hopping with data modulation is proposed, applying

non-binary turbo codes with a symbol based decoding algorithm. It was seen

that a performance improvement is possible relative to a UWB system not

adopting forward error correction. In contrast to conventional binary turbo

coding with a SOVA decoder, a bit error rate improvement was noticed for

a low number of users, although slight performance degradations for a higher

number of interfering users. Unfortunately, the increase in single pulse energy

resulted in a detrimental effect to users not applying error correction.

Finally, the use of short truncated hyperbolic congruence codes for the constella-

tion to hopping code mapping has been shown to achieve the same performance

level as short length random codes in a single user system, while having the

benefit of simpler design. For high traffic systems, it was shown that structured

codes achieve lower error rates for higher turbo iteration levels in the receiver.



Chapter 7

Summary, Conclusions and
Future Work

7.1 Introduction

This dissertation presented a thorough investigation into modern ultra wide-

band systems. Together with a literature review on recent developments and

standardizations, several communication techniques were discussed which may

be applied to achieve a performance advantage. Although requiring increased

computation and processing, the expansion in complexity is generally surpassed

by the performance gain possible. Ultimately, varied techniques are suited to

specific conditions, whether it is the number of users, the propagation channel,

or the physical device.

The major conclusions within this thesis are presented next, together with sug-

gestions for future research. Considering the range of communication methods

available in the wireless marketplace, all diversity improvements for the UWB

architecture earn it a greater capability of addressing common communication

issues, and subsequently a more prominent commercial appeal.

134
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7.2 Thesis Summary and Conclusions

Chapter 1 provided a brief introduction to the considerations of this thesis

and its aims. The major contributions of each chapter were discussed, together

with the publications resulting from the research conducted.

Chapter 2 presented a literature review on the concept of ultra wideband

communications, which has seen considerable attention in both industry and

academic institutions. Seeking full standardization through the IEEE, sev-

eral methods exist by which a UWB signal may be generated. Considering its

unlicensed and low noise transmission means, it is a strong candidate in the

wireless communications arena. Numerous user multiplexing techniques exist,

applied to achieve orthogonal transmission sequencing and minimize multi-user

interference. Receiver-side equalization techniques employing a RAKE archi-

tecture were studied, outlining the differences between each implementation. A

transmitter-side equalization approach through a time reversed scheme was also

considered. This involves a shift of the equalization complexity required to the

transmitter side, which is advantageous for wireless actuator networks. Finally,

forward error correction techniques to achieve receiver-side rectification of trans-

mission errors was discussed in terms of both binary and non-binary methods.

Binary techniques are increasingly popular and widely accepted, although non-

binary methods such as TTCM also have promising properties. TTCM may be

applied to combine data modulation with time hopping coding, re-constructing

the transmitter and receiver models.

Chapter 3 considered the effects of multi-user interference in modern com-

munication systems. Orthogonal sequencing through time, frequency, and di-

rect sequence domains was researched, each with varied correlation measures.

Sequence characterization through a separation probability profile was intro-

duced, exhibiting the same characteristic similarities between sequences as no-

ticed through conventional correlation measures. After presenting numerous

sequence constructions over all domains, a comparative analysis of ten designs

was given. Results reveal that for a system with low levels of utilization, short
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periodicity deterministic codes attain a similar performance to randomly gen-

erated sequences. However, within a fully utilized system deterministic codes

slightly out-perform random sequences with short length. Lastly, similarities

between random and deterministic codes for a large sequence length were ex-

emplified in the design of a UWB chip interleaver.

Chapter 4 presented preliminary and closed-form expressions for the ISI within

a time-reversed UWB system. Overlapping transmissions were analyzed consid-

ering the expected signal overlap and subsequent probability of its occurrence.

This latter probability was determined through the ‘separation probability’ pro-

file, which characterizes a family of hopping codes. This closed-form solution

only requires the calculation of the 4th moment of the channel response en-

velope to be developed. Comparative results of the derived formulae were

presented, using an exponential estimation of the channel envelope. A close

alignment between simulated and error curves was evident, although a slight

over-approximation develops for the formulated performance as the level of in-

terference increases. Performance similarities between a time reversed UWB

system and an ARake based architecture were studied within an ISI-free sce-

nario. Within ISI degraded systems, however, TR-UWB was noted to effectively

mitigate the subsequent interference caused.

Chapter 5 presented preliminary and closed-form expressions for the MUI

within a time-reversed UWB system. Multi-user interference was shown to have

a very significant effect on performance, considerably more than that caused by

ISI. Expressions were developed for the interference within the same frame as

the desired signal, and also within adjacent frames. Both the Hamming cross-

correlation function and the separation probability profile were employed in the

development of these closed-form MUI expressions. Comparative results of the

derived formulae against a simulated multi-user system were given. Although a

close correspondence was evident, an over-approximation within the formulated

expressions was noticed as the level of interference increased. Finally, larger

variances were exhibited between users adopting a TR-UWB architecture rela-

tive to an ARake receiver. While TR-UWB may achieve a better performance
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compared to the ARake case, it does so at the expense of user performance

equality.

Chapter 6 discussed the proposition of combining user multiplexing with the

data modulation stage. This was conducted through the use of non-binary turbo

codes with a symbol based decoding algorithm. A performance improvement

was evident relative to a UWB system not adopting forward error correction.

Comparison with a conventional binary turbo coding scheme employing a SOVA

decoder showed a performance improvement for a low number of users. Unfor-

tunately, a slight performance degradation was evident for a higher number of

interfering transmitters. The increase in pulse energy due to this error control

was also noted to degrade the performance of users not applying error correction.

Finally, although common to use short random hopping codes for the constel-

lation to hopping code mapping, it was shown that the same performance level

could be achieved using short length truncated hyperbolic congruence codes in

a single user system. These deterministic codes have the advantage of simpler

design relative to randomly generated sequences. It was also shown that for

high traffic systems, the use of deterministic codes provides lower error rates

for higher turbo iteration levels in the receiver.

7.3 Future Work

Further research that may be conducted to elaborate the work encompassed

within this thesis includes:

1. extending the range of multi-user sequencing methods analyzed. Although

the majority of near orthogonal constructions have approximately identi-

cal auto- and cross-correlation results, a sequence design which achieves

the triangular separation profile characteristic to long random codes would

provide optimal multiplexing performance. The comparative performance

of sequence constructions for a varied number of pulses per bit may also

be examined;
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2. researching the application of varied propagation channel estimates, where

an exponential estimation was adopted within this dissertation. Consid-

ering more features of the channel impulse response improves the accu-

racy of ISI and MUI derivations. While the LOS channel scenario of the

802.15.3a protocol was tested for this thesis, the remaining three scenar-

ios may also be applied to observe the performance of UWB systems in

NLOS environments;

3. observing the effects of non-perfectly power controlled systems on multi-

user performance. Equi-power user transmissions were considered within

this thesis for the ease of derivation, although dominant and overwhelming

signal transmissions are a significant concern for all wireless communica-

tion systems;

4. the strategic design of pairwise interleavers for a TTCM encoder. Proper

interleaver design is capable of providing considerable performance gains

relative to randomly generated structures. Trellis termination for non-

binary systems may also be researched, as this feature has been shown to

achieve better performance levels within binary systems;

5. and finally the examining of a UWB system with TTCM integration which

has the number of chip positions per time frame equivalent to the output

constellation range of the turbo encoder. For comparability, the range of

chip positions within this thesis was set to a prime value, as the majority

of orthogonal sequence constructions rely on this property. This required

a memoryless mapper to be employed for the TTCM assimilation, always

leaving several chips unoccupied. A UWB design which has full use of all

available chip positions may provide a greater performance gain for the

TTCM decoder, and ultimately lead to an increased viability of UWB

communications.
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