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Abstract

Governments and businesses use data collected over time as indicators of the
social, economic and business conditions of the country. These may then be used
for policy and planning decisions, calculation of national accounts and monitoring
of economic activity. The production and publication of seasonally adjusted series,
in addition to unadjusted figures, is standard practice for government statistical
agencies. In general, there are two main approaches to seasonal adjustment, namely
a filter-based approach and a model-based approach. Filter-based methods estimate
time series components, such as the trend and seasonal factors, by application of a
set of filters to the original series. Model-based methods of seasonal adjustment are

more specific to each series, and are thereby more flexible.

Time series resulting from aggregation of several sub-series can be seasonally
adjusted directly or indirectly. With model-based seasonal adjustment, the sub-
series may also be considered as a multivariate system of series and hence the analysis
may be done jointly. This approach has considerable advantage over the indirect

method, as it utilises the covariance structure between the sub-series.

The focus of this thesis is on examining how the accuracy of seasonally adjusted
series can be improved by using the sub-series. A model-based approach to season-
ally adjusting an aggregated series is carried out with two different methods. The
first method utilises an univariate basic structural model (BSM) for the aggregated
series. The second method utilises a multivariate basic structural model for the sub-
series. In basic structural models, the series components are modelled individually,
and then put into state space form. The Kalman filter is applied to obtain esti-

mates of the aggregate series components and the prediction mean squared errors.



The variance of the seasonally adjusted series given by the two methods is studied
through their relative efficiency. A particular emphasis of the thesis is on how the
similarity of and differences between disaggregated series affect the efficiency of the
two approaches to seasonal adjustment.

Results indicate that gains are attainable under specified conditions which rely
on the values of the parameters of not only the seasonal component, but also the
non-seasonal components. These results demonstrate the impact on relative effi-
ciency of relationships among sub-series parameters, both between series (i.e. within
components) and within series (i.e. between components).

The impact of the length of the time series on the accuracy of seasonally ad-
justed series is of particular interest. A simulation study investigates the parameter
estimates obtained given varying series lengths and the subsequent effects on the
accuracy of the time series components given by the Kalman filter. These effects are
measured by the naive bias in the prediction mean squared error and by the revision
error. A bootstrap correction is applied to the estimated prediction mean squared
error for both the univariate and multivariate approaches.

A single indicator measure is developed for predicting whether the properties
of the disaggregated series (or sub-series) will lead to gains in the accuracy of the
seasonally adjusted aggregated series. The quasi-likelihood method is applied to
obtain the indicator measure of relative efficiency. It is shown to be directly related
to the relative efficiency measure obtained with the Kalman filter.

Another application of the quasi-likelihood indicator is in identifying an appro-
priate grouping of the K sub-series into r < K series. The grouping can considerably
reduce the number of estimated parameters, while the accuracy of the seasonally
adjusted series is maintained.

The integrated approach of this thesis to the seasonal adjustment of aggregated
series thus provides a pathway to improved efficiency and an understanding of the

conditions under which improvements may be achieved.
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