
University of Wollongong - Research Online
Thesis Collection

Title: Efficiency gains for seasonal adjustment by joint modelling of disaggregated series

Author: Carole Birrell

Year: 2008

Repository DOI:

Copyright Warning 
You may print or download ONE copy of this document for the purpose of your own research or study. The
University does not authorise you to copy, communicate or otherwise make available electronically to any
other person any copyright material contained on this site. 
You are reminded of the following: This work is copyright. Apart from any use permitted under the Copyright
Act 1968, no part of this work may be reproduced by any process, nor may any other exclusive right be
exercised, without the permission of the author. Copyright owners are entitled to take legal action against
persons who infringe their copyright. A reproduction of material that is protected by copyright may be a
copyright infringement. A court may impose penalties and award damages in relation to offences and
infringements relating to copyright material.
Higher penalties may apply, and higher damages may be awarded, for offences and infringements involving
the conversion of material into digital or electronic form.

Unless otherwise indicated, the views expressed in this thesis are those of the author and do not necessarily
represent the views of the University of Wollongong.

Research Online is the open access repository for the University of Wollongong. For further information
contact the UOW Library: research-pubs@uow.edu.au

https://dx.doi.org/
mailto:research-pubs@uow.edu.au


University of Wollongong University of Wollongong 

Research Online Research Online 

University of Wollongong Thesis Collection 
1954-2016 University of Wollongong Thesis Collections 

2008 

Efficiency gains for seasonal adjustment by joint modelling of Efficiency gains for seasonal adjustment by joint modelling of 

disaggregated series disaggregated series 

Carole Birrell 
University of Wollongong, cbirrell@uow.edu.au 

Follow this and additional works at: https://ro.uow.edu.au/theses 

University of Wollongong University of Wollongong 

Copyright Warning Copyright Warning 

You may print or download ONE copy of this document for the purpose of your own research or study. The University 

does not authorise you to copy, communicate or otherwise make available electronically to any other person any 

copyright material contained on this site. 

You are reminded of the following: This work is copyright. Apart from any use permitted under the Copyright Act 

1968, no part of this work may be reproduced by any process, nor may any other exclusive right be exercised, 

without the permission of the author. Copyright owners are entitled to take legal action against persons who infringe 

their copyright. A reproduction of material that is protected by copyright may be a copyright infringement. A court 

may impose penalties and award damages in relation to offences and infringements relating to copyright material. 

Higher penalties may apply, and higher damages may be awarded, for offences and infringements involving the 

conversion of material into digital or electronic form. 

Unless otherwise indicated, the views expressed in this thesis are those of the author and do not necessarily Unless otherwise indicated, the views expressed in this thesis are those of the author and do not necessarily 

represent the views of the University of Wollongong. represent the views of the University of Wollongong. 

Recommended Citation Recommended Citation 
Birrell, Carole, Efficiency gains for seasonal adjustment by joint modelling of disaggregated series, PhD 
thesis, School of Mathematics and Applied Statistics, University of Wollongong, 2008. 
http://ro.uow.edu.au/theses/131 

Research Online is the open access institutional repository for the University of Wollongong. For further information 
contact the UOW Library: research-pubs@uow.edu.au 

https://ro.uow.edu.au/
https://ro.uow.edu.au/theses
https://ro.uow.edu.au/theses
https://ro.uow.edu.au/thesesuow
https://ro.uow.edu.au/theses?utm_source=ro.uow.edu.au%2Ftheses%2F131&utm_medium=PDF&utm_campaign=PDFCoverPages




Efficiency Gains for Seasonal

Adjustment by Joint Modelling of

Disaggregated Series

A thesis submitted in fulfillment of the

requirements for the award of the degree

Doctor of Philosophy

from

University of Wollongong

by

Carole Birrell BSc (UNSW), DipEd, MStat (Wollongong)

School of Mathematics and Applied Statistics

2008



CERTIFICATION

I, Carole Louise Birrell, declare that this thesis, submitted in fulfilment of the re-

quirements for the award of Doctor of Philosophy, in the School of Mathematics

and Applied Statistics, University of Wollongong, is wholly my own work unless

otherwise referenced or acknowledged. The document has not been submitted for

qualifications at any other academic institution.

Carole Louise Birrell

3 August, 2008



Abstract

Governments and businesses use data collected over time as indicators of the

social, economic and business conditions of the country. These may then be used

for policy and planning decisions, calculation of national accounts and monitoring

of economic activity. The production and publication of seasonally adjusted series,

in addition to unadjusted figures, is standard practice for government statistical

agencies. In general, there are two main approaches to seasonal adjustment, namely

a filter-based approach and a model-based approach. Filter-based methods estimate

time series components, such as the trend and seasonal factors, by application of a

set of filters to the original series. Model-based methods of seasonal adjustment are

more specific to each series, and are thereby more flexible.

Time series resulting from aggregation of several sub-series can be seasonally

adjusted directly or indirectly. With model-based seasonal adjustment, the sub-

series may also be considered as a multivariate system of series and hence the analysis

may be done jointly. This approach has considerable advantage over the indirect

method, as it utilises the covariance structure between the sub-series.

The focus of this thesis is on examining how the accuracy of seasonally adjusted

series can be improved by using the sub-series. A model-based approach to season-

ally adjusting an aggregated series is carried out with two different methods. The

first method utilises an univariate basic structural model (BSM) for the aggregated

series. The second method utilises a multivariate basic structural model for the sub-

series. In basic structural models, the series components are modelled individually,

and then put into state space form. The Kalman filter is applied to obtain esti-

mates of the aggregate series components and the prediction mean squared errors.
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The variance of the seasonally adjusted series given by the two methods is studied

through their relative efficiency. A particular emphasis of the thesis is on how the

similarity of and differences between disaggregated series affect the efficiency of the

two approaches to seasonal adjustment.

Results indicate that gains are attainable under specified conditions which rely

on the values of the parameters of not only the seasonal component, but also the

non-seasonal components. These results demonstrate the impact on relative effi-

ciency of relationships among sub-series parameters, both between series (i.e. within

components) and within series (i.e. between components).

The impact of the length of the time series on the accuracy of seasonally ad-

justed series is of particular interest. A simulation study investigates the parameter

estimates obtained given varying series lengths and the subsequent effects on the

accuracy of the time series components given by the Kalman filter. These effects are

measured by the näıve bias in the prediction mean squared error and by the revision

error. A bootstrap correction is applied to the estimated prediction mean squared

error for both the univariate and multivariate approaches.

A single indicator measure is developed for predicting whether the properties

of the disaggregated series (or sub-series) will lead to gains in the accuracy of the

seasonally adjusted aggregated series. The quasi-likelihood method is applied to

obtain the indicator measure of relative efficiency. It is shown to be directly related

to the relative efficiency measure obtained with the Kalman filter.

Another application of the quasi-likelihood indicator is in identifying an appro-

priate grouping of the K sub-series into r < K series. The grouping can considerably

reduce the number of estimated parameters, while the accuracy of the seasonally

adjusted series is maintained.

The integrated approach of this thesis to the seasonal adjustment of aggregated

series thus provides a pathway to improved efficiency and an understanding of the

conditions under which improvements may be achieved.

ii
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