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Abstract

Advanced digital technologies have made multimedia data widely available. As mul-

timedia applications become common in practice, security of multimedia data has be-

come main concern. Digital images are widely used in various applications, that include

military, legal and medical systems and these applications need to control access to im-

ages and provide the means to verify integrity of images.

Image encryption algorithms protect data against unauthorized access. In almost

all cases image data is compressed before it is stored or transmitted because of the

enormity of multimedia data and their high level of redundancy. Compressing plaintext

before applying the encryption algorithm e�ectively increases security of the overall

system. However direct application of encryption algorithms to image data i) requires

high computational power and ii) introduces delay in real-time communication. If

a data compression algorithm can be made to also provide security, less processing

overhead could be expected as a single algorithm achieves two goals.

Image authentication provides the means to verify the genuineness of images. Au-

thentication codes provide a method of ensuring integrity of data. The challenge in

image authentication is that in many cases images need to be compressed and so the au-

thentication algorithms need to be compression tolerant. Cryptographic authentication

systems are sensitive to bit changes and so are not suitable for image authentication.

In this thesis, we study existing image encryption and authentication systems and

demonstrate various attacks against these systems. We propose a JPEG encryption

system that encrypts only part of the data, and a JPEG2000 encryption system that

uses a simple operation, i.e. permutation, and show methods to minimize the com-

putation cost for encryption. We also propose an image authentication system that

remains tolerant to changes due to JPEG lossy compression.
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Chapter 1

Introduction

Advanced digital technologies have made multimedia data available on large capacity

storage devices such as hard disk, CD, and DVD, and through high speed networks.

As multimedia applications become common in practice, the security of multimedia

data has become a main concern.

Image encryption algorithms protect data against unauthorized access. Encryption

is used in applications such as subscribed digital TV broadcasting [63] which require

the data to be hidden from an unsubscribed person, and Digital Versatile Disc (DVD)

[100].

Wide use of images in digital form and the case of malicious modi�cation of digital

data has raised the need for image authentication. Digital images in legal and medical

applications and also news reporting [67] require proof of authenticity of images and

an assurance that the image has not been modi�ed. To provide digital images usable

in many applications, it is essential to provide various security measures for images.

1.1 Motivation

Digital Images

Di�erent types of data have di�erent degrees of sensitivity to change. For example,

the executable code of a computer program may not tolerate a single bit change because

it can result in the program crashing or producing di�erent result. Image data can

tolerate a higher level of change because the limited sensitivity of human eyes leaves

small changes undetectable. The information which cannot be sensed by human eyes

is considered irrelevant and is often removed using lossy compression.

In almost all cases image data is compressed before it is stored or transmitted

because of i) the enormous size of multimedia data �les and ii) the very high redundancy

in the data and so incorporating security in the compression system is a very attractive

1
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approach.

There are several standards for image and motion picture compression. The Joint

Photographic Experts Group (JPEG) standard [45] is one of the most widely used

standards for still images. JPEG speci�es the de-compression algorithm and repre-

sentations of compressed data. It also provides guidelines for implementation of the

algorithm. JPEG uses two di�erent classes of compression algorithms. That is, lossy

and lossless compression. In JPEG, the lossy compression uses the Discrete Cosine

Transform (DCT) [3]. For the entropy coding, Hu�man or arithmetic coding is used to

compress (and decompress) the quantized DCT coeÆcients. A new image compression

standard, JPEG2000 [43], uses the Discrete Wavelet Transform [21, 64] and provides

various improvements over the JPEG system. The MPEG (Moving Pictures Experts

Group) standard by the ISO/IEC [42] is a compression algorithm for multimedia data

including video and audio data. It provides the standards not only for compressing

video and audio streams, but also the meta-data of other types of data such as text.

In MPEG, video and audio streams are independent from each other. For video com-

pression, MPEG compresses a sequence of images by removing the spatial redundancy

using the DCT for the transformation followed by quantization and entropy coding,

and temporal redundancy using block-based motion compensated prediction (MCP)

[23].

Image Encryption

Encryption algorithms protect data against unauthorized access. With the rapid

growth of the Internet, controlling access to data is of increasing importance and hence

encryption is of much wider use. Digital images are no exception. Compressing plain-

text before applying the encryption algorithm e�ectively increases the security of the

overall system [96]. However direct application of encryption algorithms to image data

i) requires high computational power and ii) introduces delay in real-time communica-

tion.

For example, the encryption algorithm AES (Advanced Encryption Standard)[73]

which is known to be fast, requires about 15 cycles per byte for encryption and de-

cryption [5, 61]. Let us consider an MPEG decoder [74], which uses a RISC (Reduced

Instruction Set Computer) CPU core running on about 150 MHz. Decryption of an

8 M bps MPEG stream, which is the common bit rate for DVD video, requires 15

mega cycles (100 milliseconds for 150 MHz clock) and so the decryption increases the

decoding time by 100 milliseconds for 1 second video data, that is, 10 % of the time to
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play video is spent for decryption, which is too expensive. In the hardware implemen-

tation case, adding encryption algorithms to the encoder and the decoder increases the

complexity of circuits and results in an increase in the cost of manufacturing.

If a data compression algorithm can be made to also provide security, less processing

overhead could be expected as a single algorithm achieves two goals. The combination

of image compression and encryption will only be successful if the resulting system i)

does not considerably reduce compression rate, ii) requires less processing time than

compression followed by encryption and iii) can provide demonstrable security. Many

existing systems satisfy only one or two of the three requirements which shows that

designing a successful system is a diÆcult task.

Images may be partially encrypted. For secure image encryption, it must be dif-

�cult to recover the image, or a perceptually equivalent version of the image, where

perceptual equivalence may be de�ned depending on the application. For example, all

images that are the result of compression down to certain quality level followed by de-

compression, may be considered perceptually equivalent. An encrypted image should

mask the visual information of an image and make the content visually incomprehen-

sible. The security is measured in terms of the diÆculty of recovering same visual

information from the encrypted form.

Some applications may not require strong security. For example in consumer prod-

ucts, DVD's Content Scrambling System (CSS) was invented in 1996 [34]. The system

used 40 bit key encryption which was considered weak but provided suÆcient security

for preventing an average user with limited knowledge and resources to illegally copy

the content. We consider a system reasonable secure if the system is secure against

such a user. (CSS was broken in 1999 [46]: the weakness of the algorithm allowed

plaintext to be recovered with a cost equivalent to 225 which is much lower than an

exhaustive key search with a cost of 240 [100, 101].)

Image Authentication

Image authentication provides the means to verify the authenticity of images. Mes-

sage authentication codes and digital signatures are the main cryptographic primitives

to provide data integrity [103].

Image and video data are displayed on a range of displays with di�erent resolutions,

and processed on a range of devices with various computing capability, from a high-

end workstation to a handheld device. To display the visual information on di�erent

platforms, di�erent versions which are encoded according to the requirements of the

platform, will be used. However, all such versions must pass the veri�cation test on an
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authenticator that is calculated from the original data.

For example, a digital camera may authenticate pictures taken by the camera and

output the compressed image together with the authenticator. The user of the camera

may wish to keep the high quality original and then re-compress the images to send to

others. In this case the re-compressed images have to pass the veri�cation test applied

to the re-compressed images and the authenticator generated by the camera.

There is a set of operations commonly applied on images that could be acceptable as

not changing the semantic content although they will change the values of pixels. For

example, enhancing images improves contrast and picture clarity but can be considered

as an acceptable change of the image. In many applications, it is important that image

authentication tolerates modi�cations made by such acceptable operations.

Cryptographic authentication systems are sensitive to bit changes and so are not

suitable for image authentication in the scenarios described above.

1.2 Objective

Our objectives are to investigate compression-encryption schemes and compression

tolerant authentication schemes applied to digital images. The questions addressed in

this research are i) whether it is possible to achieve eÆciency, measured in terms of level

of security, compression rate and processing time, by integrating image compression and

encryption, and ii) if there are methods for image authentication which are compression

tolerant.

1.3 Contributions

In this thesis �rstly we present new attacks on existing image encryption systems and

then show methods of improving the security of these systems.

1.3.1 Image Encryption

There are two approaches of combining compression and encryption.

Elementary cryptographic operations : Using less expensive elementary crypto-

graphic operations such as random permutation (or transposition), data can be ef-

fectively hidden. Since these operations are simple, encryption does not have a high

computation cost. The challenge is how to achieve reasonable security with such simple

operations.
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Selective encryption : It is possible to reduce the computational cost by reducing

the size of the data to be encrypted.

By hiding important parts of the data or crucial parameters of the compression

algorithm, the data stream can be protected. For e�ective protection, these parts must

be carefully chosen so that the encrypted stream cannot be decoded without these

parts, or even if it is decoded, the quality of the obtained image is highly degraded.

We demonstrate attacks to �nd the secret key of encryption systems in both ap-

proaches. We also show methods which incorporate encryption into JPEG and JPEG2000

compression systems.

1.3.2 Image Authentication

We demonstrate an attack on a compression tolerant image authentication system

and then show methods of protection against the attack. We also give a secure and


exible compression tolerant image authentication scheme that provides various levels

of security.

1.3.3 Organization of Thesis

The thesis is organized as follows. In Chapter 2, we give an overview of information

theory, data compression, security and image compression systems. In Chapter 3, �rst

we review combined data compression and encryption schemes and image encryption

systems, and then image authentication systems. In Chapter 4, we demonstrate new

attacks against the JPEG and MPEG image encryption systems. In Chapter 5, we

propose a new JPEG encryption system using selective encryption. In Chapter 6,

�rst we propose a new combined image encryption and wavelet-based compression

system that can provide various degrees of security using random permutations, and

then we extend the method to be applied to JPEG2000 image compression system.

In Chapter 7, we show cryptanalysis of SARI [58, 59] image authentication system

and demonstrate a new attack against the system, and then we propose a new image

authentication system which has a number of advantages over SARI. In Chapter 8 we

summarize our results and conclude the thesis.
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1.4 Images

Gray scale images and color images used in the experiments in this thesis are shown

in Table 1.1 and Figure 1.1, and in Table 1.2 and Figure 1.2, respectively.

Table 1.1: The sizes of gray scale images.
Files image size (pixels) pixel value

airfield.pgm 256� 256 8 bits

airplane.pgm 512� 512 8 bits

lena.pgm 512� 512 8 bits

mandoril.pgm 512� 512 8 bits

peppers.pgm 512� 512 8 bits

Table 1.2: The sizes of color images.
Files image size (pixels) pixel values

lena.ppm 512� 512 24 bits (8 bits � 3 for RGB)
mandoril.ppm 512� 512 24 bits (8 bits � 3 for RGB)

peppers.ppm 512� 512 24 bits (8 bits � 3 for RGB)



1.5. Notations 7

1.5 Notations

MSB the most signi�cant bit.

LSB the least signi�cant bit.

MSBs the most signi�cant bits.

LSBs the least signi�cant bits.
nPr

n!
(n�r)!

.

nCr
n!

(n�r)!r!
.

rint() an integer rounding function.

Q
(u;v) quantization step of DCT coeÆcient at (u; v) position

in JPEG compression.

Fp
(u;v) DCT coeÆcient at (u; v) position in block p

in JPEG compression.

Tp
(u;v) quantized DCT coeÆcient at (u; v) position in block p

in JPEG compression.

~F
(u;v)
p dequantized DCT coeÆcient at (u; v) position in block p

in JPEG compression.

FMAX

(u;v) the maximum value of a DCT coeÆcient in JPEG compression

FMIN

(u;v) the minimum value of a DCT coeÆcient in JPEG compression

Yg
(u;v) the sum of linear combination of DCT coeÆcients of group g

at (u; v) position (image authentication system).

~Y
(u;v)
g the sum of linear combination of dequantized DCT coeÆcients

of group g at (u; v) position (image authentication system).

A1
(u;v) linear combination coeÆcient for DCT coeÆcient

at (u; v) position(image authentication system).

AMAX

(u;v) the maximum value of linear combination coeÆcient

for DCT coeÆcient at (u; v) position(image authentication system).

AMIN

(u;v) the maximum value of linear combination coeÆcient

for DCT coeÆcient at (u; v) position(image authentication system).
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(e)

Figure 1.1: Gray scale images : (a) airfield.pgm, (b) airplane.pgm, (c) lena.pgm,

(d) mandoril.pgm, and (e) peppers.pgm.
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(c)

Figure 1.2: Color images : (a) lena.ppm, (b) mandoril.ppm, and (c) peppers.ppm.



Chapter 2

Background

2.1 Introduction

In this chapter we brie
y review theories, constructions and systems that will be used

in the rest of the thesis. Firstly, we introduce information theory and the basics of data

compression and security systems. Next, we examine image compression algorithms,

and outline several standard compression systems.

2.2 Information Theory

Communication System

A communication system, Fig. 2.1, consists of a message source, an encoder, a chan-

nel, and a decoder. The message source produces messages to be transmitted. The

encoder performs source coding, which converts the messages into a form suitable for

transmission. The channel is the medium through which the encoded messages are

transmitted. The noise may interfere with the communication over the channel. The

decoder recovers the encoded messages (possibly with some information loss) for the

receiver of the information.

Source Encoder DestinationDecoderChannel

Noise

Figure 2.1: Communication system.

Uncertainty and Entropy

Information is related to uncertainty. In a communication system, a message is trans-

mitted from an information source. A discrete source consists of an alphabet set X

10
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together with a probability distribution p on the set. A message consists of a sequence

of symbols, chosen from the alphabet set according to the distribution. Once a symbol

is emitted, the uncertainty about that symbol is removed.

The message source can be modeled with a discrete random variable. The average

amount of information in the source alphabet can be measured using the entropy func-

tion de�ned as follows [8]. Let X denote the discrete random variable that takes values

xi, 1 � i � M , i 2 Z with probabilities p(xi) > 0. Then the average information per

source symbol is given by

HM(X) = �

MX
i=1

p(xi) log p(xi) :

This is called the entropy of the random variable.

H(X) can be interpreted as the average amount of information obtained after ob-

serving one element of X. It can also be interpreted as the average uncertainty about

an element of X. For example, assume that in an experiment a fair die is rolled. Each

number appears with equal chance and so the probability of a number from 1 to 6 is

p(X = 1) = p(X = 2) = p(X = 3) = p(X = 4) = p(X = 5) = p(X = 6) = 1

6
. Then

H(X) is given by H(X) = �
P

6

i=1
1

6
log

2

1

6
= �log2

1

6
� 2:58 bits. Before rolling the

die, the average uncertainty over the experiment is 2.58 bits. After the outcome of

the experiment is known, 2.58 bits of information is obtained and the uncertainty is

removed.

For a pair of discrete random variables X 2 fx1; x2; :::; xMg and Y 2 fy1; y2; :::; yLg,

with joint probability distribution p(xi; yj) > 0, 1 � i � M and 1 � j � L, the joint

entropy of X and Y is given by

H(X; Y ) = �

MX
i=1

LX
j=1

p(xi; yj) log p(xi; yj) :

Joint entropy satis�es the condition H(X; Y ) � H(X)+H(Y ) and with equality if and

only if X and Y are independent. The conditional entropy of X and Y is given by

H(Y jX) = �

MX
i=1

p(xi)

LX
j=1

p(yjjxi) log p(yjjxi)

and satis�es the condition H(XjY ) � H(X) with equality if and only if X and Y are

independent.
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2.3 Data Compression

Data compression is an outgrowth of information theory. The aim of data compression

is to �nd a short description for messages of a source.

For a �xed channel, compressing messages results in a more eÆcient use of the

channel. There are two types of compression algorithms : lossless compression and

lossy compression. In this section, we look at the lossless compressions and the lossy

compressions are reviewed in Section 2.5. In lossless compression systems the com-

pressed data can be used to recover an exact replica of the source output. In lossy

compression only an approximate form of the source output can be recovered.

2.3.1 Source Coding

The information source may be represented by a continuous or a discrete random

variable. We only consider discrete sources. In source coding the encoder encodes a

symbol produced by the source into a codeword over an alphabet. A codeword is a

string over the code alphabet. The codeword length may be �xed or variable. An

example of a �xed length code is the ASCII code. Morse code is an example of a

variable length code. By assigning shorter codewords to more frequent source symbols,

a shorter average length and hence a more eÆcient code is obtained.

2.3.2 Optimal Codes

Let the source be represented by a discrete random variable, X, that takes value from

a set fx1; x2; :::; xMg. In source coding each symbol is encoded into a codeword which

is a sequence of symbols over another alphabet set, A = fa1; a2; :::; aDg. Let the length

of the codeword xi be li. The average length of a code is given by

�l =

MX
i=1

p(xi)li : (2.1)

The most eÆcient code is the one with the minimum average length. An important

property of a code is that it should be uniquely decodable. A code is uniquely decodable

if any encoded string corresponds to a unique source string. A pre�x code is a code

in which no codeword is a pre�x of any other codeword. It has the property that it

is uniquely decodable. The Kraft Inequality gives a necessary and suÆcient condition

that must be satis�ed by a pre�x code [51].
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For any pre�x code over an alphabet A, the Kraft inequality is :

MX
i=1

D�li � 1 : (2.2)

The relationship between the entropy and the average codeword length is

H(X) � �l logD : (2.3)

Equality holds if and only if p(xi) = D�li ; 8i ; in this case, H(X) = �l logD. There

exist D-ary (alphabet consisting of D symbols) pre�x codes which satisfy

H(X)

logD
� �l �

H(X)

logD
+ 1 : (2.4)

The pre�x code with the shortest average length is called the optimal pre�x code.

2.3.3 Constructions of Optimal Codes

Hu�man Code

A method of constructing an optimal pre�x code is given by Hu�man [35]. Assume

the set of symbols X = fx1; x2; :::; xMg with probabilities p(x1); p(x2); :::; p(xM), where

p(x1) � p(x2) � ::: � p(xM ), is given. Assume there are D symbols in the code

alphabet. Then the algorithm is as follows:

1. Combine D symbols with the smallest probabilities to construct a symbol

xM�D+1;:::;M with probability
PM

i=M�D+1
p(xi), and replace xM�D+1; :::; xM by the

new symbol. This reduces the size of the source by D� 1. Repeat the procedure

until the number of remaining symbols becomes D.

2. Assign a single symbol from the code alphabet to each resulting symbol. This is

the code for the reduced source.

3. For any symbol obtained from combining D symbols, construct D codewords

by appending a code symbol to the codeword assigned to the combined symbol.

Repeat the procedure until all original symbols have assigned codewords.

An example is shown in Fig 2.2. The symbol set is X = f1; 2; 3; 4; 5g with proba-

bilities 0:25; 0:25; 0:2; 0:15; 0:15 respectively and D = 2.
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Figure 2.2: Example of a Hu�man code.

Shannon-Fano-Elias Code

Shannon-Fano-Elias coding encodes source symbols using a cumulative distribution. It

is not an optimal coding algorithm but forms the basis of arithmetic coding, to be dis-

cussed in Section 2.3.3, which is an optimal coding algorithm. Let X be a set of source

symbols, whereX = f1; 2; :::;Mg and the probabilities be p(X) = fp(1); p(2); :::; p(M)g

where p(x) > 0 for all x. Then the cumulative distribution function F (X) is de�ned as

F (x) =
Px

i=1 p(i). We de�ne a function �F (X) as �F (x) =
Px�1

i=1 p(i)+
1

2
p(x). If we use a

binary representation of �F (x) after the decimal point, i.e. removing 0:, with the length

l(x) = dlog 1

p(x)
e, we can construct a uniquely decodable code. Shannon-Fano-Elias

coding assigns an integral number of bits to each codewords and in this way it di�ers

from arithmetic coding, which will be discussed later.

Ziv-Lempel Coding

Two dictionary based compression methods are given by Ziv and Lempel [130, 131].

LZ77

The �rst Ziv-Lempel coding method [130], called LZ77, uses a sliding window to

the input stream. The window consists of two parts, i)search bu�er, which includes

the symbols which have already been encoded, and ii)look-ahead bu�er, which contains

the symbols which will be encoded.

The following example shows the method of encoding. Assuming that the encoder

encodes the input stream from left to right, the sliding window, the search bu�er and

the look-ahead bu�er contain 16, 8, and 4 symbols, respectively. (Typically the size of

the search bu�er is the order of kilobytes and that of the look-ahead bu�er is tens of

bytes.) In the example of Table 2.1, the string \ABABCABB" has already been encoded

and the encoder is going to encode \CACB...".
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Table 2.1: Example of LZ77 encoding.

... A B A B C A B B C A C B ...

Search bu�er Look-ahead bu�er

(Has been encoded) (To be encoded)

1. The encoder scans the search bu�er from right to left, looking for the string

\CACB...".

2. If any matches are found, the encoder chooses the longest and left-most match.

The output of the encoder is i) the position (the distance from the look-ahead

bu�er) of the matched string, ii) the length of the matched string, and iii) the

unmatched symbol in the string. If no match is found, the encoder outputs

(0; 0; X) where X is the �rst unmatched symbol in the look-ahead bu�er.

In this example, \CA" is found at position 4 and so the output is (4; 2; \C 00).

3. Then the sliding window is shifted to the right direction by the amount which is

equal to the matched string size + 1.

The above procedure is repeated and as a result, variable length symbols produce

the �xed sized code.

LZ78

The second method [131], called LZ78, partitions a message into variable-length

blocks and constructs a dictionary for it. Let a message, X = (x1; x2; :::; xn), be over

an M symbol alphabet. Then the �rst entry in the dictionary is B1 = (x1). The

shortest pre�x B2 = (x2; :::; xi) of the sequence (x2; :::xn) that is not in the dictionary

is added to the dictionary and the procedure is repeated. Each entry in the dictionary

is referred to by a pair of integers (j; xk) in such a way that xk is the last symbol in

Bl and Bj is the sequence obtained by removing xk from Bl. The codewords are given

from the pair of integers by Mj + xk. Ziv-Lempel code is a universal source coding,

which compresses data without prior knowledge of the source distribution.

Data Compression Models

Statistical compression systems such as Hu�man and arithmetic coding can be divided

into two parts: a model part that models the source and a coder part which uses the

information given by the model to encode the incoming symbols. If a model is �xed

throughout the coding of the message, it is a static model and the system is a non-

adaptive data compression system. In an adaptive data compression system, the model
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is updated by the incoming data to re
ect its local statistics.

Model

Coder Coder

Model

Message

DecoderEncoder

Predictions

Message
Message

Compressed

Predictions

Figure 2.3: Data compression model.

In adaptive statistical compression algorithms such as adaptive Hu�man [50] or

adaptive arithmetic coding [121], the probabilities of source symbols and the codewords

assigned to the source symbols are updated according to the incoming source messages.

The encoder can update the distribution of symbols by observing input symbols and

the decoder can follow the change of the encoder by observing the decoded symbols.

Arithmetic Coding

Arithmetic coding is an optimal data compression algorithm [121, 117]. It was discov-

ered independently by Pasco [77] and Rissanen [83].

Arithmetic coding encodes a message into a bit string which represents a real num-

ber interval within the interval [0; 1). The encoder starts with an initial interval,

usually [0; 1), and narrows it as new symbols arrive such that the amount of narrowing

is determined by the probability of the incoming symbol.

When a message consists of a sequence of m symbols,  1;  2; ::: m, the required

length to encode the message is

mX
i=1

�log2p( i) (2.5)

where p( i) is the probability of the symbol  i.

The compressed data consists of an integral number of bits. In arithmetic coding,

a whole message is represented by an integral number of bits but each symbol does not

have such a restriction. If the result of encoding a symbol includes a fraction of a bit,

the fraction is passed to the next symbol. This is the advantage of arithmetic coding

over Hu�man coding. In case of Hu�man coding, each symbol should be translated

into an integral number of bits and so the fraction of a bit is rounded up if there is

any. The extra fraction for each output symbol cumulates as encoding proceeds and

hence adds to the length of the encoded message.
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2.4 Security Systems

2.4.1 Symmetric Key Encryption

A symmetric key cryptosystem allows secure communication over an insecure channel

between two parties who share a key. A symmetric encryption algorithm is a collec-

tion " = fEK : K = 1; 2 � � �Ng of invertible transformations indexed by a piece of

information called key.

To encrypt a plaintext message X, the transmitter, who shares a key k with the

receiver, �nds the ciphertext Y = Ek(X) and sends it to the receiver who can use the

inverse transformation to recover X. The attacker does not know the key. An attacker

may use an exhaustive key search strategy to determine the key and in this case the

number of keys gives an upper bound on the security of the system.

Plain Text Cipher Text Plain Text

Insecure Channel

Secure Channel

Encryption Decryption

Key

Figure 2.4: Model of symmetric encryption system.

Commonly used symmetric key encryption algorithms include DES [38] and AES

[73].

2.4.2 Public Key Cryptography

A public key cryptosystem allows secure communication over an insecure channel be-

tween two parties using a pair of a public key and a private key [68]. The main di�erence

between a public key cryptosystem and a symmetric cryptosystem is that only the pri-

vate key needs to be secret and the public key can be made publicly accessible in the

public key cryptosystem through an authentic channel.

A public key encryption algorithm is a collection of pairs of encryption and de-

cryption transformations � = f(Ee; Dd) : e; d 2 K = 1; 2 � � �Ng, where a decryption

transformation Dd is the inverse of the associated encryption transformation Ee.

To encrypt a plaintext message X, the transmitter receives receiver's public key e

over an insecure channel, �nds the ciphertext Y = Ee(X) and sends it to the receiver

who can use the inverse transformation X = Dd(Y ) to recover X. For the security of a
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Authentic Channel

Plain Text Cipher Text Plain Text

Insecure ChannelEncryption Decryption

Public Key Private Key

Figure 2.5: Model of public key encryption system.

public key cryptosystem, given e it must be infeasible to determine the corresponding

d. A common public key cryptosystem is RSA [87].

2.4.3 Authentication

Authentication includes i) Entity authentication (entity identi�cation): to guarantee

that entities are those who they claim to be, ii) Data authentication (data integrity):

to guarantee the integrity of information, that is, the information has not been manipu-

lated by unauthorized parties, iii) Data origin authentication (message authentication):

to assure that the entity is the original source of data and the data has not been tam-

pered with, iv) Key authentication: to assure the identity of party which share a secret

key, and v) Non-repudiation: to prevent an entity from denying previous commitments

or actions [68].

Authentication systems are used to provide entity authentication, message authenti-

cation, data authentication, non-repudiation and key authentication. Digital signature

schemes are asymmetric key primitives for authentication. Message authentication

codes are symmetric key primitive that are used for message authentication.

2.4.4 Digital Signature

A digital signature is the main primitive for authentication, providing non-repudiation

through binding the identity of an entity to the signed document [68]. A basic digital

signature system Æ is a signature generation algorithm SA and a signature veri�cation

algorithm VA and so Æ = (SA; VA). A signature generation SA for an entity A is a

mapping SA : X ! S, where X is the message set and S is the signature set. A

signature veri�cation VA is a mapping given as VA : X � S ! ftrue; falseg.

A signer A computes s = SA(X) and transmits the pair (X; s) to a veri�er, who

computes u = VA(m; s).

For example, in the digital signature system using a public key system, the signing
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transformation consists of the generation of the hash of the message h(X) using a

cryptographic hash function and the calculation of s = Dd(h) using A's private key d.

Assuming that Alice calculates s = SAlice(X) and transmits the pair (X; s) to Bob but

Bob receives (X 0; s0), then the veri�cation algorithm produces,

u =

(
true; if Ee(s

0) = h(X 0)

false; if Ee(s
0) 6= h(X 0)

where e is Alice's public key. There are standards for digital signature algorithms such

as ANSI X9.31 [39] and Digital Signature Standard [76].

2.4.5 Message Authentication Codes

Message authentication codes (MAC) provide assurances of the source of a message

and its integrity [68]. They are keyed hash functions which have two input parameters,

a message X and the secret key k, given as Y = hk(X). The di�erence between a

message authentication code and a digital signature scheme is that the digital signature

is publicly veri�able but the MAC is veri�able only by the receiver who shares the secret

information k.

2.4.6 Attacks against Encryption Systems

An encryption system can be attacked by an enemy. The goal of the attacker may be

i) key recovery, or ii) �nding plaintext.

There are several attack models as shown below.

Ciphertext-only attack An attacker knows only the ciphertext. That is, he/she has

access to Ek(X). This is possible if he/she can eavesdrop the channel.

Known plaintext attack An attacker knows a number of pairs of plaintexts and

their corresponding ciphertexts and tries to discover a key used for generation

of ciphertexts, or a plaintext corresponding to a ciphertext which is not in the

known set. This attack scenario is possible if he/she can eavesdrop the channel

and has partial access to the plaintexts.

Chosen plaintext attack An attacker can choose one or more plaintexts and can

obtain the corresponding ciphertexts. This is possible if he/she has access to the

encryption system.
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Adaptive chosen plaintext attack A chosen plaintext attack where a plaintext can

be chosen depending on previously obtained ciphertexts.

Chosen ciphertext attack An attacker can choose one or more ciphertexts and ob-

serve the corresponding plaintexts. This is possible if he/she has access to the

decryption system.

Adaptive chosen ciphertext attack A chosen ciphertext attack where a ciphertext

can be chosen depending on previously observed plaintexts.

2.4.7 Attacks against Authentication Systems

Against authentication systems, the attacker may attempt impersonation, substitu-

tion, repudiation, and �nding the key of the MAC [103]. For example, suppose the

impersonation and the substitution in a digital signature scheme are as follows. Let

X be a message and its signature be Y . Then in impersonation, the attacker, Oscar,

creates his own message X and then chooses its signature Y so that the receiver, Bob,

identi�es Y as signed by another entity, Alice. In substitution, Oscar intercepts (X; Y )

generated by Alice, and modi�es it to (X 0; Y 0) or he creates (X 0; Y 0) and hopes that it

remains acceptable.

Examples of the attacks against hash are as follows.

1. Guessing attack:

For a message X with n-bit hash h(X), choose a random bit-string X 0 of the

length l < a where a is a constant and check if X 0 satis�es h(X) = h(X 0). The

probability of h(X) = h(X 0) is 2�n.

2. Birthday attack:

Let X and Y be the legitimate and fraudulent message, respectively, and h(X)

be an n bit one-way hash function.

(a) The attacker generates t = 2n=2 messages Xi,1 � i � t, each by making

small modi�cation on X, and computes h(Xi) and store the results.

(b) Loop: he generates Yi and computes h(Yi) and search Xi such that h(Yi) =

h(Xi),1 � i � t.

A match can be expected after t trials.
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2.4.8 Redundancy of a Language

A natural language can be seen as a message source and so can be analyzed using

information theory [8]. Let S be the alphabet of a language with M symbols, and Sk

denote a string of k characters. Then the rate of language rk for messages of length k

is the average amount of information per character in these messages and is given by

rk =
H2(S

k)

k
: (2.6)

The absolute rate of a language is the maximum amount of information that could

be encoded in each character using the alphabet S assuming that all combinations of

symbols are equally likely. It is given by

R = log
2
M : (2.7)

The redundancy of a language D with rate r is given by

D = R� r : (2.8)

For English, rk has been estimated to be 1:0 to 1:5 bits/letter and R is 4.7 bits/letter

[68]. The high value of R means that the English language is highly redundant. For

a language, less redundancy means more statistical independence of the successive

characters in a message. Redundancy of languages can be removed by using data

compression algorithms.

2.4.9 Unicity Distance

When a language is redundant, the knowledge of statistical properties of the language

can be used to attack an encryption system [8]. The unicity distance U� is the minimum

amount of ciphertext required by the attacker using ciphertext attacks with unlimited

computational resources to uniquely identify the key [68], and is given by

U� =
H(K)

R
(2.9)

where H(K) is the entropy of keys and R is the redundancy of the plaintext. When

the unicity distance is small, a short ciphertext gives enough information to uniquely

identify the key K and hence the security is weak. By lowering R, that is compressing

the source and reducing redundancy, the unicity distance is increased.
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2.4.10 Data Compression and Security

As shown in Section 2.4.9, compressing a message source before encryption increases

security by removing redundancy of the source and increasing the unicity distance. An

encryption algorithm produces ciphertexts that look like a random sequence and so

do not have any apparent redundancy. This means that ciphertexts do not compress

much. Encryption is now widely used in computer systems, and so compression before

encryption is an important strategy for eÆcient use of resources. Combining compres-

sion and encryption algorithm has the advantage of added eÆciency and automatic

compression before encryption.

2.5 Image Compression

Image compression is essential for multimedia applications since the volume of image

data is very large and so can be costly for transmission and storage without compres-

sion. The digitization procedure of an image consists of sampling and quantization

[88]. A digital image is commonly represented by a rectangular array of dots called

pixels (still images) or pels (fax and video images). The number of bits assigned to a

pixel value determines the number of colors, or shades in gray scale images, a pixel can

show. The reduction of data size is achieved by either lossless or lossy compression. In

the lossless case, the compression removes the redundancy in the image data. In the

lossy case, the compression removes the irrelevant information in the image data, that

is, the information which is less important in terms of Human Visual System (HVS).

The most commonly used quality measure for lossy compression is the peak signal to

noise ratio (PSNR). Let the pixels of the original and the reconstructed image be Pi

and Qi, i 2 f1; 2; :::; ng, respectively. Then the PSNR is de�ned as

PSNR = 20 log
10

maxi jPij

RMSE

where RMSE =
q

1

n

Pn
i=1(Pi �Qi)2 (RMSE: root mean square error). There are

di�erent approaches to both lossless and lossy compression. For example, JPEG and

JPEG 2000 support both lossless and lossy mode. Lossy compression is used for the

images commonly seen on Internet and the lossless compression is often used for medical

images.
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2.5.1 Transform

It is known that the neighboring pixels of a digitized image are highly correlated [88].

In image compression, a transform �rst decorrelates the pixel data and then the trans-

formed data is quantized and entropy-coded. In the following sections, we review two

transforms, the discrete cosine transform and discrete wavelet transform, which are the

most widely used in image compression.

Discrete Cosine Transform

The discrete cosine transform (DCT) [3] is a signal analysis tool that can be used to

decompose an image signal into its frequency components. The energy compaction

eÆciency of the DCT is known to be near-optimal for the �rst order autoregressive

model, AR(1), that best models image data and so is widely used in the decomposition

stage of natural image compression systems [104]. For example, it is the transform

of choice in JPEG [45] and MPEG2 [70] coding standards. For eÆcient computation

of transform coeÆcients, the image is partitioned into blocks of sub-images and the

transform is applied to each block independently. From the coding eÆciency and fast

computation viewpoints the commonly used block size is 8�8; this is the block size used

in JPEG and MPEG2 coding standards. The transform coeÆcients can be classi�ed

into two groups, namely, DC and AC coeÆcients. The DC coeÆcient is the mean of

the pixel values of the image block and carries most of the energy in the block. The

AC coeÆcients carry energy depending on the amount of detail in the image block.

However, usually most of the energy is compacted in the DC coeÆcient and a few AC

coeÆcients. Image compression systems exploit the energy compaction property of the

DCT and use quantization to produce a more compact representation of the image

because of the small amount of energy in the higher frequency AC coeÆcients.

Let the pixel values, xij in a given N �N image block be represented as the matrix

[X]. Let [A] denote the matrix of DCT basis vectors given by aij = cos((j� 1)
(2i�1)�

16
),

i; j 2 f1; 2; :::; 8g. Then [A] is given by
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1.000000 1.000000 1.000000 1.000000 1.000000 1.000000 1.000000 1.000000

0.980785 0.831470 0.555570 0.195090 -0.195090 -0.555570 -0.831470 -0.980785

0.923880 0.382683 -0.382683 -0.923880 -0.923880 -0.382683 0.382683 0.923880

0.831470 -0.195090 -0.980785 -0.555570 0.555570 0.980785 0.195090 -0.831470

0.707107 -0.707107 -0.707107 0.707107 0.707107 -0.707107 -0.707107 0.707107

0.555570 -0.980785 0.195090 0.831470 -0.831470 -0.195090 0.980785 -0.555570

0.382683 -0.923880 0.923880 -0.382683 -0.382683 0.923880 -0.923880 0.382683

0.195090 -0.555570 0.831470 -0.980785 0.980785 -0.831470 0.555570 -0.195090

and the DCT of the data is given as the matrix [C]DCT ,

[C]DCT = [A][X][A]t : (2.10)

The image block is recovered through the inverse transform as,

[X 0]IDCT = [A][C][A]t : (2.11)

For a given image block k, the pixel values can be written as a decomposition into a

DC and an AC component. Thus,

[X]k = [X]DC
k + [X]ACk : (2.12)

Of course, [X]DC
k is constant over all i; j 2 N and its components are given by,

(xDC)
(i;j)

k =
1

N2
F
(1;1)

k (2.13)

where F
(1;1)

k is a DC coeÆcient. In the case of JPEG where the block size is 8� 8 the

multiplying factor is 1

64
.

Discrete Wavelet Transform

The wavelet transform decomposes a signal into di�erent scale levels, called multireso-

lution signal decomposition [64]. If this is applied to an image, the image is decomposed

into the signals which contain di�erent level of details, and so di�erent levels of im-

portance. This property enables the allocation of bandwidth to di�erent scale levels

according to the importance of the signals for eÆcient image coding [4, 118].

The discrete wavelet transform consists of a sequence of wavelet �lter banks, each

of which consist of a low-pass and a high-pass �lter. The �lter bank decomposes the

signal into coarse and detailed parts.
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Figure 2.6: Wavelet transform (left) and its inverse transform (right).

In the 2-dimensional transform, �rstly each row of the image is decomposed into

coarse and detailed parts and down-sampled, and then each column of the coarse

and detailed parts is decomposed into coarse and detailed parts and is down-sampled

again. This results in four parts: coarse-coarse, coarse-detailed (both from the row

coarse part), detailed-coarse and detailed-detailed parts (both from row detailed part).

The last three parts compose the output subbands while the coarse-coarse part is the

input of the next �lter bank. Hence each �lter bank produces three subbands and four

subbands for the last �lter bank.

In an implementation, the high-pass and low-pass �lter is represented by a set of

�lter coeÆcients and �ltering the input uses convolution of the �lter coeÆcients with

the input data. Let si be a one-dimensional signal and ck denote �lter coeÆcients

where k 2 f0; 1; :::;Mg, then the convolution is

s0i =

MX
k=0

cksi

Let a hi-pass and low-pass �lter coeÆcients be c
(H)

k1 and c
(L)

k2 , respectively, where k1 2

f0; 1; :::;M1g and k2 2 f0; 1; :::;M2g. Then the output of the hi-pass and low-pass

�lters s
(H)

i and s
(L)
i is obtained by s

(H)

i =
PM1

k=0 c
(H)

k si�k and s
(L)
i =

PM2

k=0 c
(L)

k si�k,

respectively.

There are various wavelet �lters such as by Daubechies [21] and by Antonini et al.

[4]. For example, the �lter coeÆcients of the Daubechies (9,7) �lter used in JPEG2000

[44] are (0:026749, �0:016864, �0:078223, 0:266864, 0:602949, 0:266864, �0:078223,

�0:016864, 0:026749) and (0:091272, �0:057543, �0:591272, 1:115087, �0:591272,
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�0:057543, 0:091272) for the high-pass and low-pass �lters, respectively.
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Figure 2.7: Wavelet decomposition of an image.

2.5.2 Quantization

In general, transformed coeÆcients of an image are real numbers and due to the re-

dundancy of the data, the number of coeÆcients can be large but many of them can

have close values [88]. Quantization converts the real numbers to a set of integers. The

conversion is not invertible. By quantization, if real number coeÆcients are converted

into a small number of integers, the data can be compressed.

There are various quantization methods. First we review scalar quantization which

is used in JPEG compression system and then more complex vector quantization.

Scalar Quantization

Scalar quantization converts a real number into an integer [88]. The method used in

JPEG is uniform scalar quantization [45]. Using uniform scalar quantization, a real

number coeÆcient is divided by an integer quantization step and the result is integer

rounded. More details are shown in Section 2.5.3.
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Figure 2.8: Wavelet decomposition of lena.pgm.

Vector Quantization

Vector quantization is used for image and sound compression. A vector quantizer

divides samples into blocks and quantizes the blocks. There are various vector quanti-

zation methods. One of the methods is described as follows.

To quantize samples using vector quantization, �rst sample data (i.e. pixels in an

image) is partitioned into blocks of k consecutive samples. Let Xi denote a k dimen-

sional vector consisting of k consecutive samples. Then all Xi are in a k dimensional

space. Let vj denote k dimensional vector where j 2 f1; 2; :::; ng. Then the k di-

mensional space is partitioned into n sub-spaces and vj is assigned to each of the n

sub-spaces. The vector vj is chosen such that the Euclidean distance of vj and Xi in the

sub-space corresponding to vj is minimized. A set of vj is called codebook. Each Xi can

be represented by j which is the index to a vector in the codebook. In de-quantization,

to obtain k samples vj is obtained from j using the same codebook in quantization.

In the following sections, the most commonly used standards are described.
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2.5.3 JPEG

JPEG compression is one of the most commonly used image compression systems. The

JPEG standard was prepared by CCITT study Group VIII and the Joint Photographic

Experts Group (JPEG) of ISO/IEC JTC 1/SC 29/WG 10 [45]. The encoder of JPEG

consists of three stages.

1. Discrete Cosine Transform

2. Quantization

3. Entropy coding

The above three stages are described in the following sections.

Discrete Cosine Transform

JPEG uses the 2-dimensional discrete cosine transform. An image is divided into 8� 8

pixel blocks and an 8� 8 DCT is applied to each of the blocks.

Quantization

The decomposed coeÆcients are quantized based on the quantization table.

Let h be an integer and r be a real number where �0:5 � r < 0:5, so that any real

number can be shown as h + r. Let an integer rounding function be rint, that is,

rint(h + r) = h : (2.14)

The quantization table is given by an 8�8 matrix where the entries are Q(u;v) 2 N ,

u; v 2 f1; 2; :::; 8g. Let F (u;v) and T (u;v) be the original and quantized coeÆcients, then

T (u;v) is given by

T (u;v) = rint(
F (u;v)

Q(u;v)
) : (2.15)

The de-quantization of T (u;v) is given by,

~F (u;v) = T (u;v) �Q(u;v) : (2.16)
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Entropy Coding

The quantized coeÆcients are entropy coded by either a Hu�man or an arithmetic

coder. For the DC coeÆcients, the di�erential DC values of two consecutive blocks

are calculated and entropy-coded. For the AC coeÆcients, the 8 � 8 matrix of the

quantized coeÆcients are scanned in a zig-zag order. In a scan, 63 coeÆcients are

encoded by repeating the following procedure. The run-length of zero coeÆcients

preceding a non-zero coeÆcient is obtained and then the pair of the run-length and

the non-zero coeÆcient are entropy-coded. If the run of zero coeÆcients includes the

last AC coeÆcient in the block, then the end of block code is encoded instead of the

run-length and non-zero coeÆcient pair.

Compression Modes

JPEG provides lossy and lossless compression. With lossy compression, it provides

di�erent modes which determine the organization of encoded stream. We review the

most commonly used two modes, i) sequential DCT and ii) progressive modes. In the

sequential DCT mode, the organization of the encoded stream is such that each of 8�8

blocks consisting of 64 DCT coeÆcients are encoded sequentially. Assuming that an

image consists of 8 � 8 pixel blocks, the order of scanning the blocks is from left to

right in a row of 8� 8 blocks, from the top to the bottom row.

The progressive mode provides two di�erent encoding methods, spectral selection

and successive approximation. In the spectral selection, all DC coeÆcients are encoded

in the �rst scan. Then in the ith scan all the ith AC coeÆcients are encoded for i = 1

to 63. In each scan, the blocks are scanned from left to right in a row of 8� 8 blocks,

from the top to the bottom row.

Let L denote the precision of the quantized DCT coeÆcients. Then in the successive

approximation, in the �rst scan all DC coeÆcients are encoded. Then from the most

signi�cant bits (j = 1) to the least (j = L), the jth bit layer of all AC coeÆcients are

encoded.

2.5.4 JPEG2000

The JPEG 2000 encoding procedure can be decomposed into three stages [43], namely;

1. Transformation

2. Quantization
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3. Embedded Block Coding with Optimized Truncation (EBCOT) [108, 109]

Discrete Wavelet Transform

In the transformation stage, an image is decomposed into subbands which are repre-

sented by real-valued wavelet coeÆcient sets.

Quantization

The transformation stage is followed by a quantization stage which converts the real-

valued coeÆcients to whole numbers.

Embedded Block Coding with Optimized Truncation

Finally the coeÆcients are entropy-coded by Embedded Block Coding with Optimized

Truncation to compress the output of the quantizer. In the EBCOT stage, each sub-

band is divided into blocks and then each block is independently encoded into the

bit-stream using an adaptive binary arithmetic coder in such a way that the more im-

portant information always precedes less important information. This is the heart of

the embedded bit-stream organization.

2.5.5 MPEG

MPEG [42] video stream consists of three layers: video, audio and a system to interleave

the two streams. The video and audio layers are independent from each other. We are

only interested in the video layer. A video stream consists of a sequence of images, also

called frames. Redundancy in the sequence is of two forms [30]: i) spatial redundancy

which is due to redundancy in each frame, and ii) temporal redundancy that is due to

similarities between consecutive frames. To compress the stream transform coding is

used for the former while motion compensation technique is used for the latter. The

�nal stage is an entropy coder that removes the remaining redundancy in the stream.

In an MPEG stream, the image sequence is encoded as a sequence of intra, forward

predicted, and bidirectional prediction frames. An intra frame (I-frame) is encoded

without reference to any other frames; a forward predicted frame (P-frame) is encoded

relative to the past reference I- or P- frame and a bidirectional prediction frame (B-

frame) is encoded relative to the past and/or future reference I- or P- frames [115].

Frames are divided into 16 � 16 macroblocks, each consisting of 4 luminance and 2

chrominance 8� 8 blocks.
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In an I-frame, the transform coding is performed on the macroblocks. Each 8 � 8

block in a macroblock of an I-frame is transformed into 64 coeÆcients using Discrete

Cosine Transform. This is followed by a scalar quantizer that replaces each DCT coef-

�cient with an integer depending on the quantization scale. Finally the 64 quantized

coeÆcients are "zig-zag" scanned to form a stream which is entropy coded.

In the P- and B- frame, to encode a macroblock, if an area similar to the macroblock

is found in a past or a future frame, then a motion vector that refers to the similar

area, and an error term between the macroblock and the area are encoded. This motion

compensation reduces the temporal redundancy. If there is no such area in a past or

a future frame, the macroblock is transform-coded in the same way as I-frame, i.e.

without reference to any past or future frame.

2.6 Conclusion

For eÆcient transmission and storage, in most cases digital images are compressed

either in a lossless or lossy way. Image compression systems compress digital images

by removing the spatial redundancy and video compression systems also remove the

temporal redundancy to obtain a stream with little redundancy. JPEG and MPEG

are the two widely used international standards. In all these standards, digital images

or frames are transformed and then quantization and entropy coding is used to obtain

the compressed data. JPEG and MPEG use DCT, and JPEG2000 uses DWT. The

more recent standard for image compression is JPEG2000. However both JPEG and

JPEG2000 will be used for the foreseeable future.

Encrypting compressed streams will provide increased security. However, in general

the size of the data is still large and using encryption algorithms such as RSA and DES

is computationally expensive. This motivates development of combined encryption and

compression systems that reduce the computational cost while providing reasonable

security.

Lossy compression systems alter the bit representation of the original image but

the meaning of the image will not be a�ected. This means that integrity checking

algorithms must tolerate compression and decompression of image data. Cryptographic

integrity checking algorithms are sensitive to a single bit change in the data and are

not suitable for image authentication.

In the following chapters we propose combined encryption and compression, and

authentication algorithms for digital images.



Chapter 3

Review of Image Encryption and Image
Authentication Systems

3.1 Introduction

In this chapter we �rst review existing combined encryption and compression systems.

If a data compression algorithm can be made to also provide security, less processing

overhead could be expected as a single algorithm achieves two goals. First we review

arithmetic coding encryption systems and next image encryption systems. Then we

look at image authentication systems and �nally we conclude.

3.2 Arithmetic Coding Encryption Systems

A method to integrate encryption and arithmetic coding was proposed by Witten and

Cleary [120]. Adaptive arithmetic coding encryption schemes were motivated by the

following observations.

1. Models for data compression are often very large and may act as an enormous

key.

2. If an adaptive model is used, the key depends on the entire transmitted text and

�nding the key would require tracking the changes to the model by decoding the

entire transmission since initialization.

3. It is very diÆcult to regain synchronization if the models for compression and

decompression are di�erent.

The proposed arithmetic coding encryption schemes are symmetric encryption al-

gorithms. Depending on which part of the arithmetic encoder/decoder contributes to

the key, the schemes are divided into two categories, which are model-based schemes

32
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and coder-based schemes. Also there exists a scheme which combines the two. We

describe these schemes in the following sections.

3.2.1 Model-based Schemes

In Witten et al.'s proposal [120], the model is used as the encryption key: that is the

details of the model are only known to the transmitter and the receiver. These schemes

are called model-based.

Model-based Scheme 1

The secret key of the scheme is the initial model.

In this scheme, the initial model is transmitted through a secure channel and is

shared by the transmitter and the receiver. The other parameters such as the initial

range of the coder is public. The secret are the parameters such as the initial frequencies

of symbols and the order of symbols in the frequency table.

Model-based Scheme 2

The secret key of the scheme is an initial string.

The initial model and range are public and the key is a secret string, shared by the

transmitter and receiver. The key is input to the system before the actual message is

started. The initial string is sent through a secure channel preceding the transmission

of a message. The key string modi�es the models and the ranges in both the encoder

and the decoder to one which is unknown to the attacker.

3.2.2 Coder-based Schemes

An alternative approach proposed by Irvine, Cleary and Rinsma-Melchert is a coder-

based scheme [41].

The secret key of the scheme is a bit string which is used to narrow the range.

Based on the key bit sequence, either the high value h is decreased or the low value

l is increased by an amount (h� l)" where " is a public parameter and 0 < " < 1.

The known parameter " can be a part of the key but it must be carefully chosen so

as not to a�ect the compression performance. A variation of this scheme is proposed

by Liu et al. [62].
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3.2.3 E�ect on Data Compression Performance

One important criteria for the performance of an arithmetic encoding encryption

schemes is the e�ect of the added encryption on the eÆciency of data compression

systems. This is measured by the compression ratio, which is the average number of

bits per input symbol, and the speed, which is the average time to process an input

symbol. In both of the model-based schemes, the initial model or the initial string

will be randomly chosen. Hence the given model for a message does not necessarily

represent the statistics of symbols in the message. If an adaptive model is used, as data

compression proceeds, the initial model is overwritten by the statistics of the incoming

message. Witten et al. estimated that 1,000 symbols are enough for order-0 adaptive

models to adjust the model to the input message. So if the length of a message is con-

siderably longer than 1,000, the impact of a randomly chosen model or initial string

on the data compression performance will be small.

In the case of coder-based schemes, the added encryption algorithm has a continuous

in
uence on the data compression. The drop of the compression ratio may be minimized

by an appropriate choice of ". However, the scheme will have reduced compression speed

because the extra-narrowing is equivalent to encoding another additional symbol. For

example, the combined scheme by Liu et al. [62] results in an approximately 2% drop

in the compression rate and almost doubles the coding time.

3.2.4 Security

All known attacks are chosen plaintext attacks. Attacks on adaptive schemes [11, 113]

are chosen plaintext attacks where the attacker can feed plaintexts of her/his choice

to the encoder. The attack does not discover the key (initial model) but succeeds to

modify the model into a form which is known to the attacker, and hence allowing the

attacker to decrypt the communication afterwords. By sending a long sequence of a

single symbol to the encoder, the adaptive model is modi�ed such that the probability

of the symbol sent is maximized and that of other symbols are minimized and so the

model is known to the attacker. Similar methods can be used to attack combined

schemes [112].

To protect against this attack, a parameter of the model (e.g. re-calculation cycle

of symbol probabilities) can be regularly changed, for example every n input symbols

[11]. Another alternative is to use an additional simple operation such as a random

transposition using a pseudo random generator [112].
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3.3 Image Encryption

Advances in computer and communication technologies have resulted in eÆcient sys-

tems for delivery of a wide range of multimedia data such as video on demand and

pay TV over the Internet. One of the main obstacles in the wide spread deployment

of multimedia services has been enforcing security and ensuring authorized access to

the data. A naive solution is to use an encryption algorithm to mask multimedia

data streams. However direct application of encryption algorithms to multimedia data

requires high computational power and introduces an unacceptable delay in commu-

nication. To alleviate these problems there have been numerous attempts to design

encryption systems that take advantage of characteristics of this type of data and re-

sult in less expensive systems. One approach in this category has been incorporating

encryption in the compression algorithm applied to the raw data. Because of the enor-

mous size of multimedia data �les and their high level of redundancy, in almost all

cases the data is compressed before it is stored or transmitted and so incorporating

security in the compression system is a very attractive approach. The main challenge

is to ensure reasonable security without reducing the compression performance.

Image data in compressed format is still large and so using conventional encryption

algorithm such as RSA and DES is computationally expensive. By combining image

compression and encryption the computational cost can be reduced without compro-

mising security. There are two approaches to achieve this : i) elementary cryptographic

operation and ii) selective encryption.

3.3.1 Elementary Cryptographic Operations

Using less expensive elementary cryptographic operations such as random permutation

lists, images can be e�ectively hidden. Since the operations are simple, the encryption

will not have a high computational cost. An example of this approach is an MPEG

(Motion Picture Experts Group) [42, 30] encryption system by L. Tang [107] that uses

random permutation lists. In the following sections, we review two MPEG encryption

systems, a system by L. Tang and its variant by S. U. Shin et al. [95].

MPEG Encryption System using Random Permutation Lists

In an MPEG system a motion picture consists of I-, P- and B-frames. I-frames are

encoded independently from other types of frames. To encode an I-frame, the frame

is divided into macro-blocks, each consisting of 8 � 8 pixel blocks. The pixel blocks
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are transformed using an 8� 8 DCT and then the resulting coeÆcients are quantized.

The quantized coeÆcients in an 8� 8 block are scanned in a zig-zag order as shown in

Figure 3.1, and then are entropy-coded. In the P- and B-frame, the frame is divided

into macro-blocks and each macro-block is encoded either usingmotion compensation or

using the same method of encoding a macro-block in I-frames. In motion compensation,

a pair of an error term and a motion vector that refers to a 16�16 area in a past (P- and

B-frames) or a future (B-frame only) frame is encoded. Motion compensation is used

if a region in a past or a future frame matches a macro-block in the P- and B-frame.

Otherwise the macro-block is encoded in the same way as encoding the macro-blocks

in I-frames. In this case, the macro-block is called I-macro-block [115].

Figure 3.1: Zig-zag scan of 8� 8 DCT coeÆcients in JPEG.

The encryption system proposed by L. Tang [107] encrypts macro-blocks in I-frames

and I-macro-blocks in P- and B-frames. To encrypt an 8� 8 DCT block after quanti-

zation, the zig-zag scan is replaced by a random scan using a random permutation list

which is generated from a secret key and speci�es the order of the scan such that the

data is randomly scanned. The method of encrypting an 8� 8 block is as follows.

1. First the following procedure is used for the DC coeÆcient. Denote the DC

coeÆcient by an i digit binary number bibi�1:::b2b1. Then the value bibi�1:::b i
2
+1

replaces the original value of the last (63rd) AC coeÆcient, i.e. the value of the

AC coeÆcient will be lost, and the value b i
2
:::b2b1 is set to the DC coeÆcient.

This is called the splitting procedure. This operation is required because a DC

coeÆcient in general is the largest among the 64 coeÆcients and cannot be hidden

by the permutation.

2. Next all 64 DCT coeÆcients in the block are scanned using a random permutation

list and then they are entropy-coded.

The author also suggested that the encryption method can be used in the JPEG
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(Joint Photographic Experts Group) [45] compression system because JPEG compres-

sion system uses an 8� 8 DCT and a zig-zag scan similar to MPEG.

MPEG Encryption System by S. U. Shin et al.

An MPEG encryption system [95] uses both random permutation lists and selective

encryption. For all AC coeÆcients, the system replaces the zig-zag scan by the random

scan using random permutation lists similar to Tang's system. For DC coeÆcients, the

sign bits of the di�erences of two consecutive DC coeÆcients are encrypted using an

encryption algorithm such as DES [38], RC4 [85, 86] and RC5 [96]. (The mode of DES

is not speci�ed in the paper but any mode can be used.)

3.3.2 Selective Encryption

It is possible to reduce the cost of computation by reducing the size of the data that

is to be encrypted. That can be achieved by encrypting only part of the data or

parameters that are required to decode images. For e�ective encryption, the part that

is to be encrypted must be carefully chosen.

Aegis

An MPEG encryption system called Aegis (named after the breastplate of Zeus) [99]

encrypts the MPEG video sequence header and I-frames in the MPEG stream using

DES. The reasons for encrypting the header and I-frames are as follows.

1. The MPEG video sequence header contains the information required to initialize

the decoder such as picture size (width and height), frame rate, bit rate and bu�er

size and the decoder needs this information to correctly decode the subsequent

data.

2. I-frames are more important than P- and B-frames because P- and B-frames may

have reference to I-frames but each I-frame is independent from other frames and

so without I-frames, P- and B-frames will not be decoded.

SECMPEG

A video encryption system SECMPEG [69] uses DES (CBC-mode) to encrypt a video

stream similar to MPEG-I. The video stream consists of the data of the MPEG-I stream

and additional data which contains parameters for encryption and integrity check.
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The organization of MPEG-I video stream consists of the following six layers [88].

Sequence layer This layer represents the highest level of a video sequence. A video

sequence is de�ned as a sequence of a sequence header, one or more group of

pictures (GOP) that follow the header, and a sequence end code at the end.

GOP layer This layer represents the organization of a group of pictures. A group of

pictures consists of a GOP header and one or more frames.

Picture layer In this layer a frame consists of a picture header and one or more slices.

Slice layer A slice is a sequence of a slice header and one or more macro-blocks.

Macro-block layer A macro-block consists of a macro-block header and 8�8 blocks.

In a typical color video, it includes four luminance blocks and two chrominance

blocks.

Block layer This layer is only for a block in an I-macro-block and includes the entropy

coded di�erence of consecutive two DC coeÆcients and run-length coded AC

coeÆcients similar to JPEG.

The system provides four levels of security by choosing data in di�erent layers for

encryption. The four security levels are as follows.

Level 1 Picture headers, slice headers and GOP headers are encrypted.

Level 2 Addition to the parts encrypted in Level 1, macro-block headers and part of

block data are encrypted.

Level 3 Addition to the parts encrypted in Level 2, all I-macro-blocks are encrypted.

Level 4 Entire MPEG stream is encrypted.

JPEG Encryption Systems by H. Cheng et al.

H. Cheng et al. proposed two systems [14]. One of the systems is based on the JPEG

compression system. The system encrypts an image by dividing the 64 DCT coeÆcients

in an 8� 8 block into two parts, i) a lower frequency part and ii) a higher frequency

part, and encrypts the lower frequency part.

The other system uses quad-tree image decomposition in the spatial domain [18,

105, 97] and is not based on a commonly used image compression system. The decom-

posed image (using quad-tree method) consists of two parts, i) a tree structure that
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contains the location and size of rectangular regions, and ii) pixel values in the regions.

The encryption system encrypts the pixel values because they are crucial to recover

the image.

VEA by L. Qiao et al.

Video Encryption Algorithm (VEA) by L. Qiao et al. [79] is an MPEG encryption

system and encrypts I-frames as follows.

1. Randomly permute 64 1's and 64 0's and generate a 128 bit number K.

2. Let a1a2a3:::a128 denote a 128 byte sequence representing an entropy-coded I-

frame. Then construct two 64 byte sequences, M0 and M1 as follows.

Algorithm 1 : Construction of Odd List and Even List

1: InitiallyM0 and M1 are zero bytes.

2: For i 2 f1; 2; :::; 128g

3: If ith bit of K is 1

4: ai is concatenated to M1.

5: Else

6: ai is concatenated to M0.

3. Then encryption of a1a2a3:::a128 is given byM0�M1+EDES(M0), whereX�Y is

XOR ofX and Y , X+Y is concatenation ofX and Y and EDES(X) is encryption

of X using DES.

VEA by C. Shi et al.

Video Encryption Algorithm (VEA) by C. Shi et al. [92] is an MPEG encryption

system. It encrypts sign bits of DCT coeÆcients (for the DC coeÆcients, the sign bits

of di�erences of DC coeÆcients) in I-macro-blocks using the XOR operation of the sign

bits and a random bit string.

RVEA by C. Shi et al.

Real-time Video Encryption Algorithm (RVEA) by C. Shi et al. [94] is an MPEG

encryption system and encrypts sign bits of motion vectors in addition to the encryption

of sign bits of DCT coeÆcients in VEA [92] using DES or IDEA [53].



3.3. Image Encryption 40

3.3.3 Compression Performance of Encryption Systems

Experimental results of Tang's system are shown in his paper[107]. For two MPEG

encoded streams \
ower garden" and \table tennis", the increase in encoding time for

encryption was -0.2% and 0.6%, and the increase in the size of the encoded stream was

21.9% and 41.9%, respectively. Hence, it can be seen that encryption using random

permutation lists is fast and the drop in the encoding speed is ignorable. However the

drop in compression rate is very large.

The results of experiments [95] show that the system proposed by S. U. Shin et

al. increased the encoded stream size by 0.3% on average. The results show that

1.2% of the entire MPEG stream was encrypted. We note that although the system

uses the same method as Tang's method [107] to encrypt AC coeÆcients, the drop in

compression rate of their system [95] and Tang's system [107] has a large di�erence.

The large drop in compression rate is due to the permutation of the AC coeÆcients.

Without this permutation, the high frequency AC coeÆcients are scanned consecutively

in the zig-zag order. Most of these coeÆcients are likely to be zero and so are run-

length coded. If the coeÆcients are encrypted, the random permutation will result in a

shorter run-length. The contribution of the run-length coding to the compression rate

is large [88] and so is the drop in the compression rate.

The results of experiments for SECMPEG [69] show that the increase in compu-

tation time for encryption is about 10%, 12% and 55% for security levels 1, 2 and 3,

respectively. In security level 3, SECMPEG encrypts picture headers, slice headers,

GOP headers, macro-block headers and I-macro-blocks. VEA by L. Qiao et al. en-

crypts I-frames, which is about 50% of the entire MPEG stream [79], using DES. The

comparison of VEA with encryption of the entire stream using IDEA shows that the

encryption speed of VEA is approximately 50% of IDEA [79]. VEA by C. Shi et al.

increases the encoding time by 1.81% for encrypting sign bits of DCT coeÆcients in

I-frames using DES. RVEA encrypts sign bits of motion vectors and DCT coeÆcients

using DES. About 10% of the MPEG stream is encrypted and the encryption increases

the encoding time by 2.55%.

The data size will largely a�ect the encoding and decoding speed. Encryption data

size largely varies with an encryption system. For example, to encrypt an I-frame,

VEA by L. Qiao et al. encrypts the entire I-frame data (50% of the entire stream) but

RVEA encrypts only sign bits of the motion vectors together with the DCT coeÆcients

(10% of the entire stream).
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3.3.4 Security

Encryption Using Random Permutation Lists

Analysis by L. Qiao et al. [81, 80] showed that encryption using random permutation

lists are vulnerable to a known-plaintext attack. Since many movies start with standard

header clips, such as the MGM roaring lion, an attacker can compare the original

DCT coeÆcients with the permuted ones to �nd the permutation. The analysis also

pointed out that the ciphertext only attack can reveal the images. It showed that

the DC coeÆcient is the largest among all DCT coeÆcients in a block and non-zero

AC coeÆcients are gathered in the low frequency part. Hence the correct order of

coeÆcients in a block can be recovered by sorting them.

The images in Figure 3.2 and 3.3 show the reconstructed images by sorting the quan-

tized DCT coeÆcients. Each image was DCT transformed and uniform-quantized. In

the images in Figure 3.2, the 16 largest coeÆcients were assigned to the 16 lowest

frequencies such that the larger coeÆcient was assigned to the lower frequency. The

other 48 frequencies were set to zero. In the images in Figure 3.3 the sorted 64 coeÆ-

cients were used where the largest coeÆcient was assigned to the DC. Then the images

were reconstructed by de-quantizing and inverse-transforming these coeÆcients. The

PNSRs of the reconstructed images are given in Table 3.1. The experiments clearly

show that images can be recovered although the image quality can be low.

Table 3.1: PSNR of reconstructed images lena, mandoril and peppers by sorting

DCT coeÆcients : using largest 16 coeÆcients and 64 coeÆcients.
lena mandoril peppers

largest 16 coeÆcients 23 dB 17 dB 18 dB

64 coeÆcients 13 dB 11 dB 11 dB

Selective Encryption

A JPEG encryption system by H. Cheng et al. [14] only encrypts the lower frequency

coeÆcients. The authors had concluded that the system is insecure because the edges

of the encrypted image are contained in the higher frequency part and so will not be

hidden.

In [2] I. Agi et al. showed that MPEG encryption systems which encrypt only

I-frames are insecure. P- and B-frames may include I-macro-blocks which are inde-

pendently decodable and the I-macro-blocks are not encrypted and so they will reveal

the images. The authors had pointed out that the number of I-macro-blocks in P- and
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(a) (b) (c)

Figure 3.2: Reconstructed images using sorted largest 16 coeÆcients : lena (a),

mandoril (b) and peppers (c).

(a) (b) (c)

Figure 3.3: Reconstructed images using sorted 64 coeÆcients : lena (a), mandoril (b)

and peppers (c).

B-frames can be large if the scene includes high degree of motion. Another experiment

using \Miss America II", where Miss America is sitting behind a desk and speaking

to camera, shows that even if all I-macro-blocks are encrypted, the stream can reveal

some features of the person. The authors of [2] concluded that encryption systems that

encrypt I-macro-blocks but do not encrypt motion vectors, such as Aegis and SECM-

PEG, are not suitable for applications which require a high level of security. We point

out that the two VEA by L. Qiao et al. and by C. Shi et al. do not encrypt motion

vectors and so will not provide a high level of security.

3.3.5 Concluding Remarks

It can be seen from above that encryption using simple operations has little impact on

the encoding speed. However, using random permutation lists with MPEG and JPEG
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does not provide high security because the lower frequencies contain higher energy

and so larger coeÆcient values. Obviously it is inappropriate to apply permutation

to such data since the coeÆcient values and their frequencies have strong correlation.

We note that the MPEG and JPEG compression algorithms exploit the correlation to

compress the data. Permutation destroys the correlation and results in a large drop in

the compression rate.

Selective encryption usually has a high computation cost and the drop in the com-

pression speed is determined by the size of the encrypted data. The advantage of

selective encryption is that well-studied encryption algorithms can be used for encryp-

tion and so if the parts to be encrypted are carefully chosen, high security can obtained.

If selective encryption is applied to entropy-coded data (e.g. SECMPEG and VEA by

L. Qiao et al.), there will be no drop in compression rate.

It can be seen from the above that to assess the security of image encryption systems

it is important to understand properties of MPEG and JPEG coded data. From the

security point of view, more analysis of the systems to assess the level of security

against various attacks is required.

3.4 Image Authentication

In recent years there has been a rapid increase in on-line multimedia services. Visual

data and in particular images have become part of nearly all Web pages. In many

applications, data must be authenticated. For example, images used in news reporting

or taken by a speed camera must be authenticated.

Authentication of image data poses many new challenges. Firstly, unlike data

authentication systems that must detect a single bit change in the data, image au-

thentication systems must remain tolerant to a range of modi�cations that are due to

commonly used operations on such data, including �ltering operations for enhancement

and lossy compression to reduce the size of the data by removing irrelevant informa-

tion (that is, details which are not perceptible) from it. In all, the above resulting

object will have di�erent pixel values from the original, but it remains perceptually

the same. Objects may be decompressed and re-compressed with a di�erent quality

level and still must remain veri�able if the object is not tampered with. In other words

an authentication system must be able to distinguish between acceptable and not ac-

ceptable changes and allow the veri�cation to succeed or fail, depending on the two

cases, respectively. Secondly, because of the very large size of data �les, and in many
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cases real-time nature of the data, very eÆcient systems are required. That is, the

authentication algorithm should only add a small overhead to the multimedia delivery

system.

An image authentication system consists of two algorithms, i) an authentication

algorithm which takes an image and some key information and generates an authenti-

cated image, and ii) a veri�cation algorithm that takes a candidate image and the key

information, and produces a true or a false result. The veri�cation algorithm must not

require the original image to verify a candidate image and should be able to localize

the modi�ed part if a candidate image is tampered. If the original image is available

in the veri�cation process, then a given image can be veri�ed by comparing to the

original and so watermarks or signatures are not required. However, the original image

must be securely transmitted to the veri�cation system and this is costly compared to

transmitting signatures or keys of watermarks which are signi�cantly smaller than the

image.

In some systems the authentication and the veri�cation algorithms do not share

secret information and all data which the veri�cation algorithm requires are public. In

other systems secret information must be transmitted to the veri�cation system using

a secure channel.

Image authentication systems can be broadly divided into watermarking system and

signature system. In the following we review these systems.

3.4.1 Watermarking Systems

In a watermarking system a watermark [124] signal is embedded into the image such

that it can be recovered even if the image undergoes a set of prede�ned operations

[128, 67]. Watermarking schemes are divided into two classes, i) robust watermarks,

which resist various image manipulations and ii) fragile watermarks, which are sensitive

to change in an image. For image authentication, watermarks must detect changes and

so fragile watermarks are used.

A watermark signal can be embedded in the pixel domain or in the transform do-

main using an algorithm such as the Discrete Cosine Transform (DCT) or the Discrete

Wavelet Transform (DWT). Watermarks would be required to survive image compres-

sion such as JPEG because it is most likely that images are compressed for eÆcient

transmission and storage. If the watermarking algorithm uses the same transformation

as an image compression system, it can be integrated into the compression system so
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that the image in the compressed form carries the watermark. Otherwise the water-

mark should survive image compression in general.

In the following text, we review a number of recently proposed fragile watermarking

systems to give examples of this technique. A more comprehensive information of image

watermarking can be found in the papers [128, 67, 106, 98].

Watermarking System by Wu et al.

Wu and Liu [124] proposed an authentication system in which a watermark is embedded

in the image by changing the DCT coeÆcients after the quantization phase of JPEG

compression. In the system, all possible DCT coeÆcient values are 
agged as either

0 or 1, and the value of a coeÆcient corresponding to the 
ag is used to embed a bit.

If the embedding bit matches the 
ag of the corresponding DCT coeÆcient value, the

coeÆcient is not modi�ed and if it does not, the coeÆcient is modi�ed to the closest

value, the 
ag of which matches the embedding bit. Embedding a watermark into the

DC and the low energy AC coeÆcients would result in blocking artifacts. The system

can locate the modi�ed regions of still images and motion pictures.

Watermarking System by P. W. Wong

In the Public Key Watermark system [122], an embedding signal is generated by cal-

culating exclusive-or of a bi-level watermark image and the hash value using MD5 [84]

from the original image. The signal is digitally signed by the private key of a public

key cryptosystem and is embedded in the least signi�cant bits of pixels in the original

image. The veri�cation system extracts the embedded signal, and veri�es it using the

public key. Then it calculates the hash value from the candidate image and recovers the

bi-level watermark image by calculating exclusive-or of the embedded signal and the

hash value. In this system the authentication algorithm uses only public information

and does not share secret information with the authentication algorithm. Since the

system uses MD5 and a public key cryptosystem that is sensitive to single bit changes,

the watermark will not survive lossy compression.

Watermarking System by J. Fridrich

The watermarking system [29] embeds watermark into the DCT coeÆcients. Assuming

that we embed r symbols of length m, the algorithm for embedding the watermark is

as follows.
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1. Divide the original image into 64� 64 blocks Bi where i 2 f1; 2; :::; ng.

2. Generate 64� 64 black-and-white patterns Pj where j 2 f1; 2; :::; mg by a pseu-

dorandom number generator (PRNG) using a secret key K.

3. Then smooth Pj using a low-pass �lter and make them DC-free.

4. Let t denote a threshold value. Then obtain m bits from Bi using Pj using the

following algorithm.

Algorithm 2 : Obtain bits from blocks

1: For each block Bi,i 2 f1; 2; :::; ng

2: For each pattern Pj,j 2 f1; 2; :::; mg

3: If jPj �Bij > t

4: bij = 1.

5: Else

6: bij = 0.

The value of t is chosen so that approximately half of bij are ones. In Fridrich's

paper [29], t = 2500 was used.

5. Generating and embedding watermark signal is as follows.

Algorithm 3 : Generating and embedding watermark signal

1: For each block Bi,i 2 f1; 2; :::; ng

2: Initially watermark signal Si is zero.

3: For m symbols

4: Generate a pseudorandom sequences

of length D + r using PRNG with key K,i,j,and bij.

5: According to a symbol to be embedded, choose a segment

of length D from the sequence of length D + r

where there are r possible choices.

6: Add the sequences of length D to Si.

7: Transform Bi using DCT.

8: Choose the middle D DCT coeÆcients and add Si to them.

The veri�cation algorithm executes steps 1 to 4 above. To extract the embedded

symbols in Bi, it generates a pseudorandom number sequence of D + r similar to the

watermark embedding in Algorithm 3. It calculates the cross-correlation of the shifted

versions of the pseudorandom number sequence of length D + r and D coeÆcients in
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Bi. The embedded symbol is determined by the amount of shift which gives the largest

correlation.

3.4.2 Signature Systems

The aim of a signature system is to extract some features (also called a signature, image

digest, or Message Authentication Code (MAC)) of the image that remain invariant for

images that have undergone prede�ned operations (e.g. JPEG compression to a given

quality level). The signature will be appended to the image and so an authenticated

image is a pair consisting of the image and a signature. For the generation and the

veri�cation of a signature, some systems use secret information. In these systems, the

extracted features form the MAC or authentication tag.

In the following, we review a number of signature systems that use the data in

di�erent domains to generate signatures, e.g. pixels [89], DCT coeÆcients [58, 126],

and wavelet coeÆcients [12].

Signature System by M. Schneider et al.

Schneider et al. [89] proposed a digital signature system for image authentication.

In their paper [89], the authenticity measure using features of images is de�ned as

follows. Let Io and Im be the original and a candidate image, and g(I) be a function

that computes a feature vector for image I. Then feature authenticity of Io and Im is

given by

Afeature = 1� jjg(Io)� g(Im)jj

where jjX � Y jj is the normalized distance between two feature vectors X and Y (the

distance between X and Y divided by the maximum possible distance of two feature

vectors). For example, Afeature is 0 if g(Io) and g(Im) has the maximum distance, and

Afeature is 1:0 if g(Io) = g(Im).

The system uses the intensity histogram to calculate the feature vector and public

key encryption algorithm to sign the feature data. The generation of a signature is as

follows.

Algorithm 4 : Generation of a signature

1: Compute a feature vector from Io by g(Io).

2: Compute H(g(Io)) where H() is a hash function.

3: Sign H(g(Io)) using the private key.
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Then choose a threshold value � which determines the degree of modi�cation that

is acceptable. The veri�cation of a signature is as follows.

Algorithm 5 : Veri�cation of a signature

1: Compute a feature vector from Im by g(Im).

2: Compute H(g(Im)).

3: Decrypt H(g(Io)) using the public key.

4: Compare H(g(Io)) and H(g(Im)).

5: If the di�erence between H(g(Io)) and H(g(Im)) is

equal to or smaller than �

6: output true (Im is authentic).

7: Else

8: output false (Im is not authentic).

The authors noted that if � 6= 0, then cryptographic hash functions cannot be used

for H() because they are sensitive to a single bit change.

To calculate the feature vector, the following method was used.

1. An image was divided into blocks.

2. The intensity histogram [31] was calculated for each block.

3. To calculate the distance of two feature vectors, Euclidean distance between

intensity histograms was used.

The authors suggested to embed the signature into an image using watermarking

techniques in the papers [65, 20].

SARI System by Lin et al.

C. Lin and S. Chang [58] proposed an authentication system in which an authenticated

image remains authenticated after JPEG compression and decompression. The system

exploits the fact that the relationship between DCT coeÆcients of the same frequency

in two blocks is invariant over JPEG compression.

The system is based on the following theorem.

Theorem 1 Assume Fp
(u;v) and Fq

(u;v) are DCT coeÆcients of two arbitrarily 8 � 8

non-overlapping blocks of image X, and Q(u;v) is the quantization table of JPEG lossy

compression 8u; v 2 f0; :::; 7g and p; q 2 f1; :::; }g, where } is the number of blocks

in X. De�ne �Fp;q
(u;v) = Fp

(u;v)
� Fq

(u;v) and � ~F
(u;v)
p;q = ~F

(u;v)
p � ~F

(u;v)
q where ~F

(u;v)
p
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is de�ned as ~F
(u;v)
p = rint(Fp

(u;v)=Q(u;v))Q(u;v) where rint() is an integer rounding

function.

Assume a �xed threshold k 2 <; 8u; v, and de�ne ~k(u;v) = rint( k

Q(u;v) ). Then, if

�Fp;q
(u;v) > k,

� ~F (u;v)
p;q uv �

(
~k(u;v) �Q(u;v); k

Q(u;v) 2 Z

(~k(u;v) � 1) �Q(u;v); k

Q(u;v) 62 Z

else if �Fp;q
(u;v) < k,

� ~F (u;v)
p;q uv �

(
~k(u;v) �Q(u;v); k

Q(u;v) 2 Z

(~k(u;v) + 1) �Q(u;v); k

Q(u;v) 62 Z

else �Fp;q
(u;v) = k,

� ~F (u;v)
p;q uv =

8>><
>>:

~k(u;v) �Q(u;v); k

Q(u;v) 2 Z

~k(u;v) �Q(u;v) or

(~k(u;v) � 1) �Q(u;v); k

Q(u;v) 62 Z

:

The MAC is obtained by choosing a sequence of threshold values for each pair (u; v)

and outputting one bit for each threshold value. The detail of the system is described

in Chapter 7.

Feature Extraction by Bhattacherjee et al.

Bhattacherjee and Kutter [12] proposed an authentication system that uses feature ex-

traction. The system transforms an image into wavelet coeÆcients using the Mexican-

Hat wavelets [12].

Let Mi(~x) be a wavelet coeÆcient at position ~x in subband i. Then the feature

detection function is given by

Pij(~x) = jMi(~x)� 
Mj(~x)j

where 
 = 2�(i�j). Let N~x denote a set of positions that are within radius r pixels of ~x

where r = 5 was used [12]. Then procedures to calculate feature points are as follows.

1. Position ~x is a candidate of a feature point if Pij(~x) = max~x0
2N~x

Pij(~x
0).

2. If the variance of the pixels in the n� n neighborhood of ~x is larger than a user-

de�ned threshold, ~x is a feature point. In [12], n = 7 and 10 was used for the

threshold.
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The authentication system inputs the original image Io and generates a set of feature

points So = f~x1; ~x2; :::g. The veri�cation system inputs a candidate image Im and So.

It generates a set of feature points Sm from Im and then compares ~x 2 Sm with ~y 2 So.

Two feature points are considered matched if j~x � ~yj < 2. If all feature points in So

and in Sm match then Im is considered as authentic.

The experiments [12] showed that the system detected modi�ed locations and sur-

vived JPEG compression of quality level 80%.

MAC by L. Xie et al.

Approximate Image Message Authentication Codes (IMACs) [126] uses Approximate

Message Authentication Code (AMAC) [32, 6]. The AMAC algorithm is a probabilistic

checksum which estimates the similarity of two messages using their Hamming distance

[126]. Let K denote a secret key and m be an input binary sequence of length l� r� s

where l is the AMAC length and r; s 2 N . The AMAC length must be large to provide

security and its typical value is 80 � l � 400. The generation of AMAC can be divided

into four stages, i) initialization, ii) formatting, iii) randomization, and iv) majority

bits calculations.

Initialization Initialize a pseudorandom number generator (PRNG) using K.

Formatting From m construct a binary matrix M consisting of l columns and r � s

rows.

Randomization The randomization algorithm is as follows.

Algorithm 6 : Randomization

1: Generate a random permutation list to permute l items

using the PRNG.

2: For all rows in M

3: Permute each row using the random permutation list.

4: Generate a (r � s)� l binary matrix R

consisting of random bits using the PRNG.

5: Calculate T =M �R where � is the XOR operation.

Majority bits calculations A majority bit is de�ned as the most frequent binary

symbol in a set of bits. This stage consists of two rounds of majority bits calcu-

lations.

The �rst round
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In the �rst round, l� r� s bits in T are reduced to l� s bits using majority bits

calculation. Let V denote a s � l binary matrix. Then the following algorithm

generates V .

Algorithm 7 : Majority bits calculation 1

1: Divide T into l � r matrices Ui,i 2 f1; 2; :::; sg.

2: For each Ui,i 2 f1; 2; :::; sg

3: For jth column of Ui,j 2 f1; 2; :::; lg

4: Obtain a majority bit from r bits in the column.

5: Set the majority bit to position (j; i) in V .

The second round

In the second round, l � s bits in V are reduced to l bits. The algorithm is as

follows.

Algorithm 8 : Majority bits calculation 2

1: For jth column of V ,j 2 f1; 2; :::; lg

2: Obtain a majority bit from s bits in the column.

3: Output the majority bit.

Let Io be the original image. Then the authentication system generates the AMAC

and the modi�ed image I 0o, which is distributed instead of Io. The algorithm is as

follows.

1. Divide an image I into 8 � 8 blocks and obtain the DC coeÆcients using the

DCT.

2. Construct a bit sequence from the most signi�cant bits of the DC coeÆcients and

calculate AMAC from the bit sequence using the secret key K.

3. Let t denote a user de�ned error tolerance value. Assuming that the DC coeÆ-

cient is [0; 255], divide the original DC coeÆcients in [0; 255] into two sets Dl and

Dh such that 0 � dl � 127 for dl 2 Dl, and 128 � dh � 255 for dh 2 Dh. Then dl

and dh are modi�ed as follows.

d0l =
127� t

127
dl

d0h =
127� t

127
(dh � 128) + 128 + t :

The modi�ed coeÆcients d0l and d0h are within the range [0; 127 � t] and [128 +

t; 255], respectively. The modi�cation is used to prevent the MSBs of the DC
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coeÆcients from changing due to acceptable operations such as JPEG compres-

sion. For example, if JPEG compression can change the values of coeÆcients by

1, then 127 may change to 128 and so the MSB changes from 0 to 1. If t = 1, all

coeÆcients are either in [0; 126] or [129; 255] and the MSBs of coeÆcients will not

change. In the JPEG compression case, the value t can be chosen to be t = 0:5q

where q is the JPEG quantization step for the DC coeÆcients.

4. Inverse-transform the modi�ed DCT coeÆcients and construct a new image I 0o.

The veri�cation system inputs a candidate image Im, the AMAC, and secret key

K. It calculates the AMAC from Im similar to the authentication algorithm and

compares it with the received AMAC. Using the Hamming distance of two AMACs,

the authenticity of Im is determined. The veri�cation system can tolerate bit changes

in the received image.

3.4.3 Evaluation

E. T. Lin et al. [60] give a list of desired properties of fragile watermarking systems.

Some applications may only require some of them. The properties are as follows.

1. A system must detect any tampering with high probability.

2. An embedded watermark should not be visible by human eyes. This property is

called Perceptual Transparency.

To make the watermark resistant against acceptable operations such as compres-

sion, the commonly used method is to increase the level of embedding signals.

This can degrade the image quality.

Signature systems do not have this problem because they do not modify images

(except [126]).

3. Detection should not require the original image. In many applications the original

image may not be available because they are immediately watermarked when

they are created. Since the original image will have a large size, storing and

transmitting such data using a secure channel is ineÆcient.

4. Veri�cation systems should be able to locate modi�cations.

5. The veri�cation systems should be able to characterize modi�cations. It should

be able to estimate the type of modi�cations such as the addition of edges. It

seems that not many system have this ability.
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6. Watermarks generated by di�erent keys should be orthogonal. That is, an em-

bedded watermark in an image that was generated by a particular key must be

detected only by using that key.

7. The watermarking key space should be large.

8. The watermarking key should be diÆcult to deduce from public information.

9. The insertion of a watermark by unauthorized parties should be diÆcult.

10. The watermark should be embedded in the compressed domain. Conversely, the

watermark should survive compression because images are commonly stored in

compressed form.

In many papers the computational costs of the systems are not taken into account.

For example, the wavelet transform is used in several systems [12, 125, 116] which

makes the systems computationally more expensive than an 8� 8 DCT.

M. Wu et al. [123] proposed an attack against trusted devices such as a scanner

and a digital camera, which insert a new fragile watermark in the image. The attacker

obtains an image and modi�es it. Then he either scans the modi�ed image using

the trusted scanner which inserts a new watermark into the scanned image, or takes

a picture of the modi�ed image using a trusted digital camera which embeds a new

watermark into the image taken. The authors suggested to use a pair of robust and

fragile watermarks. The robust watermark will survive under the operations such as

scanning or taking picture although the fragile one may not. The modi�ed and then

copied image will contain two watermarks, i.e. the original robust watermark and a

new one inserted by the device and so it is possible to detect the modi�ed one.

For signature systems, properties 1,3,4,5 in the above list are also appropriate. In

addition to these properties, it should be diÆcult to �nd more than one distinct input

images which will generate the same signature. That is, it should be diÆcult to �nd a

collision for signatures. We note that the diÆculty of �nding the input image from the

signature is not required for systems such as [12] although it is required for the systems

such as SARI which allows attackers to �nd collisions once the relationship between

the signature bits and pixels are revealed.

3.4.4 Concluding Remarks

The advantage of watermarking systems is that, unlike signature systems, there is no

need for a separate authenticator as the image carries the authenticating information
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with itself.

Watermarking systems that are used for authentication must be fragile. That is the

watermark must be destroyed (become irrecoverable) with the slightest change to the

image. However compression tolerance means that the watermark must survive changes

that are due to JPEG compression algorithm. Reconciling these two requirements,

that is fragility and compression tolerance, is a challenge that must be addressed in

this context. A number of systems have been proposed but many of the ones that

are based on fragile watermarks are less tolerant to JPEG compression [122, 29]. To

make the watermark resistant against compression, the level of noise embedded into

an image needs to be increased and so the image quality will be degraded.

Some watermarking systems such as [127] have been analyzed and shown to be

insecure [75] but many systems remain with no real security modeling or analysis.

3.5 Conclusion

We reviewed various secure compression systems and image authentication systems.

Many systems have been proposed but analysis of these systems has usually been ad

hoc. To correctly assess security of these systems, further research is required.

In the following chapters we examine attacks and propose new secure image com-

pression and image authentication systems.



Chapter 4

Attacks on Image Encryption Systems

4.1 Introduction

In recent years, numerous systems that incorporate encryption in the MPEG (Moving

Picture Experts Group ) [42] compression system have been proposed [55, 107, 79, 92,

93, 95, 94]. MPEG is one of the most widely used compression standards for video

data. The proposed schemes use a range of approaches including selective encryption

of parts of the stream and permutation of transform coeÆcients which can completely

mask the data. The schemes can e�ectively reduce computation and delay but degrade

the compression performance and o�er di�ering degrees of security. Although it is

straight forward to measure the drop in compression as a result of adding encryption,

it is much harder to assess security of the systems. In particular it is misleading to use

the length of the key as a measure of security.

In this chapter we show new attacks on the MPEG encryption systems. Firstly,

we demonstrate an attack on MPEG encryption systems that use random permutation

lists. Then we show a method to recover encrypted DC coeÆcients from AC coeÆ-

cients and demonstrate that if AC coeÆcients are known, encrypting DC coeÆcients

is ine�ective. Finally, we conclude.

4.2 Chosen DCT CoeÆcients Attack on MPEG En-

cryption Schemes

In this section we present a chosen DCT coeÆcients attack against encryption systems

by L. Tang [107] and S. U. Shin et al. [95], which use a random permutation of DCT

coeÆcients. This approach is usually complemented by other methods to enhance

the security. We show that by using a number of well chosen sequences of transform

coeÆcients it is possible to derive the secret permutation.

55
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Firstly, we brie
y review the MPEG encoding and then outline encryption schemes

using random permutation lists in Section 4.2.1. In Section 4.2.2 we present our attack

and in Section 4.2.3 conclude the section.

4.2.1 Encryption Using Random Permutation

The basic approach in random permutation schemes used by Tang [107] and Shin et

al.[95], is to replace the zig-zag scan with a random permutation. The key is used to

select the permutation from a set of possible permutations and use it to read elements

of an 8 � 8 array matrix of the quantized DCT coeÆcients of the 8 � 8 pixel block.

This method is applied to all I-blocks [107] and only I-frames [95].

Since quantized DC coeÆcients are signi�cantly larger than other coeÆcients, Tang

[107] proposed splitting each DC coeÆcient into two 4-bit numbers corresponding to the

most signi�cant 4 bits and the least signi�cant 4 bits respectively. One number is stored

as the DC value and the other replaces the coeÆcient corresponding to the highest

frequency. The highest frequency coeÆcient can be replaced because it is known that

the visual importance of this coeÆcient is negligible. As additional security measures,

[107] suggests encrypting DC coeÆcients using a block cipher such as DES by forming

a block of eight DC coeÆcients. We note that DES is no longer considered to be secure

[27, 37]. An alternative proposed method [95] is to encrypt the sign-bit of every DC

coeÆcient in an 8� 8 block. We will be mainly interested in random permutation.

Decryption

To decrypt an MPEG stream that is encrypted using random permutation, the inverse

permutation is used to recover the original order of the 64 DCT coeÆcients and then

the Inverse Discrete Cosine Transform (IDCT) is applied to the result.

Let S = (si); i 2 f0; 1; : : : 63g denote a 1�64 vector of input DCT coeÆcients, and

Q = (qi;j); i; j 2 f0; 1; : : : 63g denote the 64� 64 inverse permutation. Q is a zero-one

matrix with exactly one non-zero entry in each row and column.

Let B = (bi); i 2 f0; 1; : : : 63g, denote a 1 � 64 vector corresponding to the 64

inverse-permuted DCT coeÆcients. Then we have,

B = S �Q : (4.1)

For the variant [95] that does not permute the DC coeÆcient, the �rst row and

column of Q are of the form : q0;0 = 1, q0;j = 0; j 2 f1; 2; : : : 63g and qi;0 = 0; i 2
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f1; 2; : : : 63g and the sub-matrixQ0 = (qi;j); i; j 2 f1; 2; : : :63g, is a permutation matrix

of size 63.

Inverse DCT

The decoder performs an IDCT on the recovered DCT coeÆcients.

Let Ĉ denote the 8�8 transform matrix of the IDCT and B̂ denote the 8�8 matrix

de�ned from B where b̂i;j = b8i+j; i; j 2 f0; 1; : : : 7g.

The range of bi; i 2 f0; 1; : : : 63g in the MPEG decoder [70] bi; 8i 2 f0; 1; : : :63g is

limited to �127 � bi � 127 for MPEG-1 and �2048 � bi � 2047 for MPEG-2.

Let D̂, de�ned from D as d̂i;j = d8i+j; i; j 2 f0; 1; : : :7g, denote the 8� 8 matrix of

pixel values after the IDCT.

In the MPEG decoder [70] d̂i;j obtained from IDCT output is limited to �127 �

d̂i;j � 127; 8i; j 2 f0; 1; : : : 7g. If the result of calculations produces a value outside this

range, it is set to �127 when d̂i;j < �127 and to 127 when d̂i;j > 127.

So we have,

D̂ = ((B̂ � Ĉ)T � Ĉ)T (4.2)

which means that the two dimensional DCT is performed as two one dimensional

DCTs, the �rst applied to each row and the second to each column.

4.2.2 Chosen DCT CoeÆcients Attack

A naive security evaluation of the system is performed by counting the number of

possible permutations (size of the key space) and arguing that as long as �nding the

key by exhaustive search is infeasible, the scheme is secure. Tang [107] noted that if

the attacker knows the plaintext corresponding to a ciphertext he can �nd the key.

However no details of how such an attack would work, or experiments supporting this

claim was presented. The systems proposed by Tang [107] and Shin et al.[95] are both

based on random permutation and were both claimed to provide suÆcient security.

We assume the following scenario. The attacker has obtained a decoder with a

secret key set in the device, and aims to recover the key. He constructs a number

of vectors of attack DCT coeÆcients and runs each vector through the decoder. By

studying the output of the decoder, the attacker can �nd out the secret key. This

attack scenario is called a chosen-ciphertext attack and is commonly used in security

assessment of cryptosystems.
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The attack exploits the fact that the structure of the MPEG stream is not hidden.

In the permuted DCT scheme all data other than the DCT coeÆcients, including

header parts, are not encrypted and so the attacker can modify the MPEG stream by

replacing the permuted DCT coeÆcients with any value of his choice.

The basic idea is to construct a vector of 64 DCT coeÆcients which, after decoding,

can reveal one or more moves of the original permutation. A move of P is de�ned by

a pair (i; j) where i is the initial position of the element and j is the position after

application of P .

Consider a vector S of 64 DCT coeÆcients such that there are n distinct values in

the vector. If S is given to the decoder, the decoder applies the inverse permutation

to �nd the original order of coeÆcients, and recover an image I 0 from the inverse-

permuted coeÆcients. Next the attacker �nds the DCT transform of I 0, and compares

it with the original vector S. If the original n distinct coeÆcients can be unambiguously

determined among the DCT coeÆcients of I 0, then n; 0 � n � 63, moves of the inverse

permutation Q (and hence in the permutation P ) can be recovered.

An I-frame of MPEG-1 with 352 � 240 � 30 frames per second (fps) de�ned in

Source Input Format (SIF) contains 330 macro-blocks (352=16 = 22; 240=16 = 15; 22�

15 = 330) and 330 � 6 = 1980 blocks. If each block reveals the position of a single

coeÆcient and the permutation is unchanged for d64
n
e blocks then it is possible to �nd

the permutation.

Distinct DCT CoeÆcients

We can summarize the above procedure by starting from S, using the decoder on

S which �rst calculates Q(S) and then I 0 = IDCT (Q(S)). Now the attacker �nds

DCT (I 0) = Q(S), and by comparing it with S, he can recover some moves of the

permutation.

However because of inaccuracies resulting from DCT, IDCT and quantization, the

DCT (I 0) might be di�erent from Q(S) and so it might not be easy to distinguish all

moves. To be able to accurately determine a move of P there must be no uncertainty

about the coeÆcient values calculated in DCT (I 0). This means that S must be chosen

such that js1� s2j � �; s1; s2 2 S, � a positive number, so that after all transformation

steps, their identities remain distinguishable in DCT (I 0).

Let X = fx0; x1; : : : ; xn�1g be a set of n distinct integers such that the minimum

distance between two elements is bounded, that is, m � jxi � xjj for all xi; xj 2 X

where i 6= j.
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Let an integer u be u =2 X and minxi
ju� xij � m.

Then S for the attack coeÆcients vector is chosen such that s0 = x0, s1 = x1, : : : ,

sn�1 = xn�1, sn = u, : : : , s63 = u. That is, the DCT coeÆcients are such that n

coeÆcients are x0; x1; : : : ; xn�1 and 64� n coeÆcients are u where n < 63.

Experiments

We conducted an experiment using an MPEG-2 coder program [70]. The �rst coeÆcient

vector was, B = (bi), b0 = 64; bi = �8; i 2 f1; 2; : : : 63g. That is, n = 1, x0 = 64 and

u = �8. Other attack coeÆcients vectors were 63 non-identity permutations of the

�rst vector. In each permutation the value \64" appeared in a di�erent position :

that is, 63 other vectors, B(1); � � �B(63), where B(j) = (b(j)) were de�ned by b
(j)
j = 64,

b
(j)
i = �8; i 2 f0; 2; : : : 63g; i 6= j. In the experiment, only I-frames were encrypted

and the same permutation was used to encrypt a single I-frame. Each vector recovered

a single move and to recover the entire permutation, only 63 blocks were needed. To

reduce the e�ect of inaccuracy due to quantization we used the intra-quantization

matrix table given by 0
BBBBBBBBBBBBBBB@

1 1 1 1 1 1 1 1

1 1 1 1 1 1 1 1

1 1 1 1 1 1 1 1

1 1 1 1 1 1 1 1

1 1 1 1 1 1 1 1

1 1 1 1 1 1 1 1

1 1 1 1 1 1 1 1

1 1 1 1 1 1 1 1

1
CCCCCCCCCCCCCCCA

Using this matrix means that no scaling of the coeÆcients will be used (hence a

considerable reduction in compression performance). In the chosen coeÆcient attack,

the attacker can choose coeÆcients and the quantization matrix table as well.

Discussion

We have shown that as long as the permutation remains unchanged for 64 blocks the

random permutation can be revealed. Optimizing the attack allows recovery of more

than one move per attack DCT coeÆcient vector and e�ectively reduces the number

of required attack coeÆcient vectors. Finding the least number of such vectors gives a

bound on security of the system.

In the scheme by [107], an added security measure is the encryption of blocks of 8

DC coeÆcients using DES (Data Encryption Standard [38]). Finding DC coeÆcients
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therefore requires �nding the DES key or �nding plaintext for a DES encrypted block

which is well studied in the literature (such as [66]). However correctly recovered AC

coeÆcients could reveal edge information in an image as shown in Figure 7 in the paper

[107]. It is also worth noting that this is a relatively expensive system as for 8 image

blocks (8�64 = 512 pixels) one DES encryption is required. For example, for 352�240

frame size and one I-frame / sec MPEG stream, at least 1980=8 � 247 DES blocks need

to be encrypted in every second. In [95], the added security measure is encrypting the

sign bits of DC coeÆcients using a RC4 [85, 86] stream cipher. That is, the sign bits

are XORed with the output of RC4. However the attack described in this chapter can

recover the sign bits by simply XORing the sign bits of the original DC coeÆcients and

the ones obtained by the attack. This is because the key for the RC4 stream cipher is

chosen independently from the input MPEG data and so the same key is used for the

attack coeÆcient vectors. This means that this system is completely insecure under

the above chosen attack coeÆcients (the attack coeÆcients must be chosen such that

the DC coeÆcient is non-zero).

Another proposed technique for improving security has been splitting DC coeÆ-

cients which again will become ine�ective when the permutation is found and the DC

coeÆcient is reassembled. The above analysis suggests extra measures, such as hiding

quantization table or structure of MPEG stream, must be used to provide reasonable

security.

4.2.3 Concluding Remarks

As shown above, chosen DCT coeÆcients attack can discover not only the random

permutation used in the coder but also the encryption of sign-bits. If the permutations

and the encryption of sign-bits are known, the attacker is able to recover the encrypted

stream.

4.3 Recovering the DC CoeÆcient in Block-based

Discrete Cosine Transform

MPEG encryption systems [107, 95] apply a secret permutation to DCT coeÆcients.

However in each block, the DC coeÆcient carries most of the signal energy and is much

larger than the other coeÆcients and so it is easily distinguishable after permutation.

If the DC coeÆcients of blocks are known, a low resolution version of the image can
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be constructed. This means that permutation of the AC coeÆcients cannot make the

image incomprehensible. The two proposed methods [107, 95] use a strong encryption

algorithm to encrypt the DC coeÆcients of blocks while permuting the other coeÆ-

cients. The method is claimed to produce images that are incomprehensible, and so

the scrambled images do not leak any information to outsiders.

We examine whether or not it is possible to recover the DC coeÆcients of image

blocks when only the AC coeÆcients are known and then �nd the quality level of the

recovered images. In Section 4.3.1, we review properties of DCT that are useful for our

attack. In Section 4.3.2, the DC recovery attack is developed and Section 4.3.3 reports

on the results of experiments. Finally we conclude our results.

4.3.1 Properties of DCT CoeÆcients

Block-based DCT

Let us consider an N �N image block [X], where xij is the value of the pixels in the

ith row and the jth column. Further, let the maximum possible value of a pixel in the

image be xmax and the smallest quantization increment of a pixel value be xmin. The

DCT of the pixel block is given by the matrix [C],

[C] = [A][X][A]t (4.3)

where [A] is the matrix of DCT basis vectors. The image block is recovered through

the inverse transform as,

[X] = [A][C][A]t : (4.4)

Let [C]DC and [C]AC denote N � N matrices of DCT coeÆcients where all AC coef-

�cients in [C]DC are zeros and the DC coeÆcient in [C]AC is zero, respectively. Let

[X]DC and [X]AC be [X]DC = [A][C]DC [A]t and [X]AC = [A][C]AC [A]t, respectively.

Then for a given image block k, the pixel values can be written as a decomposition

into a DC and an AC component. Thus,

[X]k = [X]DC
k + [X]ACk : (4.5)

Let F
(i;j)

k be a DCT coeÆcient of a block K at (i; j) position. Of course, [X]DC
k is

constant over all i; j 2 N and its components are given by,

(xDC)
(i;j)

k = A � F
(1;1)

k ; where A =
1

N2
: (4.6)
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Hence in the case of JPEG where the block size is 8� 8, the multiplying factor is 1
64
.

The dynamic range of the DC coeÆcients has been shown [16] to be

�DC =
xmax

xmin

�N2 : (4.7)

The AC coeÆcients can have both positive and negative values with dynamic range

given by,

�AC(i; j) =
xmax

xmin

�

PN

n=1 jF
(i;n)j

PN

n=1 jF
(j;n)j

jF
(i;n)

(min)
jjF

(j;n)

(min)
j

) : (4.8)

The dynamic range of the AC coeÆcients varies from coeÆcient to coeÆcient.

Relationship between DC CoeÆcients of Neighboring Blocks

The DC coeÆcient of an image block represent the mean value of pixels in the image

block. These DC values can construct a decimated ( and low-pass �ltered) version

of the original image. For a natural image, the pixel level correlation structure is

carried over to the low-pass �ltered version of the image. In the smooth areas of the

image, the prediction error of a �rst-order predictor is small and large prediction errors

are observed around the edges. In general, the values of pixels in [X]ACk has been

modeled as a zero-mean Laplacian distributed random variable, p(x) = �

2
e��jxj, whose

distribution generally has a small variance.

As shown in equation (4.5), the pixel values can be decomposed into DC and AC

parts. The DC part is constant while the AC part is the mean-removed pixel value. A

large dynamic range for the AC part constrains the DC part to a small value since the

total dynamic range cannot exceed that of the pixels. We summarize these considera-

tions into two properties.

Property 1 The di�erence between two neighboring pixels is a Laplacian random

variable with zero mean and small variance.

Property 2 The dynamic range of [X]AC constrains the value of [X]DC because 0 �

x(i;j) � xmax; x
(i;j) 2 [X] and [X] = [X]DC + [X]AC . In particular large dynamic

range for [X]AC implies small values for [X]DC . The converse is also true.

A pixel is in the neighborhood of pixel xij if it belongs to � = fx(i+1)(j�1); x(i+1)j ;

x(i+1)(j+1); xi(j+1); xi(j�1); x(i�1)(j�1); x(i�1)j; x(i�1)(j+1)g.
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Let T (k) and T (k+1) denote two adjacent 8� 8 pixel blocks, with pixel values given

by x
(k)

ij and x
(k+1)

ij , respectively.

T (k) =

0
BBBBB@

x
(k)
11 x

(k)
21 � � � x

(k)
81

x
(k)
12 x

(k)
22 � � � x

(k)
82

...
...

...
...

x
(k)
18 x

(k)
28 � � � x

(k)
88

1
CCCCCA

T (k+1) =

0
BBBBB@

x
(k+1)
11 x

(k+1)
21 � � � x

(k+1)
81

x
(k+1)
12 x

(k+1)
22 � � � x

(k+1)
82

...
...

...
...

x
(k+1)
18 x

(k+1)
28 � � � x

(k+1)
88

1
CCCCCA

:

The two blocks can be horizontally or vertically adjacent. Given the distribution of

the di�erence of two adjacent pixels, the di�erence between the two neighboring pixels,

is likely to be zero. Let (p(k); p(k+1)) denote a pair of neighboring pixels, where p(k) is

in T (k) and p(k+1) is in T (k+1).

The two pixels can be related as,

p(k) = p(k+1) + " (4.9)

where " has zero mean. In the following we will show that when (4.9) holds, the DC

signals of the two blocks can be related through the values of the AC signals in the

two blocks.

Assume the coeÆcients, F
(i;j)

k ; i; j 2 f1; 2; : : : ; 8g and F
(i;j)

k+1 ; i; j 2 f1; 2; : : : ; 8g are

known, except for the DC coeÆcient, F
(1;1)

k+1 of block k + 1. That is, xACk , xDC
k and

xACk+1 are known but xDC
k+1 is unknown. We apply the inverse-transform to the AC

coeÆcients of the two blocks to obtain the matrix of DC-free pixels values, �(k) and

�(k+1), corresponding to XAC
k and XAC

k+1, respectively.

Let (�(k); �(k+1)) denote a pair of neighboring DC-free pixel values of the pair

(p(k); p(k+1)).

From equation (4.5) and (4.6), we have :

p(k) = �(k) + A � c
(k)
11

p(k+1) = �(k+1) + A � c
(k+1)
11 : (4.10)

From equation (4.9),

�(k) + A � c
(k)
11 � �(k+1) + A � c

(k+1)
11
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c
(k+1)
11 �

�(k) � �(k+1)

A
+ c

(k)
11 : (4.11)

Hence, since �(k), �(k+1) and c
(k)
11 are known, the value of c

(k+1)
11 can be found.

4.3.2 Recovering the DC CoeÆcients in a Block-based DCT

Estimating the DC CoeÆcient of a Block

The relationship (4.11) between the DC coeÆcients of two neighboring blocks holds

only if we know a pair of neighboring pixels that satisfy (4.9). If the actual pixel values

of adjacent blocks are unknown but their DC-free values are given, we can use equation

(4.11) to estimate the DC value of one block in terms of its neighbors.

Consider DC-free values of pixels in two adjacent blocks. We use equation (4.11)

on pairs of horizontally neighboring pixels to obtain estimates of c
(j+1)
11 from pairs

(�
(j)
i ; �

(j+1)
i ); i 2 f1; : : : ; 8g, and then obtain a �nal estimate as the average of all such

estimates. The following diagram shows the DC-free pixel values of two columns of

two adjacent blocks.

: : : �
(j)
1 �

(j+1)
1 : : :

: : : �
(j)
2 �

(j+1)
2 : : :

: : :
...

... : : :

: : : �
(j)
8 �

(j+1)
8 : : :

Suppose the jth block is the reference block and let �j+1 = c
(j+1)
11 � c

(j)
11 denote the

estimated adjustment for pixels in the j + 1th block. Then, we use

�j+1 =

P8

i=1(�
(j)

i � �
(j+1)

i )

8 � A
(4.12)

as the �nal estimate of the di�erence and the corrected pixel values �0(j+1) are calculated

as

�0(j+1) = �(j+1) + A ��j+1 : (4.13)

The noise induced by this estimation can be reduced by taking an average over a

number of pixels. This method will perform well only if condition (4.9) is satis�ed for

most of the pixel pairs used in the estimation.

We only considered horizontal and vertical neighbors. If there is a horizontal line

across an image, the di�erence between two neighboring pixels along the line will be

zero but for two vertically neighboring pixels, one on the line and the other next to
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the line, the di�erence will not be zero and so the estimates in equation (4.12) will be

poor. In the following section, we show how to improve the accuracy of estimation in

the above situation.

Improving the Algorithm

Estimating the DC value as above works well if horizontally (vertically) neighboring

pixels in two adjacent columns (rows) have close values. For regions such as Lena's

hat in Figure 4.1, with high variation in horizontal and vertical directions but smooth

in diagonal directions, the algorithm will produce poor estimates. In the following we

modify the algorithm to �nd the smoothest direction among the horizontal, vertical

and the two diagonal directions, and use it to �nd an estimate of the DC value.

Figure 4.1: Gray scale Lena picture.

The basic idea is to consider three sets of pixel pairs in two adjacent columns (rows)

that correspond to horizontal (vertical) and two diagonal directions, and use the mean

square error to choose the smoothest direction.

Let T (k) be the block adjacent to T (j) in horizontal (vertical) direction. (For two

horizontally adjacent blocks k = j + 1 and for two vertically adjacent ones k = j + l

where l is the number of blocks in one row.) The three sets of pixels are: i) (�
(j)

i ; �
(k)

i )

where 1 � i � 8 (pattern 1 in Figure 4.2), ii) (�
(j)
i+1; �

(k)
i ) where 1 � i � 7 (pattern 2 in

Figure 4.2), and iii) (�
(j)

i ; �
(k)

i+1) where i, 1 � i � 7 (pattern 3 in Figure 4.2). Then the

smoothest direction among the three possibilities is chosen to estimate the DC value.

Consider 3 vectors consisting of pixels in �(j) and 3 vectors of pixels for �(k) as

�
(j)
1 = (�

(j)
1 ; �

(j)
2 ; : : : ; �

(j)
8 )

�
(j)
2 = (�

(j)
2 ; �

(j)
3 ; : : : ; �

(j)
8 )
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Patterns

1 2 3

Figure 4.2: Possible pixels patterns at the border in the case of a pair of horizontally

neighboring blocks.

�
(j)
3 = (�

(j)
1 ; �

(j)
2 ; : : : ; �

(j)
7 )

and

�
(k)
1 = (�

(k)
1 ; �

(k)
2 ; : : : ; �

(k)
8 )

�
(k)
2 = (�

(k)
1 ; �

(k)
2 ; : : : ; �

(k)
7 )

�
(k)
3 = (�

(k)
2 ; �

(k)
3 ; : : : ; �

(k)
8 ) : (4.14)

The above 3 sets of pairs are �
(j)
v and �

(k)
v , where v = 1; 2; 3.

Then the algorithm to calculate the DC is as follows.
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3. Calculate the mean square di�erence of �̂
(j)
v and �̂

(k)
v as follows.


v = (1=t)(�̂(j)
v � �̂(k)

v )2 : (4.17)

where t = 7 when v = 1, and t = 8 otherwise.

4. Find minv 
v and the corresponding �
(j)
v and �

(k)
v .

5. Assuming that the j th block is the reference block and the pixels in the k th

block are adjusted, the adjustment value �k is given by

�k =
M

(j)
v �M

(k)
v

A
: (4.18)

and the new pixel values �
0(k)

i are calculated as

�
0(k)
i = �

(k)
i + A ��k : (4.19)

Bounding the DC Value of a Block

Property 2 can be used to bound the dynamic range �(j) of the DC coeÆcient of a

block. Let the pixels �(j) in block T (j) have the range,

�
(j)

min � �(j) � �(j)max (4.20)

and assume the possible values of pixels are in the interval,

0 � p
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i � tmax; 8j; i : (4.21)

Then the following must hold.
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From equation (4.20) and (4.22),
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Recovering the DC Value of the Image

Using the result of Sections 4.3.2 and 4.3.2 we describe an algorithm that recovers DC

signal of blocks. The two steps of the algorithm, that is estimating relative values of

DC signals and then estimating the actual DC signal, are described in the following

two sections.

Adjusting Relative Values of the DC Signals

We use the methods described in Section Estimating the DC coeÆcient of a block (p.64)

to estimate the relative DC signals of blocks in an image in terms of their adjacent

blocks. If the DC signals of all blocks are unknown, then without loss of generality we

assume the top left block in the image is the reference block. The range of the DC

signal for the block can be obtained from equation (4.25). We calculate the DC signals

of all other blocks in terms of the DC signal of the reference block.

We note that to use the algorithm in Section Estimating the DC coeÆcient of a

block to �nd an estimate for [X]DC
j , we may choose one of the 4 possible adjacent

blocks. This means that to cover all blocks in the image starting from a reference

block, various paths through the image blocks can be considered.

As noted earlier, to estimate the DC value of a block, one or more of its neighboring

blocks can be used. The algorithm below is an example of systematically adjusting all

blocks of an image.

1. First pass

(a) The block in the upper left corner of the image is chosen as the reference

block. Blocks in the �rst row are considered from left to right, and in each

case its DC value is adjusted with respect to its left block.

(b) The rows below the �rst are adjusted similarly to the above but each block,

except the left-most ones, is compared to its upper and left blocks and is

adjusted based on the average of the 2 estimated adjustment values. For a

left-most block, only its upper block is considered.

2. Second pass

(a) The block in the upper right corner of the image with its DC value adjusted

in the �rst pass, is chosen as the reference block. The �rst row of blocks is

adjusted from right to left. The DC of each block is calculated relative to

its left block.
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(b) The rows below the �rst are adjusted similarly to the above but each block,

except the right-most ones, is compared with its upper and right blocks and

is adjusted based on the average of the 2 adjustment values. For a right-most

block only its upper block is considered.

3. Third pass

(a) The block in the bottom left corner of the image with its DC value adjusted

in the second pass, is chosen as the reference block. Then the blocks at

the bottom row are considered from left to right. The DC of each block is

calculated with reference to its left block.

(b) The rows above the bottom row are adjusted similarly to the above, but

each block, except the left-most ones, is compared with its lower and left

blocks and is adjusted using the average of the two adjustment values. For

a left-most block only its lower block is considered.

4. Fourth pass

(a) The block in the bottom right corner of the image with its DC value adjusted

in the third pass, is chosen as the reference block. The �rst row of blocks is

adjusted from right to left. The DC of each block is calculated with reference

to its left block.

(b) The rows above the bottom are adjusted similarly but each block, except the

right-most ones, is compared with its lower and right blocks and is adjusted

based on the average of the two adjustment values. For a right-most block

only its lower block is considered.

Adjustment of the Pixel Dynamic Range

After the relative adjustment of the DC values of all blocks, it is necessary to �nd the

actual values of the DC signal for the entire image. The adjustment in the previous

section does not take into account possible range of pixels in a block and so during the

adjustment some pixels in the image may move outside the valid pixel range.

The range of DC signal in each block can be obtained from equation (4.25). The

e�ective range of c
(j)
11 , the DC value of the reference block, is the smallest range of all

blocks. This is because changing c
(1)
11 from 0 to � > 0, adds the same value to all c

(j)
11

for all j = 2; : : : , and the new value of c
(j)
11 must stay within the dynamic range, �(j).
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The dynamic range of the pixels may be larger than the valid pixel range due to

the inaccuracy in the recovery. To �t all pixel values within the valid range, either

all pixel values must be scaled or only the pixel values outside the valid range must

be adjusted. The exact value of [X]DC
1 will be determined in a subjective way and by

examining the quality of the resulting image.

4.3.3 Experiment Results

In this section we show the distribution of di�erences of neighboring pixels and the

results of DC recovery experiments. For our experiments, we used four gray scale

images, airfield256x256.pgm (256 � 256 pixels), mandoril.pgm (512 � 512 pixels),

lena.pgm (512� 512 pixels), and peppers.pgm (512� 512 pixels).

Distribution of Di�erences of Pixels

The list below shows the means and standard deviations of di�erences of neighboring

pixels and the pixel value ranges in the images. Figure 4.3 shows the distribution of the

di�erences of neighboring pixels. From the results, it can be seen that the distribution

of the di�erences were a zero-mean Laplacian.

Image Mean Std. dev Pixel range

airfield256x256.pgm 0.04 33.9 0 - 255

mandoril.pgm -0.18 34.9 0 - 255

lena.pgm 0.01 11.5 24 - 245

peppers.pgm -0.35 19.5 0 - 225

DC Recovery Experiments

We used the algorithms described in Section 4.3.2 to recover the images whose DCT

coeÆcients, excluding the DC coeÆcient, are given. The steps used for the experiments

were as follows.

1. Transform the image using the 8� 8 two dimensional DCT.

2. All the DC coeÆcients are set to 1023, which is the middle value of the dynamic

range of DC.

3. The methods described in Section Estimating the DC coeÆcient of a block ,

Improving the algorithm , Adjusting relative values of the DC signals and Ad-

justment of the pixel dynamic range , were used to recover the DC values.
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Figure 4.3: The distribution of di�erences of neighboring pixels in

airfield256x256.pgm (left top), mandoril.pgm (right top), lena.pgm (left bot-

tom), and peppers.pgm (right bottom).

DC Recovery When All DC CoeÆcients Are Unknown

Table 4.1, Figure 4.4, Table 4.2, and Figure 4.5 summarize the recovery results for

the two algorithms described in Section Estimating the DC coeÆcient of a block and

Improving the algorithm .

Table 4.1: Quality of the recovered images using the method in Section Estimating the

DC coeÆcient of a block .
Image PSNR

air�eld256x256.pgm 23.1 dB

mandoril.pgm 18.2 dB

lena.pgm 22.9 dB

peppers.pgm 17.7 dB

DC Recovery When Some of the DC CoeÆcients Are Known

In the row direction, the DC values of the odd position blocks were set to 1023, and

the even position blocks keep the original DC values. Hence half of all blocks have

their DC coeÆcients destroyed. The steps used for the experiment were as follows.

1. Transform the image using an 8� 8 two dimensional DCT.

2. Half of the DC coeÆcients are set to 1023.
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Figure 4.4: The images recovered by the method in Section Estimating the DC co-

eÆcient of a block . airfield256x256.pgm (top left), mandrill.pgm (top right),

lena.pgm (bottom left) and peppers.pgm (bottom right).

3. The methods in Section Improving the algorithm , Adjusting relative values of

the DC signals and Adjustment of the pixel dynamic range , were used to recover

the DC values.

Table 4.3 and Figure 4.6 show the recovery results with half of the DC coeÆcients

of the images.

4.3.4 Another Application of DC Recovery

DC recovery can be used to reduce the number of DC coeÆcients that are encoded when

an image is compressed. Since DC coeÆcients can be recovered from AC coeÆcients,

it is not necessary to encode all DC coeÆcients. This can be used to reduce the size

of compressed data or to embed information in the image by encoding data instead of

DC coeÆcients.

Since encoding no DC coeÆcient would result in poor image quality, the number of

DC coeÆcients that are encoded can be chosen according to the required image quality.

If half of the DC coeÆcients of four images, airfield256x256.pgm mandoril.pgm
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Table 4.2: Image quality of the recovered images using the method in Section Improving

the algorithm .
Image PSNR

air�eld256x256.pgm 23.5 dB

mandoril.pgm 17.7 dB

lena.pgm 23.8 dB

peppers.pgm 18.6 dB

Table 4.3: Quality of the recovered images with half of the DC coeÆcients in the image.
Image PSNR

air�eld256x256.pgm 32.1 dB

mandoril.pgm 31.0 dB

lena.pgm 37.1 dB

peppers.pgm 34.4 dB

lena.pgm and peppers.pgm are encoded, the recovered images and their PSNRs are

shown in Figure 4.6 and Table 4.3.

Table 4.4, 4.5, and 4.6 show the size of the entropy-coded DC coeÆcients of the

images airfield256x256.pgm mandoril.pgm lena.pgm and peppers.pgm To obtain

the data, the command cjpeg [111] was used with the quality level 50%, 75% and 90%

with the default quantization table. The DC size shows the size of entropy-coded DC

coeÆcients (i.e. the di�erence of a DC coeÆcient from the previous one) using the

Hu�man coder and the ratio of the size of encoded DC coeÆcients to the �le size in

percent. The DC size in the table shows the maximum size to be reduced using DC

recovery.

To recover DC coeÆcients, the decoder needs to obtain all AC coeÆcients. If AC

coeÆcients in a block are lost (for example, due to transmission errors), the estimation

of DC coeÆcients in the block will be inaccurate and so the recovered image will have

low quality.

Table 4.4: The sizes of the JPEG �le and encoded di�erential DC values in the �le for

image quality=50%.
Image JPEG size (bytes) DC size (bytes) Ratio of DC in the �le

air�eld256x256.pgm 12935 807.5 6.2%

mandoril.pgm 50836 2905.375 5.7%

lena.pgm 20918 2959.875 14.1%

peppers.pgm 8072 829.875 10.3%



4.3. Recovering the DC CoeÆcient in Block-based Discrete Cosine Transform 74

Figure 4.5: The images recovered by the method in Section Improving the algorithm

. airfield256x256 (top left), mandrill (top right), lena (bottom left) and peppers

(bottom right).

4.3.5 Concluding Remarks

We showed that if block based DCT is used on images, then it is possible to �nd an

estimate of the DC signal of a block from the AC signal of that block and the complete

signal of its neighboring blocks. The method selects the smoothest direction of natural

images and only considers horizontal, vertical or diagonal direction. It is possible to

increase the number of directions, for example, using every 5 degree direction, to obtain

a more precise direction of smoothness and hence a better estimate of the DC signal.

An application of the results of this section is a new attack on DCT encryption

systems. It has been argued that DCT encryption systems that use permutation of the

AC coeÆcients together with encryption of the DC coeÆcients provide high security

and result in incomprehensible images. Using the attack in Section 4.2 together with

the results in this section shows that the claimed level of security of the systems [107, 95]

does not hold.

Another interesting application of the results is that in JPEG it is not necessary to

encode DC signals of all blocks. Rather it is suÆcient to encode the DC signal of some

of the blocks and in the recovery phase, use methods similar to those described in this
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Figure 4.6: The images recovered from the half of DC signals by the method in Im-

proving the algorithm . airfield256x256.pgm (top left), mandrill.pgm (top right),

lena.pgm (bottom left) and peppers.pgm (bottom right).

section to �nd the remaining ones. This results in some loss of quality, but a higher

compression ratio at the cost of increased computation for decoding. For example,

encoding only half of the DC coeÆcients results in a 37 dB image quality (Section

4.3.3). The trade-o� between the quality of the recovered image and the required

computation, and also the theoretical limit of the quality of the recovered image are

interesting open problems.

4.4 Conclusion

We have shown new attacks on MPEG encryption systems which can be also used

on JPEG encryption systems. The chosen DCT coeÆcients attack is able to �nd

permutations of coeÆcients and so MPEG and JPEG encryption systems using random

permutation lists for encryption are vulnerable against the attack. We also have shown

that hiding only the DC coeÆcients does not provide security although it will largely

degrade image quality.

For the above two attacks to be successful, it is necessary for the attacker to obtain
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Table 4.5: The sizes of the JPEG �le and encoded di�erential DC values in the �le for

image quality=75%.
Image JPEG size (bytes) DC size (bytes) Ratio of DC in the �le

air�eld256x256.pgm 19819 957.25 4.8%

mandoril.pgm 82376 3396.75 4.1%

lena.pgm 32570 3520 10.8%

peppers.pgm 12222 984.5 8.1%

Table 4.6: The sizes of the JPEG �le and encoded di�erential DC values in the �le for

image quality=90%.
Image JPEG size (bytes) DC size (bytes) Ratio of DC in the �le

air�eld256x256.pgm 32130 1218.75 3.8%

mandoril.pgm 128401 4320.5 3.4%

lena.pgm 59203 4453 7.5%

peppers.pgm 21157 1249.125 5.9%

frames which the decoder outputs. To avoid the attacks, hiding the parameters and

the structure of a MPEG stream can be used as an additional encryption because the

decoder fails to synchronize the stream if the parameters and the structure are hidden

and so it will not produce any output.



Chapter 5

JPEG Encryption

5.1 Introduction

Secure distribution of information is crucial in multimedia applications. Multimedia

data are mostly in compressed form. Combining security and compression can increase

system eÆciency. The challenge is to provide security without signi�cant drop in the

compression rate or large increase in computational cost.

The objective of this chapter is to propose an eÆcient encryption system for image

data such that i) compression drop is negligible, ii) high level of security is obtained,

and iii) the encrypted data conforms to the JPEG image compression standard speci-

�cation.

Using a computationally expensive encryption algorithm is not acceptable in many

applications. To achieve eÆcient encryption for image data, there are two known

approaches : i) using computationally inexpensive primitive cryptographic operations

on the whole stream, and ii) selective encryption which only encrypts selected part of

the stream instead of encrypting the whole stream. Encryption schemes using primitive

cryptographic operations for MPEG [107, 95] are shown to be weak against known

plaintext and chosen ciphertext attacks described by Agi et al. [2, 114] and Chapter 4.

If the encrypted stream remains conformant to the data format speci�ed by the

JPEG speci�cation, information which is not encrypted, for example the size of an

image, can be obtained without decryption. For example, if a web page includes an

image, a web browser needs to know the size of the image to show the page in the

correct layout. If the encrypted stream remains conformant to the JPEG speci�cation,

without decryption a web browser can display an encrypted image, which has the

correct size but is visually corrupted.

We propose a scheme that avoids high computation cost and uses selective en-

cryption. JPEG compression produces a structured stream that consists of two types

77
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of data : i) coding parameters that provide the necessary information to decode the

stream, for example the number of color components, quantization tables and Hu�-

man tables, and ii) the entropy coded data. By hiding the coding parameters, the

decoder will fail to decode the entropy coded data. In the JPEG stream, parameters

are grouped into di�erent types of data segments depending on what they specify. This

includes the Frame header, Scan header, Quantization table speci�cation and Hu�man

table speci�cation. The number of variables in a data segment and their values vary

with data segments and so the security provided by encrypting them varies in each

case.

In this chapter we �rst review the structure of the JPEG stream and then examine

the level of security that will be provided by encrypting di�erent parts of the stream.

We then identify the part that results in the highest level of security. As will be shown

in Section 5.5, most parameters are easily predictable and so encrypting them does not

provide high security. We show that encrypting the Hu�man table speci�cations will

provide high security with a very small computational overhead. An image viewer (xv)

[13] used for the experiments recognized the encrypted �le as the JPEG stream and

produced the error message for the Hu�man speci�cations.

5.2 JPEG Compression

JPEG compression supports di�erent methods to compress image data [45]. The com-

pression is either lossy or lossless. The lossy compression includes the sequential DCT

and the progressive DCT modes, and lossless compression is achieved by the Lossless

mode. In this chapter, we mainly consider the sequential DCT mode with Hu�man

coding, which is the most commonly used mode of operation.

JPEG compression consists of three stages : i) transform, ii) quantization and iii)

entropy coding.

Transform

The image is divided into 8� 8 blocks. Each block is transformed into real number

coeÆcients using the Discrete Cosine Transform (DCT) [3].

Quantization

Next the DCT coeÆcients are quantized. This is done by dividing each coeÆcient

by an integer value and then rounding the result.

Entropy coding

Finally the quantized coeÆcients are entropy coded. JPEG provides two di�erent
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types of coders, that is, Hu�man coder and arithmetic coder. The commonly used

coder is the Hu�man coder. One of the reasons of common use of the Hu�man coding

in JPEG is that the JPEG arithmetic coding algorithm is patented.

Compression in the Sequential DCT mode

In the sequential DCT mode, 8�8 pixel blocks are sequentially scanned from left to

right, and top to bottom of an image, and through the scan, each block is transformed,

quantized and entropy coded independently.

Compressed images are normally stored as �les. The JPEG �les will have the format

speci�ed by the JPEG File Interchange Format (JFIF) [33].

5.2.1 Hu�man Coding in JPEG

In the sequential DCT mode, to encode the quantized DCT coeÆcients of a block,

�rst the DC coeÆcient is encoded and then the 63 AC coeÆcients are zig-zag scanned

and encoded. The details of the encoding of the DCT coeÆcients are described in the

following sections.

Encoding DC CoeÆcients

Encoding of the quantized DC coeÆcients is as follows.

Algorithm 1 : Encoding DC coeÆcients

1 : For all blocks (loop) :

2 : Calculate the di�erence Ddiff of the quantized DC coeÆcients DDC

in two consecutive blocks.

3 : For Ddiff obtain a category number CDC, 0 � CDC � 11, using Table 5.1.

4 : For Ddiff obtain an index number TDC , 0 � TDC � 2CDC � 1, using Table 5.1.

5 : Hu�man-encode CDC .

6 : Output TDC as a CDC bit binary value.

The method to obtain CDC and TDC is as follows.

� Choose CDC , where range includes Ddiff .

The range is de�ned as follows.

{ If Ddiff < 0, then �(2CDC � 1) � Ddiff � �(2CDC�1)

{ If Ddiff � 0, then (2CDC � 1) � Ddiff � (2CDC�1)

� Choose TDC , which indicates the position of Ddiff in the range.

For example, if Ddiff = �5, then CDC = 3 and TDC = 2.
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Table 5.1: Table of category numbers and index numbers.
Category number Ddiff for encoding DC, DAC for encoding AC

0 0

1 -1 1

2 -3 -2 2 3

3 -7 -6 -5 -4 4 5 6 7
...

...
...

11 {2047 -2046 -2045 -2044 -2043 -2042 -2041 : : :

0 1 2 3 4 5 6 : : :

Index number (TDC or TAC)

Note that CDC is the number of bits required for TDC . For example, for CDC = 3, the

range of TDC is [0; 7] and three bits are used to represent the value.

Encoding AC CoeÆcients

The quantized AC coeÆcients DAC in a block are zig-zag scanned, and encoded as

follows.
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Algorithm 2 : Encoding AC coeÆcients

1 : Initialize the run-length R to zero.

2 : Zig-zag scan (loop) :

3 : If DAC = 0,

4 : R = R + 1.

5 : If DAC is the last AC coeÆcient encoded in the block,

6 : Hu�man-encode End Of Block (EOB) code.

(This code indicates that no more AC coeÆcients

will be encoded in the block. If the encoded AC coeÆcient

is not the sixty fourth coeÆcient, subsequent

coeÆcients are not encoded.)

7 : If DAC 6= 0,

8 : If R � 15,

9 : Hu�man-encode the code 0xF0, that represents

consecutive 15 zero coeÆcients, bR=15c times.

10: R = R mod 15.

11: Obtain category number CAC , 0 � CAC � 10 using Table 5.1.

12: Obtain index number TAC , 0 � TAC � 2CAC � 1 using Table 5.1.

13: Create an 8 bit value a = 16R + CAC.

14: Hu�man-encode a.

15: Output TAC as a CAC bit binary value.

16: Initialize run-length R to zero.

Hu�man Coding in JPEG

In the following, we review Hu�man coding and describe the relationship between the

Hu�man code and the DCT coeÆcients.

Let H be the set of the Hu�man codewords that is generated for an alphabet A

with probability distribution P. Let M be a function that maps the source symbol

a 2 A to the code word h 2 H, i.e. M : a ! h, and let M�1 be the inverse of

M. Then the encoding and the decoding are shown as h = M(a), and a = M�1(h),

respectively.

The alphabet for the DC Hu�man code is the set of category numbers CDC which are

used in the encoding. The alphabet only includes the category numbers corresponding

to Ddiff that appear in the image.

For the AC Hu�man code, the alphabet is the set of eight bit values 16R + CAC ,
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corresponding to pairs of run-length and category number that appear when encoding

the image.

When the encoder encodes an image, it constructs the Hu�man code from the

frequencies of the source symbols.

In the encoded bit stream, an index number of CDC bits and CAC bits follows

a codeword corresponding to DC and AC coeÆcient, respectively. For the correct

decoding, it is necessary to locate the beginning of a codeword and so the size of the

index number following a codeword must be known. This size is determined by the

source symbol that is encoded as a codeword right before the index number.

5.3 JPEG Stream

JPEG data is a structured stream where di�erent parts of the stream are separated by

markers. To maintain the conformance with the JPEG standard, the markers must be

kept intact. The compressed image data consists of a frame, and the frame contains

one or more scan. The structure of a JPEG stream is as follows.

Frame A frame begins with a frame header and contains one or more scan data.

The frame header may be preceded by one or more table-speci�cation (optional)

or miscellaneous marker segments (optional).

Scan A scan begins with a scan header and contains one or more entropy-coded data

segments.

Each scan header may be preceded by one or more table-speci�cation or miscel-

laneous marker segments.

The high-level structure of the compressed image data is shown in Table 5.2.

5.3.1 JPEG Data Components

There are several types of data segments which contain coding parameters.

1. A frame header contains the information of the entire image such as the image

geometry and the number of color components.

2. A quantization table speci�cation speci�es the quantization values used for the

8�8 DCT coeÆcients. Di�erent quantization tables can be used for the luminance

and the chrominance components.
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Table 5.2: The high-level structure of the JPEG stream.
[Table speci�cations]

Frame header

Scan 1 [Table speci�cations]

Scan header 1

Entropy coded segment 1

Scan 2 [Table speci�cations]

Scan header 2

Entropy coded segment 1
...

...

Scan last [Table speci�cations]

Scan header last

Entropy coded segment last

3. A Hu�man table speci�cation provides the necessary parameters to construct a

Hu�man table used for the decoding. In JPEG, two types of Hu�man tables are

used : a DC Hu�man table for DC coeÆcients and an AC Hu�man table for AC

coeÆcients. Di�erent DC/AC Hu�man table pairs are commonly used for the

luminance and the chrominance components for color images.

4. A scan header, preceding an entropy coded data segment, speci�es which quanti-

zation and Hu�man tables to be used for the decoding and contains the structural

information of the following entropy coded segment.

The above four data segments are essential components of a lossy JPEG data

stream. In the following, the contents of the frame header, the scan header, the quan-

tization table speci�cation, and the Hu�man table speci�cations are described. We use

the representations used in the JPEG standard document [45].

Frame Header

The frame header consists of the following information.

Frame header length (Lf) The length of the header in bytes including the header

length.

Sample precision (P ) The precision in bits for the samples.

Number of lines (Y ) The number of lines in the source image.

Number of samples per line (X) The number of columns in the source image.
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Number of image components in frame (Nf) The number of components in the

source image.

Image components Information about the image components. The number of image

components is given by the Number of image components in frame. For the

following four items composing Image components, i 2 f1; 2; 3; :::; Nfg.

Component identi�er (Ci) Unique number assigned to each component.

Horizontal sampling factor (Hi) The factor that speci�es the relationship

between the component horizontal dimension and the number of samples

per line in the source image.

Vertical sampling factor (Vi) The factor that speci�es the relationship be-

tween the component vertical dimension and number of lines in the source

image.

Quantization table destination selector (Tqi) The identi�er that speci�es

which one among the four quantization tables should be used in the de-

quantization.

The values of the parameters in the frame header are shown in Table 5.3.

Table 5.3: Frame header.
parameter bits values

Lf 16 3 + 3 � Number of components

P 8 8 (baseline), 8,12 (extended,progressive), 2-16 (lossless)

Y 16 0-65,535

X 16 1-65,535

Nf 8 1-255 (baseline, extended,lossless), 1-4 (progressive)

Ci 8 0-255

Hi 4 1-4

Vi 4 1-4

Tqi 8 0 (lossless), 0-3 (other processes)

Scan Header

The scan header consists of the following information.

Scan header length (Ls) The length of the header in bytes including the header

length.
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Number of image components (Ns) The number of source image components in

the scan. For the following three items, j 2 f1; 2; 3; :::; Nsg.

Scan component selector (Csj) The identi�er that speci�es the place of the

components speci�ed in the frame header in subsequent data segments.

DC entropy coding table destination selector (Tdj) The identi�er that spec-

i�es one of the four possible DC entropy coding tables.

AC entropy coding table destination selector (Taj) The identi�er that spec-

i�es one of the four possible AC entropy coding tables.

Start of spectral selection (Ss) The �rst DCT coeÆcient in each block in zig-zag

order.

End of spectral selection (Se) The last DCT coeÆcient in each block in zig-zag

order.

Successive approximation bit position high (Ah) In the sequential DCT mode,

the value is always 0.

Successive approximation bit position low (Al) In the sequential DCT mode,

the value is always 0.

The values of the parameters in the scan header are shown in Table 5.4.

Table 5.4: Scan header.
parameter bits values

Ls 16 6 + 2 � Number of image components

Ns 8 1-4

Csj 8 0-255

Tdj 4 0-1 (baseline), 0-3 (other)

Taj 4 0-1 (baseline), 0-3 (seq. extended/progressive), 0 (lossless)

Ss 8 0 (sequential), 0-63 (progressive), 1-7 (lossless)

Se 8 63 (sequential),Ss-63 (progressive), 0 (lossless)

Ah 4 0-13 (progressive), 0 (other)

Al 4 0 (sequential), 0-13 (progressive), 0-15 (lossless)

There are two types of data segments which de�ne the parameters of the quan-

tization and the entropy coding, that is, the quantization table and Hu�man table

speci�cation segment. In the following, these two types of data segments are described.
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Quantization Table Speci�cation

This data segment includes the following information.

Length (Lq) The length of the quantization table speci�cations in bytes including

the header length.

Quantization table element precision (Pq[t]) The precision of the quantization

value which is either 0 (8 bits) or 1 (16 bits).

Quantization table id (Tq[t]) The identi�er of the table.

Quantization table element (Qk[t]) The 64 quantization values (k 2 f1; 2; 3; :::; 64g).

The contents of the table are shown in Table 5.5.

Table 5.5: Quantization table speci�cation (o is the number of quantization tables in

the quantization table speci�cations).

parameter bits values

Lq 16 2 +
Po

t=1(65 + 64� Pq[t])

Pq[t] 4 0,1

Tq[t] 4 0-3

Qk[t] 8,16 0-255, 0-65535

Hu�man Table Speci�cation

The Hu�man table speci�cation consists of the following parameters.

Length (Lh) The length of the Hu�man table speci�cations in bytes including the

header length. A Hu�man table speci�cation includes o table speci�cations (in

the following part, t 2 f1; 2; 3; :::; og).

Table class (Tc[t]) DC table (0) or AC table (1).

Identi�er (Th[t]) The identi�er of the table.

Number of Hu�man codewords of length i (Li[t]) The number of Hu�man code-

words for each of the 16 possible lengths (i.e. i 2 f1; 2; :::; 16g).

Value (Vi;j[t]) The value associated with each codeword of length i. If there are

Li Hu�man codewords for length i, then there are Li values for length i (i.e.

j 2 f1; 2; :::; Lig, mt =
P

16

i=1Number of Huffman codes of length i).
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Table 5.6: Hu�man table speci�cation.
parameter bits values

Lh 16 2 +
Po

t=1(17 +
P

16

i=1 Li[t])

Tc[t] 4 0,1

Th[t] 4 0-3

Li[t] 8 � 16 0-255

Vi;j[t] 8 �mt 0-255

The values of the parameters are shown in Table 5.6.

In the sequential DCT, H, a set of codewords, is determined by the Number of

Hu�man codes of length i. The mapping between Hu�man codewords and source

symbols, M, is determined by Value (Vi;j).

5.4 Encrypting Markers

There are markers that indicate the beginning of headers, table speci�cations and

data segments. A possible way of making the stream unintelligible to the decoder

is to encrypt the markers and give the key and their positions as part of the secret

key information. However, i) the JPEG stream with encrypted markers will not be

recognized as a JPEG stream, ii) the positions of the markers in the JPEG stream

need to be given as the secret information and so this increases the size of the secret

data, and iii) encrypting only markers will not entirely hide the data structure because

the contents of some data segments such as quantization table speci�cations could be

easily recognized in the JPEG stream even if the markers are hidden. Because of these

reasons, encryption of markers is not considered.

5.5 Encryption of JPEG Components

Selective encryption reduces the computational cost by encrypting small amount of

data. The information to be encrypted should be carefully chosen to minimize the

amount of data to be encrypted while providing high security. The encrypted data

should satisfy the following conditions.

Condition 1 Without the encrypted data, it is diÆcult to decode the JPEG stream.

Condition 2 It is diÆcult to derive the encrypted data from other information in the

same JPEG stream.
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Condition 3 The encrypted data is highly dependent on the image and so the corre-

sponding data from similar images are not useful.

Condition 4 The search space of the encrypted data must be large.

Some of the coding parameters in the JPEG stream have small number of possible

values. For example, the Number of image components in the frame header can be one

(gray scale) or three (color image) and the Table class in the Hu�man table speci�ca-

tions is either for DC or AC. The parameters such as the header length in the frame

header is likely to be either 12 (gray) or 17 (color). If a parameter has a small number

of possible values, it is easy to guess and verify the guess using the encrypted data.

Hiding such parameters does not provide large search space and so it will have minimal

e�ect on security.

Parameters that have relatively large number of choices are as follows.

� Image geometry

� Quantization table

� Hu�man table speci�cations

In the following sections, we examine these parameters and show whether or not

they satisfy the above four conditions.

5.5.1 Encrypting Headers

In this section, we examine the complexity of �nding parameters in the encrypted

headers. The range of the parameters in JPEG varies with the type of compression.

In the following analysis, we consider the sequential DCT mode which is the most

commonly used mode and assume that the markers are not encrypted.

Frame Header

The following shows the cost of �nding the parameters in the encrypted frame header.

We assume that all other data segments are unencrypted. The number of quantization

and Hu�man table speci�cations can be obtained from their markers. It is known

that for sequential DCT coding, each luminance and chrominance component has one

quantization table and two Hu�man tables for DC and AC.

Frame header length (Lf) The length is known from the positions of the frame

header marker and the marker of the next data segment.
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Sample precision (P ) It is either 8 or 12.

Number of lines (Y ) The value can be between 0 and 65535 but this can be found

if all DCT blocks are correctly decoded. In the sequential DCT mode, rows of

blocks are encoded from the top to the bottom of the image and so if the sequence

of decoded blocks is correctly partitioned, the image can be reconstructed by

arranging the partitions from top to bottom. The partition can be easily found

because consecutive decoded blocks in a partition should look natural. If two

blocks belong to di�erent partitions, the edge part between them would not

match. If the number of blocks in horizontal direction is found, the geometry of

the image will be known.

Number of samples per line (X) The value can be between 1 and 65535. However

this can be found similar to above.

Number of image components in frame (Nf) The value can be between 1 and

255.

Component identi�er (Ci) This can be calculated from the scan header lengths.

Horizontal sampling factor (Hi) The value can be between 1 and 4.

Vertical sampling factor (Vi) The value can be between 1 and 4.

Quantization table destination selector (Tqi) The value can be between 0 and 3.

From above, the total number of possibilities for the combination of Nf ,P ,Hi,Vi

and Tqi is 255� 2� 4� 4� 4 � 216.

The image geometry (Number of lines and Number of samples per line in the frame

header) can vary with images and hiding this information provides a 65536� 65535 �

231 search space. However, if all the 8� 8 blocks are correctly decoded, the image can

be easily reconstructed even if the width and the height of the image are encrypted.

This violates Condition 2.

Scan Header

The cost of �nding the JPEG parameters for the scan header is shown below.

Scan header length (Ls) The length is known from the positions of the frame header

marker and the marker of the next data segment.
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Number of image components (Ns) This can be calculated from Ls.

Scan component selector (Csj) The value is between 0 and 255.

DC entropy coding table destination selector (Tdj) The value is between 0 and

3.

AC entropy coding table destination selector (Taj) The value is between 0 and

3.

Start of spectral selection (Ss) The value is 0.

End of spectral selection (Se) The value is 63.

Successive approximation bit position high (Ah) The value is 0.

Successive approximation bit position low (Al) The value is 0.

From the above, the total number of possibilities forCsj, Tdj and Taj is 256�4�4 =

212. We note that typical values of Nf for a color image is three and so Csj will be

0,1 and 2 although Csj has the range [0; 255]. Hence, the number of possibilities for

this parameter is small and Condition 4 is not satis�ed.

5.5.2 Encrypting Quantization Table Speci�cations

Quantization tables vary with images and values in the table depend on the image

and the compression quality. However even if the table entries are not correct, it is

possible to recover a reasonable quality image. The experimental results are shown

in Section 5.7.4. The quantization table can be closely approximated by the example

quantization table given in the JPEG speci�cation and so Condition 3 is not satis�ed

for this table.

For successful de-quantization, the correct Hu�man decoding, i.e. correct Hu�man

table, is required.

5.5.3 Encrypting Hu�man Table Speci�cations

If Hu�man tables are hidden, the decoding of the data segments will fail. The Hu�man

codes are constructed from the Hu�man table speci�cations in the JPEG data using the

algorithm given in the JPEG standard document [45]. The examples in Section 5.8.1

show that parameters Number of Hu�man codes of length i and Values associated with
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each Hu�man code vary not only with images but also with the compression quality

and are critical for correct re-construction of the Hu�man table in the decoder. They

are also sensitive to the bit change of the table entries as shown in the experiment

results in Section 5.7.6 and 5.7.5.

One advantage of encrypting the Hu�man table speci�cations is that the size of

encrypted data, compared with the size of the JPEG �le, is very small. The sizes of

the JPEG �les and the Hu�man table speci�cations in the above examples are shown

in Table 5.7.

Table 5.7: Examples of sizes of encrypted Hu�man table speci�cations.
The JPEG �le size Hu�man table speci�cations

39246 bytes (Quality=75%) 161 bytes (0.4 %)

23027 bytes (Quality=50%) 148 bytes (0.65 %)

The above analysis shows that only Hu�man table speci�cations satisfy Condition

1 to 4. For other data segments, some of the parameters can be derived from other

parts of data in the same stream or from publicly available data, such as examples in

the JPEG standard, and others only provide small search space.

5.6 Security of Hu�man Code

In this section, we examine security of encrypting Hu�man code in more details. The

source alphabet for the DC Hu�man code is the category numbers CDC and for the

AC Hu�man code is the 8 bit values calculated from R and CAC . The codewords are

determined using the probability distribution of these values. For correct decoding

of the JPEG stream, i) codewords of the Hu�man code and ii) correct mapping be-

tween the codewords and source symbols must be known. When table speci�cations

are encrypted, this information is hidden. We assume that the entire Hu�man table

speci�cations are hidden and estimate how much information can be obtained under

the following attacks.

1. The attacker does not know the image that is encrypted and tries to �nd the

hidden parameters by exhaustive search.

2. The attacker has some knowledge about the image that is encrypted and has

access to images that are similar to the encrypted one.

First we examine the �rst attack and estimate the cost of the exhaustive search and

then, consider the second case and examine the chance of success. Finally we discuss
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applicability of attacks similar to those against arithmetic coding encryption schemes

[11, 17, 40, 56, 113, 112] to Hu�man code encryption system proposed here.

5.6.1 Complexity of Recovering the Hu�man Table Using Ex-

haustive Search

Let n be the number of source symbols. Then to recover the Hu�man table, the

following information is required.

� The number of Hu�man codewords Li of each length i 2 f1; 2; :::; 16g. We haveP
16

i=1 Li = n.

� The set A of source symbols. For DC, possible source symbols a 2 A are 0 �

a � 11. For AC, possible source symbols are a = 16R + CAC where 0 � R � 15

and 0 � CAC � 10. In the Hu�man code of an image, A only includes the source

symbols which have appeared in the encoding.

The number of the source symbols n can be derived from the size of the Hu�man

table de�nition and so n is public. In the DC case, 1 � n � 12 and for the AC

case, 1 � n � 176.

� The mapping between the Hu�man code and the source alphabet.

The recovery can be divided into the following problems.

Problem 1 Finding the number of codewords Li for each length i 2 f1; 2; :::; 16g

where
P

16

i=1 Li = n is known.

Problem 2 Finding n, the number of source symbols, where 1 � n � 12 and 1 � n �

176 for DC and AC, respectively.

The cost is

 
12

n

!
for DC and

 
176

n

!
for AC.

Problem 3 Finding the mapping between n source symbols and codewords requires

at most n! tries.

The Hu�man code is obtained by constructing a Hu�man binary tree. In a Hu�man

binary tree for n source symbols, there are n leaf nodes, each corresponding to a source

symbol. Each node is assigned 0 or 1 and a codeword corresponds to the path from the

root to a leaf. It is known that for a given n, there are

 
2n� 2

n� 1

!
=n possible binary
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trees with n leaves [49]. If the probability distribution of source symbols is not known,

the attacker needs to try all possible trees to �nd the codewords and so the cost of

the attack is the cost of exhaustive search over all possible Hu�man codes. Once the

correct binary tree is found, then the number of codewords for length i 2 f1; 2; 3; :::; 16g

can be obtained.

The complexity of recovering the DC and AC tables are shown in the following

sections.

Recovering the DC Table

To solve Problem 1, the maximum value of n is 12 and so the cost is at most

 
24� 2

12� 1

!
=12 =

 
22

11

!
=12 = 705432 � 219.

The number of symbols n depends on the image and the compression quality level

and becomes smaller as the quality level drops. The reason for this can be seen from

the distribution of di�erential DC value over category ranges given in Section 5.8. As

the quality level drops, the di�erential DC values moves toward zero and so only the

smaller category numbers are required to encode the values. The range of n is not very

large and the cost of solving Problem 2 is maximized when n = 6 and the maximum

cost is given by

 
12

6

!
= 924 � 210.

For Problem 3, the maximum cost is when n = 12, and the number of possible

assignments of the source symbols is 12! � 229.

Recovering the AC Table

Recovering the AC table is similar to the DC case. To solve Problem 1, the maximum

value of n is 176 and so the cost is smaller than

 
352� 2

176� 1

!
=176 =

 
350

175

!
=176.

The cost of solving Problem 2 is maximized when n = 88 and the cost is

 
176

88

!
�

2172. To solve Problem 3, the maximum cost of �nding the mapping between the

Hu�man code and the source alphabet is n! = 176!.

To �nd Li, it is necessary to �nd the source symbol distribution. This is more

diÆcult in AC case than the DC case because the source symbols in the AC case are

pairs of run-length and category number and so compared to the DC case there is one

more unknown variable.
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The Total Complexity of Recovering the Hu�man Table

From above analysis, we note that both DC and AC tables must be given to the decoder

and so the total cost is the product of the cost of the cases.

For Problem 1, Problem 2 and Problem 3, the maximum costs are approxi-

mately 219

 
350

175

!
=176, 2182 and 229176!, respectively.

As can be seen from example data in Sections 5.8 and 5.8.1, there are some similar-

ities between the distributions of di�erential DC values for the same image compressed

with di�erent quality levels. This means that the Hu�man table speci�cations will not

be completely independent and so if an attacker has an encrypted image of lower qual-

ity and a valid secret key, �nding the Hu�man table for the same image with higher

quality would cost less than the maximum given above.

5.6.2 Security Analysis : Using the Information from Similar

Images

In the following, we assume that the attacker has some knowledge about the encrypted

image. Assuming the same size source alphabet is used, if a di�erent Hu�man code is

used for the encoding and decoding, the original message and the decoded one will not

be the same. The decoded symbols will be di�erent from the encoded ones and the

number of symbols in the original and decoded messages will be also likely to di�er.

We consider the following case. There are two similar images. For one of them, all

the information required for decoding, such as Hu�man and quantization table speci�-

cations, is known but the corresponding information for the other image is encrypted.

The question is whether or not the attacker can correctly decode the second image.

Suppose there are two alphabets A1 and A2 of the same size with the probability

distributions P1 and P2. Then for the corresponding Hu�man codes H
P1

and H
P2
,

with the mapping functions M1 : a1 ! h1 and M2 : a2 ! h2, where a1 2 A1,

h1 2 HP1
, a2 2 A2, and h2 2 HP2

, we consider the following cases.
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1. A1 6= A2 In this case the two alphabet sets are

di�erent.

2. A1 = A2, P1 6= P2 The two alphabet sets are the same but

the set of probabilities are di�erent.

3. A1 = A2, P1 = P2, M1 6=M2 The two alphabet sets and the set of

probabilities are the same but they are

allocated to the alphabet with a di�erent

mapping.

4. A1 = A2, P1 = P2, M1 =M2 The two alphabet sets are the same. The

two probability distributions and the

mappings are the same too.

If A1 = A2, P1 = P2 and M1 = M2, then the decoder can correctly decode the

encoded data.

Same Codewords and Di�erent Mapping

This corresponds to the case 3 above. In the JPEG stream, Hu�man code word is

followed by the encoded index number. IfM1 6=M2, that means the decoded category

number is wrong. Since the category number determines the number of bits required

to represent the subsequent index number, the wrong category number means the

incorrect decoding of the index number. As a result, the decoded index number is

incorrect and the decoder fails to correctly position the next codeword and resulting

in the loss of synchronization. In addition, since the source symbols include the run-

length of the AC coeÆcients, if the run-length of zero coeÆcients is wrong, the decoded

non-zero coeÆcients will be allocated in the wrong position in the 8�8 DCT coeÆcient

block.

If the two mappings are partially equal, as long as the encoder and the decoder use

the same mapping, the decoding will be correct. However, once a part which uses a

di�erent mapping starts, the Hu�man decoder will lose synchronization and the rest

of decoding will fail.

Di�erent Codewords

Use of di�erent codewords will result in the failure of the decoding. If the codewords

are partially the same, as long as the encoded streams contain codewords and mapping

which the encoder and the decoder agree, the decoder will correctly decode. If the
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decoder reaches a codeword which the encoder has used a di�erent mapping on, the

synchronization will be lost.

Images and Hu�man Codes

The relationship of two Hu�man codes depends on the following parameters.

The size of A The size of A1 and A2 determines the number of codewords, and so

di�erent sizes mean di�erent number of codewords.

This number can be obtained from the size of the Hu�man table speci�cation

segment and so this parameter is known.

The source symbols in A In JPEG, the source symbols are determined by the set

of i) distinct category numbers for DC and ii) distinct pairs of category number

and run-length for AC.

The probability distribution P If P1 and P2 consist of the same probabilities while

they are assigned to di�erent source symbols, then H1 = H2 but M1 6=M2.

This is determined by the frequencies of i) distinct category numbers for DC and

ii) distinct pairs of category number and run-length for AC.

The mapping M This is also determined by i) frequencies of distinct category num-

bers for DC and ii) frequencies of distinct pairs of category number and run-length

for AC.

If there is a di�erence in the edges of the two images, then AC values will be di�erent

and also the DC values may di�er. This will result in di�erent probability distributions

for coeÆcients and di�erent run-lengths and so the di�erent Hu�man codes for the two

images. As shown in Section 5.7.1, the AC Hu�man table is sensitive to changes in the

high frequency components. Since smoothing changes the high frequency components

over the whole image, the category numbers of the AC coeÆcients and the run-lengths

of zero coeÆcients will change. As a result, the probability distribution of the source

symbols of the AC Hu�man code changes. This implies that if the di�erence in two

images is local and the number of blocks that are di�erent is small, the probability

distribution of source symbols will not change very much even if the di�erence is

relatively large. Hence in this case the Hu�man table will not change.

For example, consider a service which provides maps. The maps are regularly

updated and the new maps are delivered to the customers in encrypted form. Assuming
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that the attacker owns an old map and then he intercepts a new encrypted map sent to

someone else. If the di�erence between the old and the new map is small, it is feasible

for him to decode the new map using the Hu�man table speci�cations of the old one.

As shown in Section 5.7.2, Hu�man code is sensitive to the quality level because

the Hu�man code is derived from the probability distribution of category numbers and

the distribution of category numbers is determined by the quantized coeÆcients. The

categories correspond to the partitions over an interval [�2047; 2047] and quantized

coeÆcients are in the interval. The range of each partition is constant regardless of

image quality although values of quantized coeÆcients vary with image quality. This

means that di�erent image quality will result in di�erent number of coeÆcients in

each partition (category). The number of coeÆcients in a partition determines the

probability of the corresponding category number and so di�erent image quality will

result in di�erent probability distribution of category numbers.

It is shown by Fraenkel and Klein [28] that given the Hu�man encoded stream

of a natural language text the problem of decoding the stream, that is, �nding the

codewords is NP-complete. It has also been shown that if a bit stream is a sequence of

pairs of a codeword of a pre�x code and a short random bit string then the decoding

problem is NP-complete. This is very similar to the entropy coded stream in JPEG

where the random bit strings correspond to index numbers. However, in the case

of JPEG, the bit strings are not random. The frequency (i.e. probability) of index

numbers corresponds to the number of DCT coeÆcients in the two intervals which have

the same size in the negative and the positive parts as shown in Table 5.1. It is known

that the distribution of DCT coeÆcients is the generalized Gaussian [25, 47, 54], the

density function of which is given by [26]

p(x) =

�
��(�; �)

2�(1=�)

�
exp(� [�(�; �)jxj]

�
)

where

�(�; �) = ��1
�
�(3=�)

�(1=�)

�1=2
and so the distribution of index numbers in the interval is close to Gaussian. Hence

the index numbers close to 0, both the negative and the positive parts, have higher

frequencies. The distribution of index numbers in four Hu�man codes (to encode DC

and AC coeÆcients of luminance and chrominance components) of lena.pgm is shown

in Figure 5.1. Since the distribution of index numbers is skewed and not uniform, the

analysis shown in [28] does not apply to JPEG and the cost of �nding the Hu�man

code will be smaller than the analysis in [28].
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frequency
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frequency
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0 1

frequency

Figure 5.1: Distribution of index numbers for four Hu�man codes.

5.6.3 Hu�man Coding and Arithmetic Coding

There are encryption schemes for adaptive arithmetic coding systems in which the

probability distribution of source symbols is a secret [120, 62]. For these schemes,

there are known attacks [10, 11] that try to synchronize the adaptive model by sending

a chosen bit string. The Hu�man coder in JPEG uses a non-adaptive model and so

similar attacks are not applicable.

5.6.4 Chosen plaintext and ciphertext attacks

By choosing input images, the attacker can generate the Hu�man speci�cation of his

choice and mount a chosen plaintext attack to �nd the key. Similarly, he can mount a

ciphertext attack by choosing ciphertexts (encrypted images). The Hu�man speci�ca-

tion is encrypted by an encryption algorithm such as AES and so the cost to �nd the

key largely depends on the algorithm which is used for encryption.

5.7 Experiments

We conducted various experiments to verify the security analysis. Section 5.7.1 and

5.7.2 show the sensitivity of Hu�man tables to smoothing and image quality levels.

In Section 5.7.3 the probability distributions of binary symbols in the Hu�man coded

stream are shown. The stream consists of codewords of Hu�man code and index

numbers. Although index numbers will not have uniform distribution, the distribution

of binary symbols in the stream can be considered as uniform. Section 5.7.4 and 5.7.5

show the decoding experiments of JPEG streams which have modi�ed quantization

and Hu�man table speci�cations, respectively. Finally the decoding result of the JPEG
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stream using encrypted Hu�man table speci�cations is shown in Section 5.7.6.

5.7.1 Tables with Di�erent Smoothness

This experiment used the smoothing function of cjpeg to modify the original image. The

comparison was done between the 75% quality level image and the smoothed image

with the same quality. The procedure of the experiment was as follows.

1. Create the JPEG �le lena 75.jpg using cjpeg command from lena.ppm.

cjpeg -optimize -baseline -quality 75 <lena.ppm >lena 75.jpg

2. Create the JPEG �le lena 75 1.jpg using cjpeg command from lena.ppm.

cjpeg -optimize -baseline -quality 75 -smooth 1 <lena.ppm >lena 75 1.jpg

The smooth value 0 means no smoothing. (The algorithm is not described by

the cjpeg manual.)

3. Compare the corresponding Hu�man speci�cation segments of the two �les, i.e.

DC table for luminance, AC table for luminance, DC table for chrominance, and

AC table for chrominance,

The PSNR of both �les was 50.23 dB. The quantization tables of the two images

were the same. The DC tables of luminance and chrominance and AC table of lumi-

nance were the same. The AC table for chrominance were as follows.

Without smoothing,

00000000 : 00 2b 11 00 02 02 02 02 02 02 02 02 02 03 00 03

00000010 : 00 00 00 00 01 02 11 03 21 12 31 04 41 22 32 51

00000020 : 61 13 42 23 71 33 81 91 52 a1 f0

and Lh = 43,Tc = 1,Th = 1, Li = 0; 2; 2; 2; 2; 2; 2; 2; 2; 2; 3; 0; 3; 0; 0; 0, i = 1; 2; :::; 16,

and the values of Vi;j are as follows:
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j =

1 2 3

2 0 1

3 2 17

4 3 33

5 18 49

6 4 65

i = 7 34 50

8 81 97

9 19 66

10 35 113

11 51 129 145

13 82 161 240

With smoothing,

00000000 : 00 2b 11 00 02 02 02 02 02 02 01 05 00 03 00 03

00000010 : 00 00 00 00 01 02 11 03 21 12 31 04 41 22 32 51

00000020 : 13 23 42 61 71 33 81 91 52 a1 f0

and Lh = 43,Tc = 1,Th = 1, Li = 0; 2; 2; 2; 2; 2; 2; 1; 5; 0; 3; 0; 3; 0; 0; 0, i = 1; 2; :::; 16,

and the values of Vi;j are as follows:

j =

1 2 3 4 5

2 0 1

3 2 17

4 3 33

5 18 49

6 4 65

i = 7 34 50

8 81

9 19 35 66 97 113

11 51 129 145

13 82 161 240

If Hu�man tables of lena without smoothing replaces the ones with smoothing, the

viewer xv produces the error Corrupt JPEG data: bad Hu�man code. The produced
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image is shown in Figure 5.2. This shows that with small di�erence in encoding the

same image with or without smoothing, one Hu�man table cannot be used for the

other.

Figure 5.2: The image with the Hu�man AC chrominance table of the image with

smoothing.

5.7.2 Tables with Di�erent Quality Levels

This experiment shows sensitivity of the Hu�man code to image quality, i.e. the

quantization divisors. The image used was lena.ppm. The experiment was as follows.

1. Create the JPEG �le lena 75.jpg using cjpeg command from lena.ppm.

cjpeg -optimize -baseline -quality 75 <lena.ppm >lena 75.jpg

2. Create the JPEG �le lena 74.jpg using cjpeg command from lena.ppm.

cjpeg -optimize -baseline -quality 74 <lena.ppm >lena 74.jpg

3. Compare the corresponding Hu�man speci�cation segments of these two �les, i.e.

DC table of luminance, AC table of luminance, DC table of chrominance, and

AC table of chrominance,

The PSNR of the two �les were 47.26 dB. The DC tables for both luminance and

chrominance were the same. The AC tables for luminance and chrominance were as

follows.

Luminance : Quality 75%

00000000 : 00 40 10 00 01 03 03 03 02 04 03 07 03 03 04 03

00000010 : 00 01 05 01 02 03 11 00 04 21 05 12 31 41 51 06

00000020 : 13 22 61 32 71 81 14 23 91 a1 b1 c1 f0 42 d1 e1

00000030 : 07 15 52 24 33 62 f1 34 43 82 72 16 26 92 a2 b2
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Luminance : Quality 74%

00000000 : 00 3f 10 00 01 03 03 03 02 04 04 04 05 03 04 03

00000010 : 00 02 03 01 02 03 11 00 04 21 05 12 31 41 51 06

00000020 : 13 22 61 32 71 81 91 14 a1 b1 c1 23 42 d1 e1 f0

00000030 : 07 15 52 24 33 62 f1 34 43 82 16 72 26 92 b2

Chrominance : Quality 75%

00000000 : 00 2b 11 00 02 02 02 02 02 02 02 02 02 03 00 03

00000010 : 00 00 00 00 01 02 11 03 21 12 31 04 41 22 32 51

00000020 : 61 13 42 23 71 33 81 91 52 a1 f0

Chrominance : Quality 74%

00000000 : 00 2b 11 00 02 02 02 02 02 02 01 04 02 02 03 00

00000010 : 00 00 00 00 01 02 11 03 21 12 31 04 41 22 32 51

00000020 : 13 23 42 61 71 81 33 91 52 a1 f0

If the Hu�man tables of 75% quality replaces the ones of a 74% quality JPEG �le,

the viewer xv produces the error Corrupt JPEG data: bad Hu�man code. The resulting

image is shown in Figure 5.3. This shows that if di�erent JPEG quality levels are used,

the two compressed images obtained from the same image produce di�erent Hu�man

tables and one Hu�man table cannot replace the other.

Figure 5.3: 74% quality image with 75% quality Hu�man AC tables.

5.7.3 Probability Distribution of Binary Symbols

The following graphs show the probability distribution of n bit binary symbols. Fig-

ure 5.4 shows the probability distribution of one bit (left) and two bit (right) binary
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symbols for the entropy coded data segment. Figure 5.5 and 5.6 show the probability

distribution of three and four bit, and �ve and six bit binary symbols for the entropy

coded data segment, respectively. The variances of probabilities for n bit symbols are

shown in Table 5.8. An example of the bit sequence of the entropy coded data segment

is shown below. From Figure 5.4, 5.5 and 5.6, it can be seen that the distribution

of binary symbols are close to uniform and so it will be resistant against statistical

analysis.

11010000 10010010 00101001 10101011 01010100 01001111 01001100 00011010

01101001 00011000 10000000 01111101 11101011 11000100 11001101 01111001

00101110 01000111 11010101 10100100 00100010 10010101 10000001 11011010

10010011 01110100 00101011 00100110 00101001 01001101 00110100 00000011

...

0 1

# of bits : 1

0 1 2 3

# of bits : 2

Figure 5.4: Probability distribution of one bit binary symbols (left) and two bit binary

symbols (right).

0 1 2 3 4 5 6 7

# of bits : 3

0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15

# of bits : 4

Figure 5.5: Probability distribution of three bit binary symbols (left) and four bit

binary symbols (right).

5.7.4 Modi�cation of Quantization Table Speci�cations

The following shows an example of the change of the quantization table speci�cations.

The original quantization table speci�cations are as follows.
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0 1 2 3 4 5 6 7 8 9 10111213141516171819202122232425262728293031

# of bits : 5

0123456789101112131415161718192021222324252627282930313233343536373839404142434445464748495051525354555657585960616263

# of bits : 6

Figure 5.6: Probability distribution of �ve bit binary symbols (left) and six bit binary

symbols (right).

Table 5.8: Variances of probabilities for n bit symbols.
bits variance

1 0.16

2 0.034

3 0.0082

4 0.0020

5 0.00049

6 0.00012

7 0.000031

8 0.000008

DQT

len 67 Pq 0 Tq 0

8 6 6 7 6 5 8 7 7 7 9 9 8 10 12 20

13 12 11 11 12 25 18 19 15 20 29 26 31 30 29 26

28 28 32 36 46 39 32 34 44 35 28 28 40 55 41 44

48 49 52 52 52 31 39 57 61 56 50 60 46 51 52 50

DQT

len 67 Pq 0 Tq 1

9 9 9 12 11 12 24 13 13 24 50 33 28 33 50 50

50 50 50 50 50 50 50 50 50 50 50 50 50 50 50 50

50 50 50 50 50 50 50 50 50 50 50 50 50 50 50 50

50 50 50 50 50 50 50 50 50 50 50 50 50 50 50 50

The modi�ed quantization table speci�cations are as follows.

DQT

len 67 Pq 0 Tq 0

16 16 16 16 16 16 16 16 16 16 16 16 16 16 16 16

16 16 16 16 16 16 16 16 16 16 16 16 16 16 16 16
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16 16 16 16 16 16 16 16 16 16 16 16 16 16 16 16

16 16 16 16 16 16 16 16 16 16 16 16 16 16 16 16

DQT

len 67 Pq 0 Tq 1

16 16 16 16 16 16 16 16 16 16 16 16 16 16 16 16

16 16 16 16 16 16 16 16 16 16 16 16 16 16 16 16

16 16 16 16 16 16 16 16 16 16 16 16 16 16 16 16

16 16 16 16 16 16 16 16 16 16 16 16 16 16 16 16

The resulting images are shown in Figure 5.7. The PSNR of the modi�ed image

(right) is 17.6 dB with respect to the original image (left). Although the PSNR is low,

the contents of the image are intact and so hiding quantization tables is not e�ective.

Figure 5.7: Decoding with di�erent quantization tables: the original image (left) and

recovered image using di�erent quantization tables (right).

5.7.5 Modi�cation of Hu�man Table Speci�cations

The following experiment result shows an example of the change of the Hu�man table

speci�cations.

The �rst Hu�man table speci�cation is as follows.

DHT

len 26

Tc 0 Th 0 L 1 0 2 3 1 0 0 0 0 0 0 0 0 0 0 0

1: 0

3: 4 5
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4: 2 3 6

5: 1

and the last line was changed to

5: 3

In Figure 5.8, the original image is on the left. The image on the right has a

modi�ed Hu�man table and results in xv producing the error message \corrupted

Hu�man table". Modi�cations may result in the complete failure of the decoding, i.e.

no output image. The Hu�man table speci�cation is very sensitive to change and the

decoding fails even if the change is small.

Figure 5.8: Destruction of Hu�man table: Viewing the original image (left) and the

image with \corrupted" Hu�man table (right) using xv.

5.7.6 Encryption of Hu�man Table Speci�cation

The Hu�man table speci�cations in a JPEG �le are encrypted using DES 8-bit CFB

mode [129, 38]. DES can be replaced by AES. Their sizes of these speci�cations are

multiples of 8 bits (i.e. bytes), and so any encryption algorithm which can encrypt

arbitrary number of bytes can be used. If we attempt to display the �le using the

command xv, it results in the error message \Bogus Hu�man table de�nition" and

fails to display the �le.

5.8 Distribution of Di�erential DC Values

The DC Hu�man table is determined by the distribution of di�erential DC values. If

each image has the distinct distribution and the di�erence among images is large, then

the resulting Hu�man table di�ers largely and the diÆculty of recovering the encrypted

table from known tables will increase.

In the following experiments, we consider two images: lena and pepper. We compare

the distribution of di�erential DC values of these images with various compression

quality. The distributions of di�erential DC values (without quantization) are shown
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in Figure 5.9. The x-axis is the di�erential DC value and the y-axis is the frequency

of each value.

500 −1000 −500 0 500 1000 150

DC diff

500 −1000 −500 0 500 1000 150

DC diff

Figure 5.9: Distributions of di�erential DC values of lena.pgm (left) and pepper.pgm

(right).

The distributions of di�erential DC values (with quantization) over intervals spec-

i�ed by the category numbers are shown in Figure 5.10, 5.11, 5.12, 5.13, and 5.14.

The x-axis is the category and the y-axis is the frequency of the di�erential DC

values which are in the range of the category number.

If the quantization value is 2, the appeared symbols are f0; 1; 2; 3; 4; 5; 6; 7; 8; 9; 10g.

For two symbols X1 and X2 with their length L1 and L2, respectively, if L1 > L2, the

probabilities of X1 and X2 will satisfy P (X1) � P (X2).

In the lena case, the probabilities are P (5) � fP (3); P (4); P (6); P (7); P (8)g �

P (9) � P (2) � P (1) � P (0) � P (10).

The two graphs showed di�erent distributions although they both had zero mean

and similar ranges, and so they resulted in two di�erent Hu�man codes. From the

graphs, it follows that distribution can be roughly known from other similar images.

0 2 4 6 8 10

2

0 2 4 6 8 10

2

Figure 5.10: Distributions of di�erential DC values of lena.pgm (left) and pepper.pgm

(right) for Q1=2.
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0 2 4 6 8 10

8

0 2 4 6 8 10

8

Figure 5.11: Distributions of di�erential DC values of lena.pgm (left) and pepper.pgm

(right) for Q1=8.

0 2 4 6 8 10

16

0 2 4 6 8 10

16

Figure 5.12: Distributions of di�erential DC values of lena.pgm (left) and pepper.pgm

(right) for Q1=16.

5.8.1 Hu�man Table Speci�cations of Various Images

Hu�man Table Speci�cations and Hu�man Code

The following examples show that even if the original image is the same, di�erent

quality levels produce di�erent Hu�man tables. This shows that �nding the Hu�man

tables of an image is not easy even if the Hu�man tables of the same image with

di�erent quality levels is known. The examples are the Hu�man table speci�cations

of two JPEG images created from lena.ppm with quality level 75% and 50 % and the

resulting Hu�man codewords generated by the algorithm in CCITT Rec.T.81(1992 E) :

Annex C, Figure C.1, C.2 and C.3.

Quality level 75 %

DC table 0

� Length = 28

� Table class = 0

� Identi�er = 0

The following data is :
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0 2 4 6 8 10

32

0 2 4 6 8 10

32

Figure 5.13: Distributions of di�erential DC values of lena.pgm (left) and pepper.pgm

(right) for Q1=32.

0 2 4 6 8 10

80

0 2 4 6 8 10

80

Figure 5.14: Distributions of di�erential DC values of lena.pgm (left) and pepper.pgm

(right) for Q1=80.

length 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16

# of symbols 0 1 5 1 1 1 0 0 0 0 0 0 0 0 0 0

symbols 4 1 7 0 8

2

3

5

6

and the resulting Hu�man codewords are :

0:11110 1:010 2:011 3:100 4:00 5:101 6:110 7:1110 8:111110

AC table 0

� Length = 64

� Table class = 1

� Identi�er = 0

The following data is :
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length 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16

# of symbols 0 1 3 3 3 2 4 3 7 3 3 4 3 0 1 5

symbols 1 2 0 5 65 6 50 20 66 7 36 52 114 22

3 4 18 81 19 113 35 209 21 51 67 38

17 33 49 34 129 145 225 82 98 130 146

97 161 241 162

177 178

193

240

and the resulting Hu�man codewords are :

0:1010 1:00 2:010 3:011 4:1011 5:11010 6:1111000

7:11111111010 17:100 18:11011 19:1111001 20:111110110 21:11111111011

22:1111111111111010 33:1100 34:1111010 35:111110111 36:111111111010

38:1111111111111011 49:11100 50:11111000 51:111111111011 52:1111111111100

65:111010 66:1111111010 67:1111111111101 81:111011 82:11111111100

97:1111011 98:111111111100 113:11111001 114:111111111111100 129:11111010

130:1111111111110 145:111111000 146:1111111111111100 161:111111001

162:1111111111111101 177:111111010 178:1111111111111110 193:111111011

209:1111111011 225:1111111100 240:111111100 241:111111111101

Quality level 50 %

DC table 0

� Length = 27

� Table class = 0

� Identi�er = 0

The following data is :

length 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16

# of symbols 0 2 3 1 1 1 0 0 0 0 0 0 0 0 0 0

symbols 2 1 0 6 7

3 4

5

and the resulting Hu�man codewords are :

0:1110 1:100 2:00 3:01 4:101 5:110 6:11110 7:111110

AC table 0
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� Length = 60

� Table class = 1

� Identi�er = 0

The following data is :

length 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16

# of symbols 0 1 4 1 3 3 3 2 4 5 3 3 4 2 3 0

symbols 1 0 33 4 5 19 50 20 6 51 36 21 67 37

2 18 65 34 113 35 66 193 98 114 83 52

3 49 81 97 129 82 209 240 225 162

17 145 161 241

177

and the resulting Hu�man codewords are :

0:010 1:00 2:011 3:100 4:11010 5:111010 6:1111111000

17:101 18:11011 19:1111010 20:111111000 21:1111111111010 33:1100

34:1111011 35:111111001 36:111111111010 37:111111111111100 49:11100

50:11111010 51:11111111010 52:111111111111101 65:111011 66:1111111001

67:11111111111100 81:111100 82:1111111010 83:11111111111101 97:1111100

98:111111111011 113:11111011 114:1111111111011 129:111111010 145:111111011

161:1111111011 162:111111111111110 177:1111111100 193:11111111011

209:11111111100 225:1111111111100 240:111111111100 241:1111111111101

Hu�man Table Speci�cations for lena

Quality=95%

Quantization table

2 1 1 1 1 1 2 1

1 1 2 2 2 2 2 4

3 2 2 2 2 5 4 4

3 4 6 5 6 6 6 5

6 6 6 7 9 8 6 7

9 7 6 6 8 11 8 9

10 10 10 10 10 6 8 11

12 11 10 12 9 10 10 10
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DC table

length 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16

# of symbols 0 1 5 1 1 1 1 1 0 0 0 0 0 0 0 0

symbols 5 3 9 2 1 0 10

4

6

7

8

AC table

length 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16

# of symbols 0 1 3 2 4 3 6 4 3 7 3 3 3 2 2 11

symbols 1 2 4 0 7 8 129 20 9 36 22 67 23 162 68

3 5 6 49 19 145 50 21 82 51 114 52 37 146

17 18 65 34 161 177 35 241 98 130 10

33 81 240 66 24

97 193 39

113 209 83

225 99

115

131

178

194

Quality=75%

Quantization table

8 6 6 7 6 5 8 7

7 7 9 9 8 10 12 20

13 12 11 11 12 25 18 19

15 20 29 26 31 30 29 26

28 28 32 36 46 39 32 34

44 35 28 28 40 55 41 44

48 49 52 52 52 31 39 57

61 56 50 60 46 51 52 50

DC table
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length 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16

# of symbols 0 1 5 1 1 1 0 0 0 0 0 0 0 0 0 0

symbols 4 1 7 0 8

2

3

5

6

AC table

length 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16

# of symbols 0 1 3 3 3 2 4 3 7 2 6 1 5 0 1 5

symbols 1 0 4 5 65 6 50 20 82 7 98 37 130 22

2 17 18 81 19 113 35 209 21 52 38

3 33 49 34 129 66 36 67 83

97 145 51 114 146

161 225 241 178

177 240

193

Quality=50%

Quantization table

16 11 12 14 12 10 16 14

13 14 18 17 16 19 24 40

26 24 22 22 24 49 35 37

29 40 58 51 61 60 57 51

56 55 64 72 92 78 64 68

87 69 55 56 80 109 81 87

95 98 103 104 103 62 77 113

121 112 100 120 92 101 103 99

DC table

length 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16

# of symbols 0 2 3 1 1 1 0 0 0 0 0 0 0 0 0 0

symbols 2 1 0 6 7

3 4

5
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AC table

length 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16

# of symbols 0 1 4 1 3 3 3 2 3 7 3 4 0 7 1 0

symbols 1 0 33 4 5 19 50 35 6 98 36 21 162

2 18 65 34 113 129 20 193 114 37

3 49 81 97 145 51 209 225 52

17 66 240 67

82 83

161 146

177 241

Quality=25%

Quantization table

32 22 24 28 24 20 32 28

26 28 36 34 32 38 48 80

52 48 44 44 48 98 70 74

58 80 116 102 122 120 114 102

112 110 128 144 184 156 128 136

174 138 110 112 160 218 162 174

190 196 206 208 206 124 154 226

242 224 200 240 184 202 206 198

DC table

length 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16

# of symbols 0 2 3 1 1 0 0 0 0 0 0 0 0 0 0 0

symbols 1 0 5 6

2 3

4

AC table
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length 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16

# of symbols 0 2 2 1 3 3 3 2 5 3 3 3 5 1 0 0

symbols 0 2 3 4 18 34 19 5 51 82 20 52 67

1 17 33 65 50 113 35 161 193 36 114

49 81 97 66 177 209 98 225

129 240

145 241

Quality=10%

Quantization table

80 55 60 70 60 50 80 70

65 70 90 85 80 95 120 200

130 120 110 110 120 245 175 185

145 200 255 255 255 255 255 255

255 255 255 255 255 255 255 255

255 255 255 255 255 255 255 255

255 255 255 255 255 255 255 255

255 255 255 255 255 255 255 255

DC table

length 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16

# of symbols 0 3 1 1 1 0 0 0 0 0 0 0 0 0 0 0

symbols 0 3 4 5

1

2

AC table

length 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16

# of symbols 1 1 0 2 2 2 1 5 0 1 3 4 3 1 1 0

symbols 0 1 2 33 3 18 34 4 66 19 98 82 193

17 49 65 50 129 35 161

81 145 51 225

97 177

113
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Hu�man Table Speci�cations for pepper

Quality=95%

Quantization table

2 1 1 1 1 1 2 1

1 1 2 2 2 2 2 4

3 2 2 2 2 5 4 4

3 4 6 5 6 6 6 5

6 6 6 7 9 8 6 7

9 7 6 6 8 11 8 9

10 10 10 10 10 6 8 11

12 11 10 12 9 10 10 10

DC table

length 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16

# of symbols 0 2 2 3 1 1 1 1 0 0 0 0 0 0 0 0

symbols 6 5 3 2 1 10 0

7 8 4

9

AC table

length 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16

# of symbols 0 1 3 2 4 4 4 4 3 6 5 2 5 4 3 0

symbols 1 2 4 6 0 19 9 50 21 22 225 10 24 53

3 5 18 7 34 20 145 35 36 241 23 67 83

17 33 8 81 113 161 66 82 37 115 210

49 65 97 129 177 98 51 130

193 209 114

240

Quality=75%

Quantization table

8 6 6 7 6 5 8 7

7 7 9 9 8 10 12 20

13 12 11 11 12 25 18 19
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15 20 29 26 31 30 29 26

28 28 32 36 46 39 32 34

44 35 28 28 40 55 41 44

48 49 52 52 52 31 39 57

61 56 50 60 46 51 52 50

DC table

length 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16

# of symbols 0 2 3 1 1 1 1 0 0 0 0 0 0 0 0 0

symbols 4 2 7 1 0 8

5 3

6

AC table

length 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16

# of symbols 0 1 3 2 4 3 5 4 7 5 5 7 5 0 0 0

symbols 1 2 0 5 6 19 20 7 21 22 37 38

3 4 18 65 34 50 35 36 114 51 68

17 33 81 97 145 66 82 130 67 115

49 113 161 177 98 146 99 131

129 193 225 241 116 132

209 162

240 194

Quality=50%

Quantization table

16 11 12 14 12 10 16 14

13 14 18 17 16 19 24 40

26 24 22 22 24 49 35 37

29 40 58 51 61 60 57 51

56 55 64 72 92 78 64 68

87 69 55 56 80 109 81 87

95 98 103 104 103 62 77 113

121 112 100 120 92 101 103 99
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DC table

length 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16

# of symbols 0 2 3 1 1 1 0 0 0 0 0 0 0 0 0 0

symbols 3 1 6 0 7

4 2

5

AC table

length 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16

# of symbols 0 1 3 3 3 1 5 5 5 6 2 10 3 1 0 0

symbols 1 0 4 5 65 19 6 20 51 21 36 37 130

2 17 18 34 50 35 66 114 52 67

3 33 49 81 129 177 82 68 83

97 145 193 178 98

113 161 209 225 99

240 115

131

146

147

241

Quality=25%

Quantization table

32 22 24 28 24 20 32 28

26 28 36 34 32 38 48 80

52 48 44 44 48 98 70 74

58 80 116 102 122 120 114 102

112 110 128 144 184 156 128 136

174 138 110 112 160 218 162 174

190 196 206 208 206 124 154 226

242 224 200 240 184 202 206 198

DC table
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length 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16

# of symbols 0 2 3 1 1 0 0 0 0 0 0 0 0 0 0 0

symbols 2 1 0 6

4 3

5

AC table

length 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16

# of symbols 0 1 4 1 3 2 4 2 9 3 3 5 1 0 0 0

symbols 1 0 33 4 65 5 50 20 35 36 52 240

2 18 81 19 113 66 51 83 67

3 49 34 82 193 98 115

17 97 114 130

129 209

145

146

161

177

Quality=10%

Quantization table

80 55 60 70 60 50 80 70

65 70 90 85 80 95 120 200

130 120 110 110 120 245 175 185

145 200 255 255 255 255 255 255

255 255 255 255 255 255 255 255

255 255 255 255 255 255 255 255

255 255 255 255 255 255 255 255

255 255 255 255 255 255 255 255

DC table

length 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16

# of symbols 0 3 1 1 0 0 0 0 0 0 0 0 0 0 0 0

symbols 0 3 4

1

2



5.8. Distribution of Di�erential DC Values 120

AC table

length 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16

# of symbols 0 2 2 1 3 3 3 4 3 1 1 0 0 0 0 0

symbols 0 2 3 18 65 34 4 35 161 66

1 17 33 81 97 19 51

49 113 145 50 129

82

Summary of Experiments

From the results of the above experiments, it can be seen that the Hu�man tables of

the two images which are generated from the same image, will be di�erent if di�erent

quality levels are used and the tables of one image cannot be used for the other image.

If Hu�man code is unknown, it is known that recovering information from the Hu�man-

coded data is not easy. For methods to recover information from coded data without

knowing the Hu�man code, further research is required.

5.8.2 Conclusion

From above, the most e�ective part to be encrypted will be the Hu�man table spec-

i�cations. The speci�cations vary not only with images but also with quality levels

as shown in Section 5.8 and 5.6.2. The failure of the re-construction of the Hu�man

tables in the decoder is fatal for the correct decoding. The advantages of this method

are i) the size of data to be encrypted is very small (less than 1 % of the JPEG stream

in Table 5.7) and so it is computationally inexpensive, and by using a well-established

encryption algorithm, it can provide high level of security, ii) the encryption and the

decryption of the Hu�man table speci�cations can be applied directly to the JPEG

stream without decoding it and so already existing JPEG �les can be easily encrypted,

and iii) the structure of the stream conforms to the JPEG standard and the stream is

still recognized as a JPEG stream.

An image viewer (xv) used for the experiments in Section 5.7.6, recognizes the

encrypted �le as a JPEG stream and produces the error message for the Hu�man

speci�cations. Since the size of data to be encrypted is very small and the Hu�man

table varies with images, this scheme provides the computationally inexpensive secure

encryption of JPEG streams.



Chapter 6

Wavelet Compression and Encryption

6.1 Introduction

Wavelet compression is a recently developed compression method for digital images. It

achieves very high compression with a reasonably high image quality. Various wavelet

image compression systems have been proposed in the last decade [4, 90, 91, 7]. Wavelet

compression is also used as the basis of a new international standard for image com-

pression, JPEG2000, proposed by ISO/IEC [43].

To prevent unauthorized access to image data, the data needs to be encrypted.

Although images are compressed for eÆcient storage and transmission, generally the

compressed data is still large and so applying conventional encryption to the com-

pressed data is computationally expensive. To reduce the computational cost, there are

two approaches : i) selective encryption and ii) elementary cryptographic operations.

In this chapter, we propose encryption schemes for the Discrete Wavelet Transform

(DWT) [64] that fall into the latter approach and use random permutation lists.

Firstly, we examine a method using random permutation lists for a DWT-based

compression system and then present a scheme for JPEG2000. Finally, we conclude

our results.

6.2 Encryption with Discrete Wavelet Transform

We use a simple key dependent transformation: a family of permutations indexed by

the key, on wavelet coeÆcients. The decoder applies the inverse permutation before

processing the coeÆcients. An unauthorized user who does not know the key cannot

recover the image because the correct order of coeÆcients is not known. The amount of

masking will depend on the number of subbands to which the permutation is applied.

In this section we investigate the security and eÆciency of the above system using

121
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a speci�c implementation [22]. We will show that this basic system can provide various

degrees of masking of information and the transformation does not have a drastic e�ect

on the compression ratio. To assess the security of the system we will examine possible

attacks. In particular, we demonstrate a plaintext attack that uses a number of well

chosen transform coeÆcients to derive the secret permutation. We argue that if higher

security is required, then a block cipher algorithm can be used to mask the coeÆcients

of the lowest subband while permutations are used for the other subbands.

This section is organized as follows. Firstly, we brie
y review the wavelet compres-

sion system used in our experiments and then in Section 6.2.2 present the encryption

scheme use a random permutation. In Section 6.2.3 and 6.2.4 we present our attack

and using block encryption to enhance security. In Section 6.2.5 and 6.2.6 we show the

results of the experiments and in Section 6.2.7 we conclude.

6.2.1 Wavelet Image Compression

In a wavelet compression system an image is decomposed into subbands which are

represented by real-valued wavelet coeÆcients. The transform stage is followed by a

quantization stage which converts the real-valued coeÆcients to whole numbers. Finally

an entropy coder is used to compress the output of the quantizer. The transform stage is

invertible and the compression is the result of quantization and entropy coding stages.

There are numerous approaches to quantization with varying levels of performance.

Transform

The Discrete Wavelet Transform (DWT) consists of a sequence of wavelet �lter banks

[64]. In the 2-dimensional transform, �rstly each pixel row in the image is decomposed

into coarse and detailed parts and is down-sampled, and then each column of the

coarse and detailed parts is decomposed into coarse and detailed parts and is down-

sampled again. This results in four parts: coarse-coarse, coarse-detail (both from the

row coarse part), detail-coarse and detail-detail parts (both from row detailed part).

The last three parts compose the output subbands while the coarse-coarse part is the

input of the next �lter bank. Hence each �lter bank produces three subbands except

for the last �lter bank which has four subbands.
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Quantization and Entropy Coding

The implementation uses a quantization algorithm [110] which quantizes the wavelet

coeÆcients of each subband independently. The entropy coder is an adaptive arithmetic

coder [9].

6.2.2 Encryption Using Random Permutation

Encrypting MPEG coded data using key dependent permutations to permute transform

coeÆcients of the Discrete Cosine Transform (DCT) has been proposed in [107, 95]. In

using a permutation of the wavelet transform coeÆcients, the following points must be

taken into account. Firstly, the DCT is used on �xed size (n � n) blocks of pixels in

the image and produces the same number of coeÆcients for each block, while wavelet

coeÆcients are computed for the whole image and so the number of coeÆcients depends

on the image size. Secondly, the quantization precision will be subband dependent and

so the number of bits allocated to each coeÆcient will vary for di�erent subbands. This

means that the permutation must be applied to each subband separately, otherwise a

large compression rate drop or distortion can be expected.

We use a subband-based permutation system with a di�erent permutation for each

subband. Let V (b) = (v
(b)
0 ; v

(b)
1 ; v

(b)
2 ; : : : ; v

(b)
i ; : : : ) be the wavelet coeÆcient block in

subband b, and v
(b)
i denote the ith coeÆcient in the subband and jV (b)j be the number

of coeÆcients. The permutation can permute all jV (b)j coeÆcients, or we may break

the block into sub-blocks and permute the coeÆcients in each sub-block. For simplicity

we assume the former.

There are jV (b)j! permutations for subband b and so the number depends on the

image size and b, i.e. the subband which is permuted. Let K(b) be the key used for

generation of the permutation for subband b. Keys can be chosen independently for

each subband, or by using a master key K̂ and a key generation algorithm that has K̂

as input and produces keys for all subbands.

Permutation of coeÆcients may be implemented in the following two ways.

Case 1 Wavelet coeÆcients in each subband are permuted after transformation and

before quantization.

Case 2 Quantized coeÆcients in each subband are permuted after quantization and

before entropy coding.

The implementation uses an arithmetic coder to encode the quantized coeÆcients.

The coder encodes the i th bits of all coeÆcients in a subband, starting from the most
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signi�cant bits and moving to the least signi�cant bits and produces the entropy coded

stream in an embedded manner, that is, the stream consists of number of segments,

from the most signi�cant segment to the least signi�cant segment, each of which con-

tains the encoded data.

The two methods could result in di�erent compression rates if the quantization

method depends on the order of coeÆcients (context). For example, with vector quan-

tization, the compression rate in Case 1 will be a�ected. In both cases, if the entropy

coding is sensitive to the order of quantized coeÆcients then a drop in compression

rate will be expected.

6.2.3 Chosen Plaintext Attack

To evaluate the security of the system, �rstly we need to �nd the number of keys. In the

above the key determines the permutation and there are jV (b)j! possible permutations

for subband b consisting of jV (b)j coeÆcients and so
P

i=1 njV
(i)j! possible permutation

for the image which consists of n subbands. For example, a 512� 512 gray scale image

with four subbands, jV (1)j, jV (2)j, jV (3)j, and jV (4)j are 256 � 256 = 65536 and soP
i=1 4jV

(i)j! = 4� 256!. As can be seen from above, the value can be very large. This

ensures that an exhaustive search attack will be infeasible. However this would not

guarantee security of the system as more eÆcient attacks could be possible. In the

following we describe a chosen plaintext attack that recovers the secret permutation

by examining the system output on a number of well chosen attack images.

In a chosen plaintext attack, the attacker has access to an encoder with a secret

key. He can choose a plaintext, i.e. an image, obtain the corresponding ciphertext

and analyze the relationship between the plaintext and ciphertext to gain information

about the key. He can repeat this analysis on a number of images. The attack uses

the fact that key dependent permutations only change the order of coeÆcients but do

not change the values of coeÆcients. Hence if the attacker can create an image which

produces distinct values for coeÆcients in a subband, he can �nd the permutation

applied to that subband by capturing the coeÆcients in his decoder and observing

their order.

The assumptions are:

i) The algorithms of transform, quantization, entropy coding and the permutation

are known but the key is secret. ii) The attacker can obtain ciphertext (compressed

images) corresponding to any chosen plaintext (original images). iii) The attacker can

create an image with coeÆcients of his choice.
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The attack steps are as follows.

1. The attacker generates an image which has distinct coeÆcients in one or more

subbands.

2. He/she gives the image to the target encoder.

3. The encoder transforms, permutes, quantizes and encodes the image.

4. The attacker obtains the encoded image and decodes the compressed image using

his/her decoder.

5. The attacker captures the decoded values between the de-quantization and the

inverse-transform and compares the values with his/her chosen values and �nds

the permutation.

A single attack image in general may recover only part of the permutation.

For the attack to be successful care must be taken against the following types of

errors.

i) The pixel values that are obtained from the coeÆcients must be in the valid range

(typically 0 to 255). ii) The error in converting real-valued coeÆcients to integer-valued

pixels should not destroy the distinctness of coeÆcients calculated in the decoder. iii)

The quantization process in the target encoder should not destroy the distinctness of

the coeÆcients.

In [22], calculation of the transform and inverse-transform has considerable precision

and so many distinct coeÆcients can be chosen. The main restriction is due to the

quantization precision. If each of the coeÆcients in subband b is represented by q(b)

bits then there can be at most 2q
(b)

distinct coeÆcients and 2q
(b)

distinct values can

reveal the permutation of 2q
(b)

coeÆcients in a single attack attempt.

This means that coarser subbands are more vulnerable to the attack because, i) the

quantization precision for the coarser subbands is higher than the detailed ones, and so

the number of distinct coeÆcients that can be used in a single attack will be larger and

�ii) less number of attack attempts are required for the coarser subbands since coarser

subbands have smaller number of coeÆcients compared with the higher subbands.

6.2.4 Enhancing Security

The chosen plaintext attack is mainly e�ective for the lowest subband which largely

contributes to PSNR in general. To improve the security of the scheme we can use a
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traditional block cipher algorithm such as AES [73] to encrypt coeÆcients in the lowest

subband similar to encrypting DC coeÆcients of a DCT transformed image in [107].

Using AES ensures that the lowest subband is highly secure, and using permutations

for the higher subbands ensures that the detail information are hidden too.

It is interesting to note that the cost of block encryption for wavelet based systems

is lower than DCT based systems. The following example clari�es this point.

We compare the wavelet transform with the DCT applied to MPEG-1. In MPEG-

1, a color image of m � n pixels is broken into m�n
16�16

macro-blocks, where each of

macro-blocks is decomposed into 4 luminance and 2 chrominance 8 � 8 blocks. This

means that the image is represented by 6mn
256

8 � 8 blocks. Each of the 8� 8 blocks is

DCT-transformed into one 8 bit DC coeÆcient and 63 AC coeÆcients. To encrypt the

DC coeÆcients, 48mn
256

= 0:1875mn bits must be encrypted.

In a wavelet transform with �ve 2-D �lter banks, we assume the 2 chrominance

components have half the size of the luminance component (as in the DCT case). In

each �lter bank, the size of each component is reduced by half in width and height, i.e.

1=4 in total, and 1=45 for 5 �lter banks. In this case each of the color components will

be independently transformed which results in mn
45

and mn
4�45

coeÆcients in the coarsest

luminance and chrominance subbands, respectively. So overall, the transform of the

3 color components produces 5mn
46

coeÆcients. If the quantization precision for the

coeÆcients is 8 bits, this results in 40mn
46

� 0:0098mn bits which is approximately 1=20

of the DCT case.

It is worth noting that the above comparison assumes that the information in DC

coeÆcients of 8 � 8 DCT is almost the same as that of the coarsest subband of the

above wavelet transform. To �nd the exact amount of information in the two cases

(DC coeÆcients of DCT and the lowest subband of wavelet), a more detailed analysis

is required.

6.2.5 Experiments

We used an implementation [22] that uses the Antonini wavelet [4], employs a 2-

dimensional transform, has �ve �lter banks and decomposes the image into 3�4+4 = 16

subbands. The program takes the compression rate as an input parameter and adjusts

the quantization precisions of subbands to achieve the compression rate. The exact

compression rate may not be achievable simply because a one bit change in the precision

of subband b results in jV (b)j bits change in the quantizer output size and the output

size will be decreased by jV (b)j bits. If the permutation results in a considerable drop in
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Table 6.1: Compression rate and PSNR with permuted subbands when the target

compression rate is speci�ed to 8:1.
Permuted I-permuted Comp. PSNR

subband # subband # rate

in encoding in decoding (bpp)

None None 0.9975 39.448

0 None 0.9975 13.051

1 None 0.9975 20.947

2 None 0.9975 28.620

3 None 0.9975 26.837

4 None 0.9975 24.494

5 None 0.9975 29.814

6 None 0.9975 29.900

7 None 0.9983 26.995

8 None 0.9978 31.359

9 None 0.9978 31.722

10 None 1.0014 29.946

11 None 0.9993 33.460

12 None 0.9995 34.907

13 None 1.0040 34.003

14 None 1.0005 36.746

15 None 0.9982 38.602

0 to 7 None 0.9983 11.634

8 to 15 None 1.0162 24.979

0 to 15 None 1.0168 11.444

0 to 15 0 to 15 1.0168 39.448

the compression then the precisions in some of the subbands will be reduced to achieve

the given compression rate and will result in lower quality image and drop in PSNR

(Peak Signal to Noise Ratio).

The test image is lena.pgm, which is a 512� 512 image with 256 level gray scale

(8 bits/pixel). The compression rate was set to 8:1, i.e. 1 bit/pixel (bpp).

The results of the experiment are shown in Table 6.1 and Figure 6.1 - 6.3. Firstly

the image is encoded and decoded without permutations and PSNR is calculated. Then

coeÆcients in various subbands are permuted and PSNR is calculated. It can be seen

that the permutation of coarser subbands results in a larger PSNR drop compared to

the detailed part. In all the above cases, the drop in compression rate is less than 2%.
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Figure 6.1: The original image (left) and the recovered image without inverse-

permutations when the image is encoded with subband 0 permuted (right).

Figure 6.2: The recovered image without inverse-permutations when the image is

encoded with subband 15 permuted (left) and the recovered image without inverse-

permutations when the image is encoded with subbands 0 to 15 permuted (right).

6.2.6 Compression Rate

It can be seen from the experiment results the drop in compression rate is small.

This is mainly due to the type of the quantization and entropy coding algorithms: the

quantization algorithm processes one coeÆcient at a time and does not depend on other

coeÆcients in the subband, and the entropy coder uses context information which is

orthogonal to the direction of the permutation. The number of permuted subbands

does not change the precision of the quantization process because the drop in the

compression rate is not large enough to necessitate a change in the precision. In the

experiment the permutations were applied between the transform and the quantization

but similar results can be expected if the permutations are used after the quantization
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Figure 6.3: The recovered image without inverse-permutations when the image is en-

coded with subbands 0 to 7 permuted (left) and the recovered image without inverse-

permutations when the image is encoded with subbands 8 to 15 permuted (right).

because of the above reasons. The permutation has a small impact on the compression

rate in the implementation.

6.2.7 Concluding Remarks

We have shown that permuting one or a small number of subbands in a wavelet based

compression system can add security without having a large e�ect on the compression

rate. By increasing the number of subbands with permuted coeÆcients the security can

be increased and so the system provides variable levels of security. We have shown that

despite reasonable perceptual masking of the information and the very large size of the

key space, the system is vulnerable to a chosen plaintext attack in which a specially

constructed image is encoded and the output of the decoder is analyzed. The attack

is particularly e�ective against the lowest subband. We proposed an extension of the

system that provides protection against this attack.

6.3 A JPEG2000 Encryption System

JPEG2000 is a new image compression international standard proposed by ISO/IEC

[43]. It uses the Discrete Wavelet Transform (DWT) for its transform and has a number

of advantages over JPEG [45]. In particular it provides i) better rate-distortion perfor-

mance at low bit-rates, ii) better lossless and lossy compression in a single codestream,

iii) support for images with size larger than 216 � 216 pixels (this is the maximum

size for JPEG), iv) simple single decompression architecture, compared to 44 modes
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in JPEG decoders, v) error resiliency, vi) better image quality for computer generated

images compared to JPEG, and vii) better image quality for bi-level images [44].

In Chapter 5, we considered possible ways of incorporating encryption into the

JPEG compression system. Not all proposed methods can be extended to JPEG2000.

In particular it is not possible to use the selective encryption of JPEG Hu�man table

speci�cations described in Chapter 5. This is because in JPEG, the Hu�man table

speci�cations are critical for correct decoding and must be known before decoding

starts. JPEG2000 uses an adaptive arithmetic coder. The coder starts from a �xed

known model and updates the model adaptively according to the input symbols. Since

the initial model is public, the entropy coder cannot be used for encryption. Instead,

we apply elementary cryptographic operations on transform coeÆcients to encrypt

JPEG2000 data. We propose an encryption scheme using random permutation lists

for JPEG2000. The objective of the scheme is to encrypt image data without signi�cant

drop in compression performance and conform to the JPEG2000 image compression

standard. Using computationally expensive encryption algorithms on image data with

large size will reduce the coding eÆciency. Our proposed scheme avoids the drop

in compression performance by using a simple cryptographic operation. The scheme

provides various degrees of image masking by allowing the choice of subbands and

bit-planes that are encrypted.

We �rst review the JPEG2000 compression system and then describe the proposed

encryption scheme and show our experiment results. We analyze security of the scheme

against chosen-coeÆcient attack described in Section 6.3.3 and �nally give concluding

remarks.

6.3.1 JPEG2000 Compression System

The JPEG 2000 encoding procedure is decomposed into three stages:

1. Transformation

2. Quantization

3. Embedded Block Coding with Optimized Truncation (EBCOT) [108, 109]

Transformation

In the transformation stage, pixels are transformed into wavelet coeÆcients in sub-

bands using the Discrete Wavelet Transform (DWT). JPEG 2000 provides two types
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of transforms: i) an integer wavelet transform that is invertible, and ii) a real num-

ber wavelet transform that is not invertible. Their transforms produce integer and

real number coeÆcients respectively. For lossless compression, the invertible integer

wavelet transform must be used.

Quantization

After the transformation stage, each of the subbands is divided into rectangular blocks

called code-blocks.

In the quantization stage, the wavelet coeÆcients in a code-block is divided by a

quantization step size and the decimal part is truncated. The quantization step size

for each code-block is determined by the required image quality and bit-rate.

A quantized coeÆcient is represented by its sign and magnitude, that is, a sign bit

and the absolute value of the coeÆcient.

Embedded Block Coding with Optimized Truncation (EBCOT)

In the EBCOT stage, each code-block is independently encoded into the bit-stream

in such a way that the more important information always precedes less important

information. This is the heart of the embedded bit-stream organization. The bit-

stream is organized using a CoeÆcient Bit Modeler (CBM) . Using the CBM, the

coeÆcients in a code-block are encoded using an adaptive binary arithmetic coder.

Code-block

A code-block is a rectangular block of sign-magnitude pairs representing quantized

coeÆcients. A pair consists of a sign bit and an absolute value of a coeÆcient. Each

bit layer of the binary representation of the absolute values forms a bit-plane. For

example, the rectangular block of the most signi�cant bits of the absolute values forms

the most signi�cant bit-plane.

Signi�cance state

Each coeÆcient in the code-block has an associated binary state variable called

signi�cance state. The signi�cance state of a coeÆcient is initialized to 0 and becomes

1 when the bit in a bit-plane is 1 during the encoding of bit-planes from the Most

Signi�cant Bit (MSB) to the Least Signi�cant Bit (LSB).

In the following, we describe the procedure of coeÆcient bit modeling.

� The bit-planes are encoded from the MSB to the LSB.
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� Starting from the most signi�cant bit-plane, the number of consecutive bit-planes

consisting of all zeros is recorded in the header of the compressed data. No coding

is made for these bit-planes.

� Once a non-zero value in a bit-plane is detected, all the subsequent bit-planes are

coded. The encoding of a bit-plane consists of three coding passes.

1. Signi�cance propagation

2. Magnitude re�nement

3. Cleanup

To encode a bit-plane, it is divided into groups of 1 � 4 bits and the groups are

scanned from left to right and from top to bottom.

Let B be a binary m� n matrix representing an m� n bit-plane.

B =

0
BBBBB@

b1;1 b2;1 ::: bm;1

b1;2 b2;2 ::: bm;2

... :::
...

b1;n b2;n ::: bm;n

1
CCCCCA

: (6.1)

Then group gk of four bits is given by gk = (bi;j; bi;j+1; bi;j+2; bi;j+3) where 1 � i � m,

j 2 f1; 5; 9; 13; :::; n� 3g and k = i + j�1
4
m. In the three coding passes, all gk in the

bit-plane are scanned in the order of k = 1; 2; 3; :::; mn
4
.

In the following section, the details of the three coding passes are described.

Coding Passes

The three coding passes take place in the following manners.

1. For the �rst bit-plane that includes a non-zero bit, cleanup pass is executed.

2. Once the �rst bit-plane including non-zero bit is encoded using the cleanup pass

(the above case), the three passes take place in the following order.

(a) Signi�cance propagation

(b) Magnitude re�nement

(c) Cleanup
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Figure 6.4: Code-block and bit-planes : A quantized coeÆcient consists of bits and A

code-block consists of m� n quantized coeÆcients. The ith bit-plane is the collection

of ith signi�cant bits of the m � n quantized coeÆcients. The bits in a bit-plane are

scanned as shown by the arrows.

These passes produce a sequence of pairs of decision and context that are passed to

the arithmetic coder. There are 10 contexts.

Signi�cance propagation The signi�cance propagation includes only the coeÆcients

of signi�cance state = 0 and non-zero context. In this pass, the context is obtained

from the neighbors of the coeÆcient. The decision is the bit of each coeÆcient.

Magnitude re�nement The magnitude re�nement pass includes the coeÆcients of

signi�cance state = 1 except the coeÆcients whose signi�cance state has changed

from 0 to 1 in the immediately proceeding signi�cance propagation pass. In this

pass, the context is obtained from the neighbors of the coeÆcient. The decision

is the bit of each coeÆcient.

Cleanup The cleanup includes all the coeÆcients with the signi�cance state = 0 and

Context 0. In this pass, the groups of four bits are run-length coded. The deci-

sions are the result of the run-length coding of the four bits and the UNIFORM

context is used to encode the decisions.
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Adaptive Binary Arithmetic Coder

The entropy-coder used in JPEG 2000 is an adaptive binary arithmetic coder. The

input of the arithmetic coder is a sequence of pairs of decision and context produced by

the CBM. The arithmetic coder consists of i) 10 models, which represent the probability

distribution of binary source symbols corresponding to 10 contexts and a context used

in the run-length coding, and ii) a coder, which encodes source symbols based on

the source symbol probability distribution given by the models corresponding to the

contexts.

The arithmetic coder encodes the decision based on the model of the corresponding

context. The encoding is done by dividing the current interval into two sub-intervals

according to the probabilities of the binary symbols, and choosing one of the sub-

intervals as a new interval. The choice of the intervals is determined by the binary

symbol to be encoded. There are 9 
ags corresponding to the 9 contexts and each of

them indicates which binary symbol is the Less Probable Symbol (LPS), i.e. the binary

symbol which has smaller probability.

A model is assigned to each of the 9 contexts. A model holds the probability of

the LPS. The probability is approximated by one of the forty six values given in [44]

and the index to one of the forty six values is kept in the model. This means that the

adaptive model is order-0, that is, the probabilities of symbols are determined by how

frequently each symbol appears in the input data without taking into account of its

preceding symbols. After encoding a decision, the corresponding model is updated.

6.3.2 Encryption Using Random Permutation Lists

For an image to be correctly decoded, the encoding order of the coeÆcients must be

known to the decoder. If the encoding order of coeÆcients is secret then the decoder

cannot correctly decode the image. The scheme described herein realizes this by using

random permutation lists. The coding order is determined by random permutation

lists that are generated using a secret key. The method such as [71, 72] can be used

although this thesis does not cover the method of generating random permutation lists

in details.

The JPEG2000 encryption takes place in the EBCOT stage. The random permu-

tation list encryption mechanism is inserted into the coeÆcient bit modeler subsystem

so as to minimize the impact of the encryption on the compression rate.

In the JPEG 2000 standard speci�cation, in the three coding passes the groups of
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4 coeÆcients gk in a bit-plane are scanned in the order of k = 1; 2; 3; :::; mn
4
, i.e. from

left to right from top to bottom. To add encryption to this stage, groups are scanned

based on random permutation lists generated from the secret key.

Let � be a permutation of integers 1; 2; 3; :::; mn
4
. Then the scanning order of groups

speci�ed by JPEG2000 can be represented by (1; 2; 3; :::; mn
4
), and after using permu-

tation will become �1;�2;�3; :::;�mn
4
. That is, the order of scanning the groups will

be (g�1; g�2; g�3; :::; g�mn
4
). For example, � = (14; 3; 7; :::; 5) shows that the groups

are scanned as g14; g3; g7; :::; g5. The encoder and the decoder scan the groups of the

coeÆcients in the order speci�ed by Srand.

A di�erent scanning order is used for each bit-plane of each code-block. That is,

every bit-plane has its unique scanning order. The same secret key K must produce

the same set of � for all bit-planes in encoding and decoding.

6.3.3 Security of JPEG2000 Encryption

In this section we examine security of the proposed JPEG2000 encryption system.

Firstly, we brie
y review existing encryption systems for MPEG using random permu-

tation lists and the attacks against these systems, and then investigate whether or not

these attacks are e�ective on the JPEG 2000 encryption system. Finally we examine

the e�ectiveness of the chosen-coeÆcient attack in Section 6.2.

For MPEG, the systems in [107] and [95] use random permutation lists to permute

DCT coeÆcients in blocks. These systems are known to be insecure [2, 114] because

of the following reasons.

1. It is known that lower frequency coeÆcients carry larger energy and so coeÆcient

values of the lower frequencies are larger than those of higher frequencies. Because

of this energy distribution, the original coeÆcient order in a block can be roughly

recovered by sorting the coeÆcients.

2. If known images are encrypted, it is possible to �nd the permutation by comparing

DCT coeÆcients of the known images and those of the permuted ones.

In the wavelet case, the reason 1 above is not applicable because coeÆcients in a

subband, having the same frequency component, are permuted. Permutation of the

coeÆcients will hide the local energy distribution over the entire image. Since the

energy distribution over regions of images varies by image, sorting coeÆcients will not

be an e�ective attack against the permutation of wavelet coeÆcients. To address reason

2 above, we examine the e�ectiveness of the chosen-coeÆcient attack.
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Chosen CoeÆcient Attack

The assumptions are as follows.

� The secret is the random permutation lists that determine the scanning order of

bit-planes.

� The attacker has access to the decoder with the key loaded and can conduct

repeated experiments on the decoder.

The chosen coeÆcient attack is de�ned as follows. Let v be a w dimensional input

vector of coeÆcients, Fk be a key dependent permutation and F�1
k be the inverse of

Fk. The ciphertext u = Fk(v) is also a w dimensional vector.

The attacker chooses C which consists of distinct values, c1; c2; :::; cw where ca 6= cb,

8a; b 2 f1; 2; :::; wg, a 6= b. Then he calculates P�1
k (C), that is, decodes C using the

decoder with the key k loaded and obtains V 0 = P�1
k (C). By analyzing C and V 0, the

attacker can �nd the permutation P�1
k and its inverse Pk.

If the number of the possible values of ca is w0 and w0 < w, then the attacker

chooses w0 distinct values and constructs C = (c1; c2; :::; cw0
�1; cw0; cw0; :::; cw0) for one

experiment. This will reveal the permutation of w0 � 1 coeÆcients, and w
w0
�1

times

repetition of this experiment will reveal the whole permutation.

In JPEG2000 encryption system, groups of 4 bits are randomly scanned. Let D be

a set of distinct binary vectors of length 4. Then a group of 4 bits can be represented

by a vector in D. D is given as follows.

D = f(0; 0; 0; 0); (0; 0; 0; 1); (0; 0; 1; 0); (0; 0; 1; 1); : : : ; (1; 1; 1; 1)g (6.2)

and the number of vectors w in D is w = 24 = 16.

Let d be a subset of D and w0 as the number of vectors in d. The encryption

algorithm permutes groups of 4 bits, i.e. a set of binary vectors of length 4. If the

groups are a subset of D, i.e. the groups are d, then the permutation of w0 vectors

can be traced. From above, if the attacker constructs a compressed image so that it

consists of a set of distinct vectors, then the permutation of the vectors can be traced

from the decoded image.

For the attack, �rst the attacker constructs a JPEG 2000 compressed attack image

consisting of bit-planes, each of which includes the vectors in D. Let x be the number

of groups in a bit-plane. Then the method to construct an attack image is as follows.
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Algorithm 1 : Construction of a compressed attack image.

1: For each code-block

2: For each bit-plane

3: If x � w

4: Construct the bit-plane using x vectors in D.

5: Else

6: Construct the bit-plane so that

7: one vector in D appears x� w + 1 times

8: and the other w � 1 vectors in D appear once.

Next, the attacker decodes the attack image using the decoder with the secret key

and obtains the decoded image.

Then he transforms the decoded image and obtains the coeÆcients. The coeÆcients

are quantized to obtain the same representation as the bit-planes. The vectors in bit-

planes are inverse-permuted from the attack image and then the permutation of distinct

vectors is found.

We note that if x � w, the permutation of all groups can be found. However, if

x > w, the permutation of w�1 groups can be found. In practice, it will be reasonable

to assume that x > w. For example, the default value of x in the implementation [36]

is 1024.

Assuming x > w, if the same permutation lists are used for all the bit-planes in a

code-block, the attacker can choose vectors such that the w�1 distinct vectors in each

bit-plane covers di�erent regions so that each bit-plane can reveal w� 1 permutations.

This single experiment can reveal l(w � 1) permutations where l is the number of

bit-planes in a m� n code-block. The cost of the attack for a code-block is as follows.

�same =
mn

4l(w � 1)
: (6.3)

The attacker needs to repeat the experiment �same times to �nd the permutation for a

m� n code-block.

If di�erent permutation lists are used for the bit-planes, the attacker can �nd the

permutation of w � 1 vectors for each bit-plane in one attempt and the number of

attempts required to reveal the permutation lists used for all bit-planes is as follows.

�diff =
mn

4(w � 1)
: (6.4)

The total cost depends on the image size and the number of �lter banks. Let � be

the number ofm�n blocks in the image and � denote the number of �lter banks. Then
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the number of blocks in a subband of the output of the jth �lter bank is approximately

�
(2j)2

where 1 � j � �. The total number of blocks � is as follows.

� �

�X
j=1

3
�

(2j)2
+

�

(2�)2
= � : (6.5)

For each attempt, the attacker obtains same amount of information about the

permutation lists.

For example, when m = 64 and n = 64, and the number of bit-planes l in a code-

block is l = 10, �same =
1024

10(16�1)
= 6:83 � 22:8 and we have �diff =

1024
16�1

= 68:27 � 26.

Impact of the Adaptive Arithmetic Coder on the Attack

The chosen-coeÆcient attack works only if the correctly inverse-permuted coeÆcients

are obtained. To obtain the correctly inverse-permuted coeÆcients, the compressed

attack image must be correctly decoded by the decoder to be attacked. However, as

described in Section 6.3.1 the adaptive arithmetic coder is unable to correctly decode

the compressed attack image without knowing the random permutation lists.

The arithmetic coder uses more than one adaptive model and the models are chosen

by contexts and so if the order of contexts in the encoder and the decoder does not

match, the encoder and the decoder will lose synchronization. The order of contexts is

determined by the scanning order of 4 bit groups in bit-planes and the scanning order

is chosen by the random permutation lists. Hence, the order of contexts cannot be

found without knowing the random permutation lists.

To make the decoder successfully recover the coeÆcients, the attacker needs to

exhaustively experiment the permutation of pairs of decision and context when he

constructs the compressed attack image.

Let ni be the number of occurrences of context i in encoding of the whole image.

Then
P10

i=1 ni decision and context pairs are encoded by the arithmetic coder. If the

attacker tries all possible order of the pairs, the number of trials N will be

N =
(
P10

i=1 ni)!

n1!n2!:::n10!
(6.6)

which is very large and so the attack is impractical.
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6.3.4 Experiments

In this section we show the results of our experiments on the JPEG2000 encryption

system. The implementation of the system is based on the JPEG2000 codec, JasPer-

0.072 [36]. For each color component, subband, coeÆcient block and bit-plane, a

di�erent permutation was used. The images used in the experiments were lena.ppm,

mandril.ppm, peppers.ppm. All image sizes were 512 � 512. The compression rate

was set to 32:1. 50 trials of encryption were done for each of the images using di�erent

keys to observe the dependency of the compression rate and the quality of encrypted

image on a secret key. For the encryption and the decryption, di�erent secret key was

used. Firstly, the encryption was applied to di�erent subbands. All the bit-planes in

the chosen subbands were encrypted. The sets were f0g, f7g, f13g, f1; 2; 3g, f7; 8; 9g,

f13; 14; 15g. Then one of bit-plane 0 (the most signi�cant bit-plane), 1 and 2 was

chosen for encryption of the subband sets f1; 2; 3g, f7; 8; 9g, f13; 14; 15g.

Figure 6.5, 6.6, 6.7, 6.8, 6.9, 6.10, and 6.11 show the encrypted images of lena.ppm,

mandoril.ppm, and peppers.ppm encrypting subbands f0g, f7g, f13g, f1; 2; 3g, f7; 8; 9g,

f13; 14; 15g, and all subbands (0 to 15), respectively.

If the lower subbands were encrypted, the image showed large color spots. A spot

corresponds to a coeÆcient in the encrypted subband. Encrypting the middle subbands

showed noise pattern similar to moire and encrypting the highest subband showed very

small impact on the quality of the decompressed image. Encrypting the lower subbands

resulted in the lower PSNR but if higher subbands were intact, the edges can be clearly

seen.

Figure 6.5: Encrypting subband 0 : lena.ppm (left), mandoril.ppm (middle) and

peppers.ppm (right). The color spots correspond to low subband coeÆcients. The

encryption decreased the image quality but the details (i.e. edges) are visible.
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Figure 6.6: Encrypting subband 7 : lena.ppm (left), mandoril.ppm (middle) and

peppers.ppm (right). The encryption decreased the quality less compared to encrypt-

ing low subbands. The images are recognizable.

Figure 6.7: Encrypting subband 13 : lena.ppm (left), mandoril.ppm (middle) and

peppers.ppm (right). Some noise can be found in the active regions but the encryption

did not decrease the quality very much. The images are similar to the original ones.

Figure 6.12, 6.13, 6.14, 6.15, 6.16, 6.17, 6.18, 6.19, and 6.20 shows the encrypted im-

ages of lena.ppm, mandoril.ppm, and peppers.ppm encrypting bit-plane 0 of subbands

f1; 2; 3g, bit-plane 1 of subbands f1; 2; 3g, bit-plane 2 of subbands f1; 2; 3g, bit-plane 0

of subbands f7; 8; 9g, bit-plane 1 of subbands f7; 8; 9g, bit-plane 2 of subbands f7; 8; 9g,

bit-plane 0 of subbands f13; 14; 15g, bit-plane 1 of subbands f13; 14; 15g, and bit-plane

2 of subbands f13; 14; 15g, respectively.

From the images, it can be seen that the more signi�cant bit-plane of the lower

subband has larger impact on the image quality than the less signi�cant bit-plane of

the higher subband.

Table 6.2 shows the ratio of the encrypted �le sizes to the compressed �le size

without encryption. The columns labeled \Average", \Minimum", \Maximum" and

\Std. dev." show the average, minimum, maximum and standard deviation of the

ratios, respectively, over 50 trials.
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Figure 6.8: Encrypting subband 1, 2, and 3 : lena.ppm (left), mandoril.ppm (middle)

and peppers.ppm (right). The quality drop due to the encryption is large but the

edges are visible.

Figure 6.9: Encrypting subband 7, 8, and 9 : lena.ppm (left), mandoril.ppm (middle)

and peppers.ppm (right). The encryption has a similar e�ect to \oil painting". It may

be visually disturbing but the images remain recognizable.

Table 6.3 shows the PSNRs of the decrypted images using wrong keys. The columns

labeled \Average", \Minimum", \Maximum" and \Std. dev." show the average,

minimum, maximum and standard deviation of PSNRs, respectively, over 50 trials.

The graphs in Figure 6.21 (page 149) show the frequencies of each context when

images were compressed with and without encryption. The graphs in Figure 6.22 (page

150) show frequencies of pairs of context and decision when images were compressed

with and without encryption. Only 5 contexts appeared in the encoding.

6.3.5 Compression Rate

To provide the various degrees of masking, subbands and bit-planes can be selectively

encrypted. Selective encryption of image regions can be achieved by selecting speci�c

code-blocks for encryption. Hence the scheme provides 
exibility in both in terms of
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Figure 6.10: Encrypting subband 13, 14, and 15 : lena.ppm (left), mandoril.ppm

(middle) and peppers.ppm (right). Some noise can be found in the active regions but

the quality drop is small.

Figure 6.11: Encrypting all subbands (0 to 15) : lena.ppm (left), mandoril.ppm (mid-

dle) and peppers.ppm (right). The images are not comprehensible.

the level of masking and region of protection.

In the following, we analyze the impact of permuting the scanning order on the

compression rate. JPEG2000 system uses an adaptive binary arithmetic coder of order-

0. For such arithmetic coders, the order of input symbols has little impact on the

compression rate as long as the size of the input data is large and the probabilities of

symbols do not largely change through the encoding. By changing the scanning order,

the correlation between an input symbol and its preceding symbols can be destroyed

but it is not taken into account in order-0 arithmetic coders. Regardless of the order of

the symbols, the model converges into the probability distribution of the input source

during encoding.

From the results of our experiments in Section 6.3.4, it can be seen that replacing the

original JPEG2000 scan by the random scan does not change the frequencies of context-

decision pairs very much. This means that the random scan will change the order of
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Figure 6.12: Encrypting bit-plane 0 of subbands 1, 2 and 3 : lena.ppm (left),

mandoril.ppm (middle) and peppers.ppm (right).

Figure 6.13: Encrypting bit-plane 1 of subbands 1, 2 and 3 : lena.ppm (left),

mandoril.ppm (middle) and peppers.ppm (right).

context-decision pairs but does not change their frequencies much. Since changing order

has little impact on order-0 adaptive arithmetic coders, the compression rate drop is

very small. The random scan does not change the scanning order of 4 bits in each

group and so this will also contribute in minimizing the compression rate drop.

The compression rate of the arithmetic coder is approximately 10 % and so its

contribution to the entire compression is small. Even if the compression rate drops in

the arithmetic coder part, its impact on the overall compression rate will be small.

6.3.6 Concluding Remarks

We proposed a JPEG 2000 compression and encryption scheme using random permuta-

tion lists. The tests and simulation results indicate that it provides a simple mechanism

of adding encryption to JPEG2000 without signi�cantly degrading the compression

performance. The cost of a chosen-coeÆcient attack against the system is large (equa-

tion (6.6)) and so the system is resistant against the attack although the resistance to
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Figure 6.14: Encrypting bit-plane 2 of subbands 1, 2 and 3 : lena.ppm (left),

mandoril.ppm (middle) and peppers.ppm (right).

Figure 6.15: Encrypting bit-plane 0 of subbands 7, 8 and 9 : lena.ppm (left),

mandoril.ppm (middle) and peppers.ppm (right).

speci�c attacks is not a guarantee of security.

6.4 Conclusion

We presented two schemes for a speci�c implementation by Geo� Davis [22] and

JPEG2000 image compression system using elementary cryptographic operations, that

is, random permutation lists. We showed that if designed it carefully, then permuta-

tion can have little in
uence on the compression rate. Compression systems exploit

the correlation among data. Permuting data can destroy this correlation and results in

compression rate drops. To avoid this, the permutation was applied before the entropy

coding which does not depend on the order of data.

We examined the chosen coeÆcient attack and showed that in JPEG2000 encryption

the attack is ine�ective. We note that for the sorting coeÆcient attack, there is a

fundamental di�erence between the random scan of DWT coeÆcients and that of DCT
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Figure 6.16: Encrypting bit-plane 1 of subbands 7, 8 and 9 : lena.ppm (left),

mandoril.ppm (middle) and peppers.ppm (right).

Figure 6.17: Encrypting bit-plane 2 of subbands 7, 8 and 9 : lena.ppm (left),

mandoril.ppm (middle) and peppers.ppm (right).

coeÆcients as described in [107] and [95]. In the DCT case, the permutation of 64

DCT coeÆcients in a block can be easily reconstructed by sorting the coeÆcients.

This is because the value of a lower frequency coeÆcient is larger than that of a higher

frequency. In the wavelet case, coeÆcients in a subband of the same frequency are

permuted. The permutation of the coeÆcients will hide the local energy distribution

of the image and since the distribution depends on the image, image recovery is more

diÆcult than the DCT case. Hence the sorting coeÆcient attack is ine�ective against

wavelet coeÆcient permutation. For other types of attacks further research is required.
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Figure 6.18: Encrypting bit-plane 0 of subbands 13, 14 and 15 : lena.ppm (left),

mandoril.ppm (middle) and peppers.ppm (right).

Figure 6.19: Encrypting bit-plane 1 of subbands 13, 14 and 15 : lena.ppm (left),

mandoril.ppm (middle) and peppers.ppm (right).

Figure 6.20: Encrypting bit-plane 2 of subbands 13, 14 and 15 : lena.ppm (left),

mandoril.ppm (middle) and peppers.ppm (right).
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Table 6.2: Compressed �le sizes of the random permutation list encryption.
Bit-plane Subband Image Average Minimum Maximum Std. dev.

All 0 lena 1.0005 0.9996 1.0007 0.0002

mandril 1.0004 1.0001 1.0006 0.0001

peppers 1.0003 1.0001 1.0007 0.0001

7 lena 0.9998 0.9960 1.0007 0.0010

mandril 1.0003 0.9994 1.0059 0.0015

peppers 1.0000 0.9974 1.0010 0.0011

13 lena 0.9996 0.9980 1.0007 0.0008

mandril 1.0028 1.0011 1.0043 0.0010

peppers 0.9995 0.9975 1.0010 0.0010

1,2,3 lena 1.0000 0.9994 1.0003 0.0002

mandril 1.0018 0.9994 1.0059 0.0029

peppers 0.9999 0.9995 1.0004 0.0002

7,8,9 lena 0.9999 0.9954 1.0007 0.0007

mandril 1.0007 0.9996 1.0056 0.0016

peppers 0.9985 0.9974 1.0009 0.0012

13,14,15 lena 0.9998 0.9986 1.0007 0.0006

mandril 1.0033 0.9994 1.0059 0.0022

peppers 0.9979 0.9896 1.0010 0.0026

Bit 0 1,2,3 lena 0.9999 0.9995 1.0002 0.0002

mandril 1.0001 0.9994 1.0059 0.0012

peppers 0.9999 0.9996 1.0003 0.0002

7,8,9 lena 1.0000 0.9996 1.0005 0.0002

mandril 1.0000 0.9996 1.0003 0.0002

peppers 1.0005 0.9975 1.0009 0.0005

13,14,15 lena 0.9995 0.9965 1.0007 0.0011

mandril 1.0025 0.9979 1.0058 0.0018

peppers 0.9996 0.9956 1.0009 0.0011

Bit 1 1,2,3 lena 1.0000 0.9995 1.0003 0.0002

mandril 1.0001 0.9995 1.0003 0.0002

peppers 0.9998 0.9995 1.0003 0.0002

7,8,9 lena 1.0002 0.9995 1.0007 0.0005

mandril 1.0006 1.0001 1.0058 0.0008

peppers 0.9982 0.9974 1.0010 0.0011

13,14,15 lena 0.9987 0.9954 1.0007 0.0014

mandril 1.0040 0.9995 1.0059 0.0020

peppers 0.9997 0.9967 1.0010 0.0010

Bit 2 1,2,3 lena 1.0000 0.9995 1.0003 0.0002

mandril 1.0003 0.9994 1.0059 0.0019

peppers 0.9998 0.9994 1.0002 0.0002

7,8,9 lena 1.0003 0.9995 1.0007 0.0003

mandril 1.0001 0.9997 1.0006 0.0002

peppers 0.9990 0.9974 1.0010 0.0016

13,14,15 lena 0.9997 0.9969 1.0007 0.0008

mandril 1.0023 0.9988 1.0059 0.0021

peppers 0.9992 0.9974 1.0009 0.0010
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Table 6.3: PSNRs of decrypted images using wrong secret keys.
Bit-plane Subband Image Average Minimum Maximum Std. dev.

All 0 lena 10.5 8.6 11.9 0.66

mandril 9.5 8.5 11.1 0.63

peppers 9.3 8.5 10.4 0.47

7 lena 20.1 17.2 25.4 2.30

mandril 16.9 15.4 18.8 0.90

peppers 20.9 16.6 27.5 2.72

13 lena 25.8 24.6 27.4 0.60

mandril 18.3 17.6 18.7 0.26

peppers 20.3 17.9 23.6 1.23

1,2,3 lena 17.0 14.7 19.5 1.00

mandril 14.8 13.5 15.9 0.56

peppers 14.3 11.5 16.5 1.14

7,8,9 lena 17.8 15.8 23.3 1.45

mandril 14.4 12.9 16.1 0.73

peppers 17.5 14.9 20.7 1.45

13,14,15 lena 24.8 23.0 25.8 0.52

mandril 14.6 13.8 15.8 0.40

peppers 16.8 15.5 18.5 0.59

Bit 0 1,2,3 lena 16.9 15.1 19.5 1.02

mandril 14.4 12.7 15.5 0.64

peppers 14.3 12.0 16.3 0.96

7,8,9 lena 17.6 15.4 20.6 1.18

mandril 14.1 12.7 16.2 0.65

peppers 16.5 13.8 19.3 0.96

13,14,15 lena 24.2 23.1 25.5 0.50

mandril 14.2 13.5 14.8 0.28

peppers 16.4 15.1 17.7 0.58

Bit 1 1,2,3 lena 20.6 19.1 22.5 0.67

mandril 16.9 16.2 17.5 0.31

peppers 17.6 15.6 19.3 0.83

7,8,9 lena 23.0 20.0 24.7 0.99

mandril 17.4 16.6 18.0 0.30

peppers 21.8 20.1 24.1 0.81

13,14,15 lena 28.9 28.3 29.6 0.26

mandril 17.8 17.5 18.1 0.15

peppers 24.3 22.2 26.2 1.03

Bit 2 1,2,3 lena 24.5 23.6 25.0 0.33

mandril 18.3 18.1 18.5 0.09

peppers 21.5 20.0 22.7 0.55

7,8,9 lena 25.3 24.3 26.0 0.35

mandril 18.2 18.0 18.4 0.09

peppers 24.5 23.0 25.3 0.45

13,14,15 lena 29.9 29.7 30.2 0.11

mandril 18.9 18.8 18.9 0.03

peppers 29.0 27.6 29.8 0.52
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Figure 6.21: Frequencies of 10 contexts in the encoding of lena.ppm, mandoril.ppm and

peppers.ppm without encryption (left column) and with encryption (right column).
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Figure 6.22: Frequencies of pairs of contexts and decision in the encoding of lena.ppm,

mandoril.ppm and peppers.ppm without encryption (left column) and with encryption

(right column).



Chapter 7

Image Authentication

7.1 Introduction

Image authentication aims to provide assurance about the integrity of images. In

general, image data is in a compressed form due to its large size and the compression

is lossy because of perceptual limitations of the human visual system. Because of this,

unlike data authentication systems that must detect a single bit change in data, image

authentication systems must remain tolerant to perceptually insigni�cant changes due

to lossy compression.

JPEG [45] is the industry standard and is widely used in practice. In JPEG com-

pression, by choosing di�erent quality levels, the size of the output can be traded

against the quality of the decompressed image. Using lower quality levels results in

smaller �le sizes at the expense of lower image quality after decompression.

An image authentication system that is tolerant to JPEG compression to a given

quality level `, must have the property that changes to the image resulting from com-

pression to levels higher than `, does not produce a 'false' response in the veri�cation

phase. However, malicious changes must be detectable. Compression tolerant im-

age authentication systems can be broadly divided into message authentication codes

(MACs) and watermarking systems. In the former, the aim of the system is to extract

some features (also called signatures or image digests) of the image that remain in-

variant for images that have undergone JPEG compression to the given quality level.

These features form MACs or authentication tags that will be appended to the image

data and so an authenticated image is a pair consisting of the image and a tag.

In the latter approach, a watermark [124] signal is embedded into the image such

that it can be recovered even if the image is compressed and decompressed. The advan-

tage of the approach is that there is no need for a separate authenticator as the image

carries the authenticating information with itself. However watermarking systems for

151
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authentication must be fragile. That is, the watermark must be destroyed (become

irrecoverable) with the slightest change to the image. However compression tolerance

means that the watermark must survive changes that are due to JPEG compression

algorithm. Reconciling these two requirements, that is fragility and compression tol-

erance is a challenge that must be addressed in this context. Another disadvantage

of the watermarking approach is that the system embeds noise into an image and so

it degrades the image quality. A number of systems from the latter type have been

proposed but many of those based on fragile watermarking are less tolerant to JPEG

compression [29]. Some of these systems have been shown to be insecure [75, 123], but

many systems remain with no real security modeling or analysis.

In this chapter we will consider image authentication systems based on a MAC that

are tolerant to the changes which are due to the JPEG image compression algorithm

to a certain level compression quality. We review the JPEG compression system and a

compression tolerant image authentication system called SARI by C. Lin and S. Chang

[58] in Section 7.2. We also review an attack on this system proposed by Regunathan

and Memon [82]. In Section 7.3 we present new attacks against SARI system and

propose a method to improve security of the system. In Section 7.4 we propose a new

compression tolerant image authentication system and �nally we conclude.

7.2 Preliminaries

In this section �rst we review the JPEG image compression system and then following

SARI image authentication system.

7.2.1 JPEG Compression

JPEG compression [45] is the image compression standard. JPEG, although it does

have a lossless compression mode, is usually used as a lossy compression system and so

the original and the compressed image have, in general, di�erent values for the same

pixel. In JPEG, the image is sub-divided into 8�8 pixel blocks. For each block, �rst the

Discrete Cosine Transform (DCT) [3] coeÆcients are calculated, then quantized and

then entropy-coded. The information loss is primarily due to quantization however

computational error also contributes to the di�erence between the values of a pixel,

before and after compression.

Let P = fp1; p2; : : : ; p}g denote the set of blocks, assuming that there are } blocks

in the image. For a real value R we write R = h + r where h is an integer and
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r 2 R,�0:5 � r < 0:5. Then the integer rounding function rint() is de�ned as

rint(R) = rint(h + r)

= h :

The main processing steps on a block during compression are the following.

� The DCT is applied to an 8 � 8 pixel block to produce 64 coeÆcients. The

coeÆcients of a block p are written as Fp
(u;v) u; v 2 f1; 2; :::; 8g.

� Scalar quantization is used to obtain an integer value for Fp
(u;v). Each coeÆcient

is divided by an integer and the result is rounded. The quantization table is given

by Q(u;v) 2 N , u; v 2 f1; 2; :::; 8g. The quantized value of the (u; v) coeÆcient in

block p is given by

Tp
(u;v) = rint(

Fp
(u;v)

Q(u;v)
) : (7.1)

� The quantized coeÆcients are entropy coded.

Decompression has the same three steps in reverse order. That is entropy decoding

followed by dequantization of Tp
(u;v), given by

~F (u;v)
p

= Tp
(u;v)Q(u;v)

= rint(
Fp

(u;v)

Q(u;v)
)Q(u;v) (7.2)

and �nally applying the inverse DCT to reconstruct the image. The quality of the

reconstructed image is determined by the quality level, which determines Q(u;v). The

�rst and the last step of the compression are completely reversible (although in practice

calculating DCT coeÆcients might introduce some computational error) but the second

step is in general lossy and not reversible.

7.2.2 SARI Authentication System

Lin and Chang proposed a JPEG tolerant compression system [58], also known as the

SARI system [57, 59]. The system operates on 8�8 Discrete Cosine Transformed image

so it can be easily integrated into a JPEG compression system. The authors prove the

soundness of the authentication system and argue that although it is possible to create

tampered images that are acceptable by the authentication system, such images will

include artifacts that make them detectable by human eyes. The system was later
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shown to be insecure. In [82], Regunathan and Memon showed how to construct

fraudulent images that are acceptable by SARI authentication system if the same key

is used for signature generation of more than one image. However, the attack becomes

ine�ective if the signature is encrypted.

In Section 7.3 we show that with a relatively small amount of computation, it is

possible to create a tampered image which is acceptable and the changes do not result

in any visually detectable artifacts.

SARI system uses the property that the relative order of coeÆcients of a pair of

blocks in the original image and the image after decompression remains the same.

Hence the di�erence between two reconstructed coeÆcients can be bounded. That is,

if �Fp;q
(u;v) = Fp

(u;v)
� Fq

(u;v) > k, then � ~F
(u;v)
p;q = ~F

(u;v)
p � ~F

(u;v)
q satis�es

� ~F (u;v)
p;q

�

(
~k(u;v)Q(u;v); k

Q(u;v) 2 Z

(~k(u;v) � 1)Q(u;v); 62 Z

where k 2 R is a �xed threshold and ~k(u;v) � rint( k

Q(u;v) ),8u; v.

Similarly, if �Fp;q
(u;v) < k,

� ~F (u;v)
p;q

�

(
~k(u;v) �Q(u;v); k

Q(u;v) 2 Z

(~k(u;v) + 1) �Q(u;v); k

Q(u;v) 62 Z

and if �Fp;q
(u;v) = k,

� ~F (u;v)
p;q

=

(
~k(u;v) �Q(u;v); k

Q(u;v) 2 Z

~k(u;v) �Q(u;v) or(~k(u;v) � 1) �Q(u;v); k

Q(u;v) 62 Z
:

Generation of the signature

The signature is obtained by encoding the di�erence between coeÆcients of two

blocks and generating a signature for all pairs of blocks and all the chosen frequencies.

A set selection algorithm is used to produce two sets of blocks, Pp = fp1; p2; : : : ; p}

2
g

and Pq = fq1; q2; : : : ; q}

2
g that partition the set of image blocks, and then a pairing

function is used to pair the blocks in the two sets. Finally, protected frequencies and

the precisions of the frequencies are chosen.

The signature consists of all the feature codes, which are the encoded di�erences of

coeÆcient pairs, together with the precision (number of bits) allocated to all frequen-

cies.

Veri�cation
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The veri�cation process uses the relationship between reconstructed coeÆcients in

the two blocks. That is, if the di�erence between reconstructed coeÆcients is within

an interval associated with the corresponding feature code and the pre-de�ned quan-

tization error tolerance, the image is considered authentic. The interval is determined

by the precision of the feature codes and acceptable quality level.

In this comparison, the e�ect of sources of error other than quantization, such as

computational error due to the implementation of JPEG using �nite precision arith-

metic is also taken into account.

Evaluation

Security In this scheme, if the block pairing is public then a pair of blocks can be con-

currently modi�ed without the system detecting the modi�cation. The authors

of [57] argued that such an attack will result in noticeable artifacts and although

undetectable by the veri�cation system but will be visually detectable.

However, in general this is not true and methods such as those given in [52] can

be used to modify a pair of blocks without creating any artifact. For security, it

is necessary to hide block pairing but then the cost of �nding the pairing is small.

Our new attacks in Section 7.3.1 show that once the pairing is found, the attacker

can simultaneously modify pairs of blocks and hence defeat the authentication

system.

Length of the signature The size of the signature grows linearly with the number

of frequencies that are protected. This number can range from 1 to 64. For each

frequency di�erent precision can be used. The length of the signature is

}

2

X
for all chosen (u;v)

b(u;v)

where b(u;v) is the precision of frequency (u; v). For example, the size of the

signature for a 512� 512 image, protecting DC, AC1, AC2 and AC3 with 10 bits

precision, is (64� 64)=2� (10+10+10+10) = 81920 bits (approximately 11kilo

bytes).

7.3 New Attacks against the SARI System

In this section, we present new attacks against the SARI system [58]. We present ways

of constructing fraudulent images that are accepted as authentic by the veri�cation
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system, and the modi�cations are visually undetectable. The attacks will work even if

the feature code is encrypted. We also propose modi�cations to the system to make

these attacks ine�ective.

7.3.1 Attacks

Regunathan and Memon [82] showed a method of �nding the secret block pairing if

O(log}) authenticated images using the same key are found. Once the pairing is discov-

ered, the block pairs can be modi�ed without being detected by the veri�cation system.

However an arbitrary modi�cation, most likely, will result in visually detectable arti-

facts, as had been noted by the original authors [58]. Moreover, encrypting the feature

code will make the attack completely ine�ective.

We note that not all modi�cations result in visually detectable changes. For ex-

ample, the method used in [52], uses combinations of DCT coeÆcients such that the

central part of a block is modi�ed in a smooth way, while the border of the block

is unchanged. In Section 7.3.1, we describe an attack which generates a fraudulent

image with no visual sign of being fraudulent, and succeeds even if the feature code is

encrypted.

New Attacks

We consider two types of attacks.

1. The image is modi�ed by simultaneously changing a pair of blocks by the same

amount. The attack will succeed regardless of the precision of the feature codes

and the number of protected coeÆcients. The modi�cations include,

� adding or removing �gures, letters and objects to the original image.

� modifying �gures, letters or objects in the original image.

2. If some of the coeÆcients are not protected, they can be arbitrarily changed.

Modifying Block Pairs

This attack succeeds if block pairing is known even if all the coeÆcients are protected

and long precision feature codes are used. In Section 7.3.1 we show how to �nd the

pairing even if the feature code is encrypted. The attack is made by modifying quan-

tized coeÆcients of a JPEG compressed image by an equal amount in pairs of blocks.



7.3. New Attacks against the SARI System 157

Figures, letters or objects can be added or removed to pairs of blocks by adding an

8 � 8 block of quantized coeÆcients to the quantized coeÆcients of the pair. This is

based on the following proposition.

Proposition 1 Let D be an 8� 8 pixel block, and G(u; v), u; v 2 f1; :::; 8g denote its

transformed and then quantized DCT coeÆcient in (u; v) position. Let ~Fp(u; v)0 and

~Fq(u; v)0 denote the coeÆcients of the reconstructed blocks corresponding to Tp
(u;v) +

G(u; v) and Tq
(u;v) +G(u; v), respectively, and � ~F

(u;v)
p;q 0 denote the di�erence ~F

(u;v)
p 0 �

~F
(u;v)
q 0. Then � ~F

(u;v)
p;q = � ~F

(u;v)
p;q 0.

Proof:

� ~F (u;v)
p;q

= Tp
(u;v)

�Q(u;v)

�Tq
(u;v)

�Q(u;v)

and

� ~F (u;v)
p;q

0 = Tp
(u;v)

0 �Q(u;v)

�Tq
(u;v)

0 �Q(u;v)

= Tp
(u;v)

�Q(u;v)

�Tq
(u;v)

�Q(u;v)

= � ~F (u;v)
p;q

:

This is true because of the following.

Tp
(u;v)

0 �Q(u;v)
� Tq

(u;v)
0 �Q(u;v)

= (Tp
(u;v) +G(u; v)) �Q(u;v)

�(Tq
(u;v) +G(u; v)) �Q(u;v)

= Tp
(u;v)

�Q(u;v)
� Tq

(u;v)
�Q(u;v) :

Now suppose the attacker has a compressed image and its feature code. The attack

is as follows.

1. The attacker creates the pattern D that is to be added to the block pair p and q.

2. He transforms D, and quantizes the coeÆcients by Q(u;v) to obtain G(u;v), 8u; v.

3. Then he �nds Tp
(u;v) +G(u;v) and Tq

(u;v) +G(u;v) and dequantizes the result.
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We note that the system does not require the original image to verify the image

and so the original image is not available for the veri�cation.

The method will produce visually undetectable changes if the following conditions

are satis�ed.

C1 To make the block artifacts undetectable, the pixels on the edges of block D

should be close to 0. This condition can be ignored if the pattern includes �gures

or letters with sharp edges at block edges.

C2 The di�erence of the modi�ed block p and q must be exactly the same as the

di�erence of the original p and q. Note that the use of the transformed version of

the modi�ed block without quantization by Q may result in the di�erence � ~F
(u;v)
p;q

not to be a multiple ofQ(u;v) although the original di�erence is a multiple ofQ(u;v).

If the veri�cation algorithm requires uncompressed image as input, we can gen-

erate it from the JPEG compressed image.

C3 G must be chosen such that the de-quantization and then the inverse-transform

of the modi�ed coeÆcients Tp
(u;v) + G(u;v) and Tq

(u;v) + G(u;v) do not produce a

value outside the valid pixel range (for example, [0; 255]).

Figure 7.2 and 7.3 give an example of adding a pattern to the image. We followed

the steps above, showing the case of pairing odd number and even number blocks for

pattern \8" which is the pairing used in the original paper, and pairing distant location

blocks for a pattern similar to \6�".

Figure 7.1: Pattern \8" (left) and a pattern similar to 6� (right).

The pattern D that is added to the image is given in Figure 7.1. The attack

succeeded because the two paired blocks have been smooth. We note that in the case

of pattern \8", it is obvious that the same pattern appears twice but in the case of

the other pattern, the modi�cation on one of the two blocks (in the background) is

not distinguishable. In some cases it might be more diÆcult to succeed. For example

consider removing black numbers from a white license plate. Assume that the image
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Figure 7.2: Example: Original image (left) and close up (right).

Figure 7.3: Close up of the modi�ed image (left) and di�erence between the original

and modi�ed images (right). The large gray region, the darker part and the brighter

part correspond to Æ(i;j) = 0, Æ(i;j) < 0 and Æ(i;j) > 0, respectively.

is gray scale and pixel values are in the range [0; 255], and the black and white pixel

values are 0 and 255, respectively. Then to modify the numbers on the plate, some

pixels need to be changed from black to white, or from white to black and so 255 has to

be added to, or subtracted from these pixels, respectively. If the pixel to be modi�ed

is black and the pixel in the corresponding location in the paired block is white, then

adding 255 to the pixel in the paired block will violate condition C3.

Let r
(i;j)
p ,i; j 2 f1; � � �8g, and r

(i;j)
q ,i; j 2 f1; � � �8g, denote the pixel values of block p

and q, respectively, and Æ(i;j),i; j 2 f1; � � �8g denote the pixel values of the modi�cation

block.

Then the following must be satis�ed.

0 � r(i;j)
p

+ Æ(i;j) � 255

0 � r(i;j)
q

+ Æ(i;j) � 255 (7.3)

for all i; j 2 f1; 2; :::; 8g.

For example, if we want r
(i;j)
p to be as bright (i.e. large) as possible, we choose

the largest possible Æ(i;j) that satis�es condition (7.3). That is, we choose minf(255�

r
(i;j)
p ); (255 � r

(i;j)
q )g. If r

(i;j)
q is large, then 255 � r

(i;j)
q is small and so is Æ(i;j). Hence,
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r
(i;j)
p cannot be increased by a large amount. From above, the range of Æ(i;j) is given as

follows.

Theorem 2 The range of Æ(i;j) is given by [0;minf(255 � r
(i;j)
p ); (255 � r

(i;j)
q )g] and

[(�1)minfr
(i;j)
p ; r

(i;j)
q g; 0] for the brightening and darkening modi�cation, respectively.

proof: For an 8 bit pixel r
(i;j)
p and r

(i;j)
q , 0 � r

(i;j)
p and r

(i;j)
q � 255. From Condition

(7.3), the possible minimum value of Æ(i;j) is 0 and the possible maximum value is either

255� r
(i;j)
p or 255� r

(i;j)
q and the smaller value of these two satis�es Condition (7.3).

Figure 7.5 shows the removal of letters from a license plate shown in Figure 7.4.

Assuming even and odd block pairing, two horizontally neighboring blocks are modi�ed.

As an example, two digits were made bright so that it became the same color as the

background of the plate.

Figure 7.4: Original license plate.

Figure 7.5: Removal experiments of \9" (left) and \5" (right).

From the above observations, we de�ne a vulnerable property as follows.

Vulnerable property

If the range of Æ(i;j), given by Theorem 2, is large, then r
(i;j)
p and r

(i;j)
q are vulnerable

to large modi�cations.

Finding Block-pairs

To increase security, block pairings can be kept secret. Suppose the attacker has

an authenticated image (image together with its authenticator) and also access to

a veri�cation oracle: that is the veri�cation program that inputs an image and its

authenticator tag and produces a yes or no answer if the image does match or does not

match the authenticator, respectively.
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Algorithm 1 : �nding a block pair.

1: The attacker chooses a block pi

to be modi�ed.

2: loop until the pairing block is found.

3: Choose a block pk, where k 6= i.

4: Modify pi and pk by the same amount.

5: Give the modi�ed image to the oracle

and observe its output.

6: If it is accepted

7: Exit the loop.

Note that the attacker does not have to �nd all block pairs but only those which

he intends to modify.

The cost of �nding pk for a chosen pi is } � 1. To �nd all block pairs, Algorithm

1 is iteratively applied to the blocks. In each iteration, it �nds a pair. Initially there

are }=2 pairs to �nd and in the �rst iteration it tries at most } � 1 blocks. Then

the number of pairs becomes }=2� 1 in the second iteration and it experiments }� 3

blocks. The number of blocks to be examined at ith iteration is } � (2i � 1). There

are }=2 pairs and so the cost of �nding all pairs is

}=2X
i=1

(}� (2i� 1))

= }2=2� }2=4

= }2=4 :

For example, the 512�512 image lena has 4096 blocks. The cost of �nding pk for a

chosen pi is 4095 � 212 and that of �nding all pairs is 222, which is considered small in

cryptographic systems. If each of 64 frequencies uses a di�erent pairing, each pairing

can be independently found and in this case, the cost of �nding a single and all pairs

becomes 212 � 64 = 218, and 222 � 64 = 228, respectively.

Attack on Unprotected CoeÆcients

When only some of the coeÆcients are protected, the unprotected ones can be arbitrar-

ily modi�ed. Because of visual signi�cance of lower frequencies, it is more likely that

they will be chosen for protection. So if the added pattern is obtained by modifying the

higher frequency components, then the resulting modi�cation will look like spraying

the image with black or white dots.

Figure 7.6 shows an example of such attacks.
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Figure 7.6: The two images will be authenticated with the coeÆcients 0-10 (left) and

0-59 (right) protected.

7.3.2 Improvement

The attacks in [82] and our new attacks clearly show that simply hiding the block-

pairing will not add security because each signature bit can be tied to a single pair

and so the pairing can be found easily. If we allow the pairs to overlap, that is, allow a

block to be shared by more than one pair, then a signature bit will be linked to more

than a single pair.

Let a subset of }

2
pairs be Si consisting of s pairs and including s+ 1 blocks, such

that every pair in Si has a common block with one other element of Si. Assuming

Si\Sj = �, i 6= j, the number of Si required to include } blocks is }

s+1
and the number

of pairs in Si,8i is
}s

s+1
.

For example if two pairs share a block, the computational cost of the attack will

increase. Let Si = f(pa1; pa2); (pa2; pa3)g. Assuming an attacker tries to �nd a block

paired to pa1 among }�1 blocks, he needs to modify Algorithm 1 in Section 7.3.1 such

that he modi�es a triplet of blocks by the same amount instead of a block pair. This

increases the order of the cost to O(}3) from O(}2). In general the cost of �nding s+1

blocks in Si will be of the order O(}
s+1).

The disadvantage of this method is that the number of pairs increases 2s
s+1

= 2� 2
s+1

times compared with the original system, and so the signature size increases. For

example, if Si consists of two pairs sharing one block, i.e. s = 2, the signature size

is 4
3
times larger than the signature generated by the original system. To reduce the

signature size, the method can be applied to a selected set of blocks. We suggest the

following two approaches.

Approach 1

1. First construct pairs so that they do not have vulnerable property given in Section

7.3.1.

2. If there are pairs which have vulnerable property, then reconstruct pairs for these
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blocks using the method of sharing blocks in pairs.

Approach 2

The important blocks are interactively selected, i.e. a user chooses their region

of interest interactively when the signature is generated. Then the above method is

applied to these chosen blocks.

7.3.3 Concluding Remarks

We have shown methods of modifying authenticated images, which are visually unde-

tectable and pass the veri�cation test, and de�ned the vulnerable property of pixels.

Although modi�cations are restricted on pixels which have the vulnerable property, if

the system fails to provide the assurance of protecting these pixels, then images are

vulnerable against the attack. We showed a modi�cation to the system which increases

the cost of the attack to O(}s+1) to the extent that the system can be considered secure.

7.4 A Secure and Flexible Authentication System

for Digital Images

In this section we propose an image authentication system in which the MAC remains

invariant after JPEG compression to a given quality level. We propose a model for

analyzing security which captures the attacking power of a typical adversary in a real-

life application of the system. To our knowledge this is the �rst clear model for security

evaluation of image authentication systems. We show that the proposed system is

secure in this model and verify this result by a number of experiments.

The system has a number of attractive properties.

1. The main computation of the system is in computing the DCT of image blocks

which is part of the JPEG compression algorithm. This means that the system

can be e�ectively integrated into the compression system. This is particularly

important because in many applications image processing hardware is not suit-

able for traditional cryptographic operations and so calculating cryptographic

checksums either requires a cryptographic co-processor, or will signi�cantly slow

down the system.

2. The computation is parallelizable and the system can be used for real-time data.

The system is stream oriented. That is, as data arrives it is processed and
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the checksum is generated accordingly. The system can be easily extended to

frame-based moving picture data (MJPEG [102]) and with more e�orts to motion

compensated compression systems, such as MPEG (Moving Pictures Experts

Group [42]).

3. The system has 
exible protection. That is, by allowing longer checksums the

level of protection can be increased. The system allows selective protection: that

is the key information may be chosen in an image dependent way such that

the sensitive parts of the image receive higher protection. This is a very useful

property that can be be used to protect regions of interest in the image.

In Section 7.4.1 we describe our system and show its properties. Section 7.4.2 gives

the design of our system and in Section 7.4.4 we analyze the security of our system

and �nally we conclude.

7.4.1 A Secure and Flexible Authentication Scheme

We propose a message authentication code (MAC) that consists of feature codes ob-

tained by encoding a linear combination of DCT coeÆcients in subsets of blocks. A

MAC is generated from an original image and it corresponds to all images which are

created by compressing the original image using JPEG compression with various qual-

ity levels. The image is partitioned into subsets of blocks, called groups and blocks

in each group are used to generate feature codes. This system can be considered as a

generalization of the SARI system.

In the following, without loss of generality, we assume Ai
(u;v) are non-negative

integer constants. The approach can be used for any value of Ai
(u;v).

Let fG1 ; G2 � � � g be a set of
}

m
groups, each group consisting of m blocks, such that

[jGj = P , and Gj \Gh = � for all i and j.

The outline of the MAC generation algorithm is as follows.

1. For all blocks in P , obtain the 64 DCT coeÆcients.

2. Let Fi;j
(u;v) denote the DCT coeÆcient in (u; v) position of the ith block in Gj .

Then Yj
(u;v) =

P
8i2[m]Ai

(u;v)Fi;j
(u;v) is the weighted sum of all coeÆcients in

Gj
(u;v).

3. The feature code is generated by encoding Yj
(u;v) as shown in this section.
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Theorem 3 shows that the same linear combination in the reconstructed image is closely

related to that of the original image. This property forms the basis of correct veri�ca-

tion.

Quantization Entropy
Coding

Ai

Calculation of

Σ Fi,j
(u,v) Y j

(u,v)

data
JPEG8    8 DCT

Secret
Generation

of U(N)

Hash generation

JPEG compression

Image

Signature

Figure 7.7: MAC generation and JPEG compression.

U(N)

data
JPEG

Ai
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Σ Fi,j
(u,v)

Y j
(u,v)

8    8 IDCT

Decoding

Decoding quantization

Entropy De−

8    8 DCTSecret

Comparison true / false

Image

Verification

JPEG decompression

Signature

Figure 7.8: MAC veri�cation and JPEG decompression.

Let i 2 f1; 2; 3; :::; mg.

Let
Fp

(u;v)

Q(u;v) be
Fp

(u;v)

Q(u;v) = Rp = hp + rp where hp is an integer and �0:5 � rp < 0:5.

Then, Fp
(u;v) and ~F

(u;v)
p are the original and reconstructed values of a DCT coeÆcient.

Fp
(u;v) = RpQ

(u;v)
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= hpQ
(u;v) + rpQ

(u;v)

~F (u;v)
p

= rint(Rp)Q
(u;v)

= hpQ
(u;v)

= Fp
(u;v)

� rpQ
(u;v) : (7.4)

As noted in [82] and Section 7.2.2 using a pair of blocks allows the attacker to �nd

the pairing and �nd two images with the same MAC value. Using the combination

of many blocks e�ectively links a large number of blocks together and makes it much

more diÆcult for the attacker to determine the groups that are linked. The weighting

can be used to emphasize regions of interest in the image.

In the following we prove a theorem which shows that the reconstructed value of

Yj
(u;v) can be bounded. This property can be used to estimate the di�erence between

the linear sum in the reconstructed image and that in the original image and so can be

used to detect tampering with the image. (For simplicity and without loss of generality,

we omit the 
oor and ceiling in the following.)

Theorem 3 Let ~K = ~k(u;v)Q(u;v)
, Yj

(u;v)
as de�ned above, ~Y

(u;v)
j

=
P

8i2[m]Ai
(u;v) ~F

(u;v)
i;j

,

and L =
P

8i2[m] jAi
(u;v)

j.

Then for all j, the relationship between Yj
(u;v)

and ~Y
(u;v)
j

is given as follows:

1. If Yj
(u;v) = k,

(~k(u;v) � 0:5(1 +
X
8i2[m]

jAi
(u;v)

j))Q(u;v) < ~Y
(u;v)

j

< (~k(u;v) + 0:5(1 +
X
8i2[m]

jAi
(u;v)

j))Q(u;v) :

2. If Yj
(u;v) < k, then

~Y
(u;v)
j

< ~k(u;v)Q(u;v) + 0:5Q(u;v)(1 +
X
8i2[m]

jAi
(u;v)

j) :

3. If Yj
(u;v) > k, then

~Y
(u;v)
j

> ~k(u;v)Q(u;v)
� 0:5Q(u;v)(1 +

X
8i2[m]

jAi
(u;v)

j) : (7.5)
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Proof of Theorem 3:

We have

k � 0:5Q(u;v)
� ~K < k + 0:5Q(u;v)

and from Theorem 4

Yj
(u;v)

� 0:5Q(u;v)L < ~Y
(u;v)
j

� Yj
(u;v) + 0:5Q(u;v)L

The relationship between Yj
(u;v)

� k and ~Y
(u;v)
j

� ~k(u;v)Q(u;v) is given by

Yj
(u;v)

� 0:5Q(u;v)L� (k+0:5Q(u;v)) < ~Y
(u;v)
j

� ~K � Yj
(u;v)+0:5Q(u;v)L� (k� 0:5Q(u;v))

and so

(Yj
(u;v)

� k)� 0:5Q(u;v)(L + 1) < ~Y
(u;v)

j
� ~K � (Yj

(u;v)
� k) + 0:5Q(u;v)(L+ 1) : (7.6)

Now we have the following cases.

1. If Yj
(u;v) = k, and so Yj

(u;v)
� k = 0 in equation (7.6) and so

�0:5Q(u;v)(L + 1) < ~Y
(u;v)
j

� ~K � 0:5Q(u;v)(L+ 1)

That is

~K � 0:5Q(u;v)(L + 1) < ~Y
(u;v)
j

� ~K + 0:5Q(u;v)(L + 1)

and

~k(u;v)Q(u;v)
� 0:5Q(u;v)(1 +

X
8i2[m]

jAi
(u;v)

j) < ~Y
(u;v)
j

� ~k(u;v)Q(u;v) + 0:5Q(u;v)(1 +
X
8i2[m]

jAi
(u;v)

j) :

Note that because Ai
(u;v) and ~F

(u;v)
i;j

are integers, the sum
P

8i2[m]Ai
(u;v) ~F

(u;v)
i;j

is

an integer and so the above relationship becomes

d~k(u;v)Q(u;v)
� 0:5Q(u;v)(1 +

X
8i2[m]

jAi
(u;v)

j)e � ~Y
(u;v)
j

� b~k(u;v)Q(u;v) + 0:5Q(u;v)(1 +
X
8i2[m]

jAi
(u;v)

j)c :

2. If Yj
(u;v) < k, and so Yj

(u;v)
�k < 0 in equation (7.6) and (Yj

(u;v)
�k)+0:5Q(u;v)(L+

1) < 0:5Q(u;v)(L + 1). Then ~Y
(u;v)

j
� ~K always satis�es

~Y
(u;v)

j
� ~K < 0:5Q(u;v)(L + 1)
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and so

~Y
(u;v)

j
< ~K + 0:5Q(u;v)(L+ 1) :

That is,

~Y
(u;v)

j
< ~k(u;v)Q(u;v) + 0:5Q(u;v)(1 +

X
8i2[m]

jAi
(u;v)

j) :

Note that the sum ~Y
(u;v)
j

is an integer because Ai
(u;v) and ~F

(u;v)
i;j

are integers and

so we have

~Y
(u;v)

j
� b~k(u;v)Q(u;v) + 0:5Q(u;v)(1 +

X
8i2[m]

jAi
(u;v)

j)c :

3. If Yj
(u;v) > k, then Yj

(u;v)
� k > 0 in equation (7.6) and so as k approaches S,

Yj
(u;v)

�k approaches 0 and (Yj
(u;v)

�k)�0:5Q(u;v)(L+1) approaches�0:5Q(u;v)(L+

1). Since Yj
(u;v)

� k > 0, (Yj
(u;v)

� k)� 0:5Q(u;v)(L+ 1) > �0:5Q(u;v)(L+ 1).

Then ~Y
(u;v)

j
� ~K satis�es

~Y
(u;v)

j
� ~K > �0:5Q(u;v)(L+ 1)

and so

~Y
(u;v)
j

> ~K � 0:5Q(u;v)(L + 1) :

That is,

~Y
(u;v)

j
> ~k(u;v)Q(u;v)

� 0:5Q(u;v)(1 +
X
8i2[m]

jAi
(u;v)

j) :

Note that the sum ~Y
(u;v)
j

is an integer because Ai
(u;v) and ~F

(u;v)
i;j

are integers and

so the above relationship becomes

~Y
(u;v)

j
� d~k(u;v)Q(u;v)

� 0:5Q(u;v)(1 +
X
8i2[m]

jAi
(u;v)

j)e :

Let Ai
(u;v) be integers. Then the relationship between

P
8i2[m]Ai

(u;v)Fi
(u;v) andP

8i2[m]Ai
(u;v) ~F

(u;v)
i

is as follows.

Theorem 4 The sum
P

8i2[m]Ai
(u;v) ~F

(u;v)
i

is bounded as follows. (The di�erence in

the three cases is including or excluding equality).



7.4. A Secure and Flexible Authentication System for Digital Images 169

� if Ai
(u;v)

� 0 8i,X
8i2[m]

Ai
(u;v)Fi

(u;v)
� 0:5Q(u;v)

X
8i2[m]

jAi
(u;v)

j <
X
8i2[m]

Ai
(u;v) ~F

(u;v)

i

�

X
8i2[m]

Ai
(u;v)Fi

(u;v) + 0:5Q(u;v)
X
8i2[m]

jAi
(u;v)

j :

� if Ai
(u;v) < 0 8i,X

8i2[m]

Ai
(u;v)Fi

(u;v)
� 0:5Q(u;v)

X
8i2[m]

jAi
(u;v)

j �

X
8i2[m]

Ai
(u;v) ~F

(u;v)

i

<
X
8i2[m]

Ai
(u;v)Fi

(u;v) + 0:5Q(u;v)
X
8i2[m]

jAi
(u;v)

j :

� if Ai
(u;v)

includes negative and positive integers,X
8i2[m]

Ai
(u;v)Fi

(u;v)
� 0:5Q(u;v)

X
8i2[m]

jAi
(u;v)

j <
X
8i2[m]

Ai
(u;v) ~F

(u;v)

i

<
X
8i2[m]

Ai
(u;v)Fi

(u;v) + 0:5Q(u;v)
X
8i2[m]

jAi
(u;v)

j :

Proof:

Since �0:5 � rp < 0:5,

Fp
(u;v)

� 0:5Q(u;v) < Fp
(u;v)

� rpQ
(u;v)

� Fp
(u;v) + 0:5Q(u;v) (7.7)

and so

Fp
(u;v)

� 0:5Q(u;v) < ~F (u;v)
p

� Fp
(u;v) + 0:5Q(u;v) : (7.8)

We haveX
8i2[m]

Ai
(u;v)Fi

(u;v) = Q(u;v)
X
8i2[m]

Ai
(u;v)hi +Q(u;v)

X
8i2[m]

Ai
(u;v)ri

= Q(u;v)
X
8i2[m]

Ai
(u;v) ~F

(u;v)
i

+Q(u;v)
X
8i2[m]

Ai
(u;v)ri

and X
8i2[m]

Ai
(u;v) ~F

(u;v)
i

= Q(u;v)
X
8i2[m]

Ai
(u;v)hi

=
X
8i2[m]

Ai
(u;v)Fi

(u;v)
�Q(u;v)

X
8i2[m]

Ai
(u;v)ri :

Since �0:5 � ri < 0:5,
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� if Ai
(u;v)

� 0, i.e. Ai
(u;v) = jAi

(u;v)
j,

�0:5jAi
(u;v)

jQ(u;v)
� Ai

(u;v)Q(u;v)ri < 0:5jAi
(u;v)

jQ(u;v)

and from equation (7.8),

Ai
(u;v)Fi

(u;v)
� 0:5jAi

(u;v)
jQ(u;v) < Ai

(u;v) ~F
(u;v)

i
� Ai

(u;v)Fi
(u;v) + 0:5jAi

(u;v)
jQ(u;v) :

� if Ai
(u;v) < 0, i.e. Ai

(u;v) = �jAi
(u;v)

j,

�0:5jAi
(u;v)

jQ(u;v) < Ai
(u;v)Q(u;v)ri � 0:5jAi

(u;v)
jQ(u;v)

and from equation (7.8),

Ai
(u;v)Fi

(u;v)
� 0:5jAi

(u;v)
jQ(u;v)

� Ai
(u;v) ~F

(u;v)

i
< Ai

(u;v)Fi
(u;v) + 0:5jAi

(u;v)
jQ(u;v) :(7.9)

The theorem follows by summing equation (7.9) for all i 2 [m].

Feature Code

A feature code is a binary string representing Yj
(u;v). The coding process also generates

an interval whose length determines the acceptable accuracy. For veri�cation, an error

tolerance value is needed. This can be chosen by considering the acceptable quality

levels of the compression algorithm.

Encoding starts with an initial interval. This interval is then halved and labeled

by 0, for the lower, and 1 for the upper subintervals. The �rst bit of feature code is

obtained by determining the subinterval that Yj
(u;v) belongs to. The initial interval is

now replaced by the subinterval containing Yj
(u;v). In each step a bit is generated by

determining the subinterval containing Yj
(u;v) and the step is repeated.

Let [FMIN
(u;v); FMAX

(u;v)) be the range of the DCT coeÆcients in the (u; v) position,

and Z
(u;v)
j;1 ; Z

(u;v)
j;2 ; :::; Z

(u;v)

j;N
denote the bit sequence generated from Yj

(u;v). For example,

FMIN
(u;v) = 0 and FMAX

(u;v) = 2048 for DC coeÆcients and FMIN
(u;v) = �1024 and

FMAX
(u;v) = 1024 for AC coeÆcients. Let I(n) and U(n) be de�ned as follows.

I(n) = (FMAX
(u;v)

� FMIN
(u;v))2�n;n 2 f1; 2; 3; :::; Ng (7.10)

and for all n 2 f1; 2; 3; :::; Ng

U(0) = FMIN
(u;v)

U(n) = U(n� 1) + Z
(u;v)

j;n
I(n)
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= FMIN
(u;v) + (FMAX

(u;v)
� FMIN

(u;v))

NX
l=1

Z
(u;v)

j;l
2�l : (7.11)

The coding procedure for Yj
(u;v) is given in Algorithm 2.

Algorithm 2 : Coding Yj
(u;v)

1: Initially the interval d is d = [U(0); U(0) + 2I(1)) = [FMIN
(u;v); FMAX

(u;v)).

2: n = 0.

3: Repeat while (n � N)

4: n = n + 1.

5: Divide d = [U(n� 1); U(n� 1) + 2I(n)) into two intervals,

dl = [U(n� 1); U(n� 1) + I(n))

and du = [U(n � 1) + I(n); U(n� 1) + 2I(n)).

6: if Yj
(u;v)

2 du,

7: Z
(u;v)
j;1 = 1

8: else if Yj
(u;v)

2 dl,

9: Z
(u;v)
j;1 = 0

10: output Z
(u;v)

j;1

11: d = [U(n� 1) + Z
(u;v)
j;1 I(n); U(n� 1) + I(n) + Z

(u;v)
j;1 I(n))

= [U(n); U(n) + 2I(n+ 1))

After n rounds, [U(n); U(n) + 2I(n+ 1)) is the interval containing Yj
(u;v).

The feature code generated above gives a binary representation for Yj
(u;v) and U(N)

gives the precision interval for Yj
(u;v). That is,

U(N) � Yj
(u;v) < U(N) + (FMAX

(u;v)
� FMIN

(u;v))2�N : (7.12)

Finding the Tolerance Interval

The di�erence between Yj
(u;v) and the decompressed value ~Y

(u;v)

j
is due to quantization

error and calculation errors. In the following we �nd an estimate of the two types

of errors. Using these two estimates we can determine an error tolerance interval

corresponding to acceptable compression quality level.

Quantization Error

The quantization error � = ~Y
(u;v)
j

� Yj
(u;v) is the sum of m random variables, each

corresponding to the quantization error of a single coeÆcient. That is,

� =

mX
i=1

Æi where Æi = ~F
(u;v)

i;j
� Fi;j

(u;v) :
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To model the behavior of this variable, we have conducted a number of experiments

reported in Section 7.4.6. Our experimental results on the distribution of the quanti-

zation error of a single coeÆcient (linear combination of size one) is in Section 7.4.6

and shows that i) at lower quality levels and lower frequencies, the distribution of the

quantization error values is close to the uniform distribution and ii) at higher quality

levels and higher frequencies, it is a symmetric Gaussian-like distribution with zero-

mean. In between the two, that is for other quality levels and other frequencies the

distribution is also Gaussian-like always with zero mean and the variance depending

on the quality level.

An interesting observation is that when m is large, the sum of the quantization

errors will have a smaller variance. This is expected because assuming each error Æi is

normally distributed and has variance �i
2, then � will have the variance

P
�i

2

m
. This

means that ~Y
(u;v)
j

will be closer to Yj
(u;v) and hence a tighter interval for ~Y

(u;v)
j

is

resulted.

Computation Error

Let "
(u;v)

i
2 R denote the computation error in calculating ~F

(u;v)

i;j
due to the �nite

precision calculations used in the implementation of JPEG and other sources such as

integer representation of real value coeÆcients. Computation errors introduce inaccu-

racy in ~F
(u;v)
i;j

, that is ~F
(u;v)
i;j

= rint(
Fi;j

(u;v)+"
(u;v)
i

Q(u;v) )Q(u;v). Then equation (7.9) becomes

Ai
(u;v)(Fi;j

(u;v) + "
(u;v)
i

)� 0:5jAi
(u;v)

jQ(u;v)
� Ai

(u;v) ~F
(u;v)
i;j

< Ai
(u;v)(Fi;j

(u;v) + "
(u;v)

i
) + 0:5jAi

(u;v)
jQ(u;v)

and Theorem 4 becomes

X
8i2[m]

Ai
(u;v)Fi;j

(u;v)
� 0:5Q(u;v)

X
8i2[m]

jAi
(u;v)

j+
X
8i2[m]

Ai
(u;v)"

(u;v)
i

<
X
8i2[m]

Ai
(u;v) ~F

(u;v)
i;j

�

X
8i2[m]

Ai
(u;v)Fi;j

(u;v) + 0:5Q(u;v)
X
8i2[m]

jAi
(u;v)

j+
X
8i2[m]

Ai
(u;v)"

(u;v)

i
:

We can ignore the error in calculation of ~k(u;v), by using high enough precision and

so Theorem 3 becomes

1. If Yj
(u;v) = k,

(~k(u;v) � 0:5(1 +
X
8i2[m]

jAi
(u;v)

j))Q(u;v) +
X
8i2[m]

Ai
(u;v)"

(u;v)
i

< ~Y
(u;v)
j

< (~k(u;v) + 0:5(1 +
X
8i2[m]

jAi
(u;v)

j))Q(u;v) +
X
8i2[m]

Ai
(u;v)"

(u;v)

i
:



7.4. A Secure and Flexible Authentication System for Digital Images 173

2. If Yj
(u;v) < k, then

~Y
(u;v)
j

< ~k(u;v)Q(u;v) + 0:5Q(u;v)(1 +
X
8i2[m]

jAi
(u;v)

j) +
X
8i2[m]

Ai
(u;v)"

(u;v)
i

:

3. If Yj
(u;v) > k, then

~Y
(u;v)
j

> ~k(u;v)Q(u;v)
� 0:5Q(u;v)(1 +

X
8i2[m]

jAi
(u;v)

j) +
X
8i2[m]

Ai
(u;v)"

(u;v)
i

:

Let � (u;v) be a non-negative real number such that �� (u;v) �
P

8i2[m]Ai
(u;v)"

(u;v)
j;i

�

� (u;v) for all Gj
(u;v), and assume "

(u;v)

i
has a normal distribution with zero-mean. Then

for large m,
P

8i2[m]Ai
(u;v)"

(u;v)
i

is expected to have

X
8i2[m]

Ai
(u;v)"

(u;v)
i

� 0 : (7.13)

That is, the calculation errors tend to cancel each other. This is an advantage of using

larger sums. However, as will be seen in Section 7.4.2, using larger sums has other

problems.

Veri�cation

The veri�cation process uses an error tolerance interval and as long as ~Y
(u;v)
j

, calculated

from the image, is within this interval around U(N), calculated from the recovered

feature codes, the veri�cation is successful. For a given quality level `, an error tolerance

level E(u;v) can be calculated (see below equation (7.14)), where E(u;v) 2 R and E(u;v) �

0.

Veri�cation proceeds as follows.

Algorithm 3 : Veri�cation of ~Y
(u;v)

j

1: Set a tolerance level to E(u;v).

2: Calculate ~Y
(u;v)
j

=
P

8i2[m]Ai
(u;v) ~F

(u;v)
i;j

.

3: Obtain U(N) from the feature code (equations (7.10) and (7.11)).

4: if U(N) � E(u;v) < ~Y
(u;v)
j

< U(N) + E(u;v) + (FMAX
(u;v)

� FMIN
(u;v))2�N

(From equation (7.12), the di�erence jYj
(u;v)

� U(N)j can be

as large as (FMAX
(u;v)

� FMIN
(u;v))2�N .)

5: veri�cation of ~Y
(u;v)

j
is successful.

6: else

7: the image is tampered.
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Algorithm 3 is repeated for all feature codes and if it succeeds for all feature codes

then the image is considered authentic. To choose E(u;v) for tolerance to quality level

` and assuming the computation error � (u;v) as de�ned in Section 7.4.1 and Theorem

4, we have

E(u;v)
� 0:5Q(u;v)

`

X
8i2[m]

jAi
(u;v)

j+ � (u;v) :

Q(u;v)
`
in the above is the maximum value of Q(u;v) corresponding to the lowest JPEG

quality level that must be accepted by the system. In practice, because of the reasons

described in Section 7.4.1, smaller values of E(u;v) can be chosen.

Theorem 5 (soundness) The authentication system described above tolerates image

degradation due to JPEG compression to a designated quality level `.

F
(u,v)

MAX − F MIN
(u,v)

2
−N

( )

E
(u,v)

E
(u,v)

FMIN
(u,v)

MAXF (u,v)

1
1

0

Not authentic

Not authentic

Authentic

0

0

1

: The value represented by 101

: The value encoded

: The quantization error tolerance

: The quantization error tolerance

U(N)

Y
(u,v)
j

Figure 7.9: Encoding of Yj
(u;v) and error tolerance.

SARI System

The SARI system is a special case of the proposed system wherem = 2 and A1
(u;v); A2

(u;v)

are 1 and �1, respectively, and so
P

8i2[m] jAi
(u;v)

j = 2.

From Theorem 3, the following is true.

1. If Yj
(u;v) = k, then ~Y

(u;v)

j
can take one of three possible values,

~F
(u;v)
1 � ~F

(u;v)
2 = (~k(u;v) � 1)Q(u;v) ;~k(u;v)Q(u;v) ; or(~k(u;v) + 1)Q(u;v)

2. If Yj
(u;v) < k, then

~F
(u;v)
1 � ~F

(u;v)
2 < (~k(u;v) + 1)Q(u;v)

3. If Yj
(u;v) > k, then

~F
(u;v)
1 � ~F

(u;v)
2 > (~k(u;v) � 1)Q(u;v)
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Theorem 6 Assuming a �xed threshold k 2 R; 8u; v, de�ne ~k(u;v) � rint( k

Q(u;v) ).

if �Fp;q
(u;v) > k,

� ~F (u;v)
p;q

�

(
~k(u;v)Q(u;v); k

Q(u;v) 2 Z

(~k(u;v) � 1)Q(u;v); 62 Z
(7.14)

else if �Fp;q
(u;v) < k,

� ~F (u;v)
p;q

�

(
~k(u;v)Q(u;v); k

Q(u;v) 2 Z

(~k(u;v) + 1)Q(u;v); 62 Z
(7.15)

else if �Fp;q
(u;v) = k,

� ~F (u;v)
p;q

=

(
~k(u;v)Q(u;v); k

Q(u;v) 2 Z

~k(u;v)Q(u;v) or (~k(u;v) � 1)Q(u;v); 62 Z
: (7.16)

From Theorem 3, the following is true.

1. If Yj
(u;v) = k, then

(~k(u;v) � 1:5)Q(u;v) < ~F
(u;v)
1 � ~F

(u;v)
2 < (~k(u;v) + 1:5)Q(u;v)

but ~F
(u;v)
1 � ~F

(u;v)
2 is an integer and so

~F
(u;v)
1 � ~F

(u;v)
2 = (~k(u;v) � 1)Q(u;v);

~F
(u;v)
1 � ~F

(u;v)
2 = ~k(u;v)Q(u;v); or

~F
(u;v)
1 � ~F

(u;v)
2 = (~k(u;v) + 1)Q(u;v)

2. If Yj
(u;v) < k, then

~F
(u;v)
1 � ~F

(u;v)
2 < (~k(u;v) + 1:5)Q(u;v)

but ~F
(u;v)
1 � ~F

(u;v)
2 is an integer and so

~F
(u;v)
1 � ~F

(u;v)
2 < (~k(u;v) + 1)Q(u;v)

3. If Yj
(u;v) > k, then

~F
(u;v)
1 � ~F

(u;v)
2 > (~k(u;v) � 1:5)Q(u;v)

but ~F
(u;v)
1 � ~F

(u;v)
2 is an integer and so

~F
(u;v)
1 � ~F

(u;v)
2 > (~k(u;v) � 1)Q(u;v)
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These relationships are the same as those in [58]. If the same k(u;v) is used, the

system will produce the same values for feature codes as those generated by the system

described in Section 7.4.1. For example, Yj
(u;v) = 11, n = 4 and the sequence of k(u;v)

is k(u;v) = 16; 8; 12; 10 then the bits generated are 0101 which is the same as the linear

combination scheme.

7.4.2 Designing a Message Authentication Code

The main requirement for a cryptographic hash function is collision intractability with-

out using a secret key. In our proposed system, if all design parameters of the systems

are public, it will be easy to construct two images that have the same feature codes and

so �nding a collision will be easy. To provide collision security, some of the parameters

of the system must be used as secret key. Hence the system is e�ectively a keyed hash

function or a message authentication code.

The system's parameters are the following.

1. The number of blocks in a group, m, and the composition of the groups, Gj
(u;v),

j 2 f1; 2; 3; :::; gg.

2. CoeÆcients of the linear combination Ai
(u;v), i 2 f1; 2; 3; :::; mg.

3. The set of protected frequencies (u; v).

4. The precision (number of bits) N (u;v) allocated to feature codes.

5. The error tolerance E(u;v).

To construct a message authentication code some of the above parameters must be

kept as shared secrets between the sender and the receiver. The aim is to minimize the

length of secret key while maintaining a high security and ensure that the key bits are

all a�ecting the value of the MAC.

After careful examination of possible subsets of parameters (details omitted), we

propose the following information to be the key information.

� The group composition Gj
(u;v), j 2 f1; 2; 3; :::; gg

� The linear combination coeÆcients Ai
(u;v), i 2 f1; 2; 3; :::; mg.

Other parameters such as the group size, precision of the feature codes, error tolerance

and the choice of protected frequencies will be public. We assume that the secret key
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is changed with every image. That is, all system parameters including the composition

of groups are public but the correspondence between image blocks and their abstract

representation will be the secret key. This means that the size of the key space for the

group composition is }!.

For precision of the feature codes and error tolerance, the subsections Feature Code,

Finding the Tolerance Interval, Quantization Error and Computation Error in Section

7.4.1 give more details on how to choose the key parameters.

Selecting the Linear Combination CoeÆcients

Let AMIN
(u;v) and AMAX

(u;v) be two integers denoting the maximum and the minimum

value of a linear combination coeÆcient, and assume Ai
(u;v) is randomly chosen from

the interval [AMIN
(u;v); AMAX

(u;v)]. Hence, there are AMAX
(u;v)

�AMIN
(u;v)+1 possible

values for Ai
(u;v).

The value of Ai
(u;v) determines the protection level of the coeÆcient Fi;j

(u;v) and

can be measured in terms of the number of protected bits.

In general, a DCT coeÆcient modi�ed by � is multiplied by Ai
(u;v) and the larger

Ai
(u;v) means that the modi�cation is scaled up by a larger factor. This means that the

same amount of change is scaled by Aa
(u;v)

Ab
(u;v) for ~F

(u;v)
a;j

compared to ~F
(u;v)

b;j
. In other words

~F
(u;v)
a;j

has log2
Aa

(u;v)

Ab
(u;v) more protected bits compared to ~F

(u;v)

b;j
if Aa

(u;v) > Ab
(u;v). For

example, if Aa
(u;v) = 2Ab

(u;v), the bit string representing ~F
(u;v)
a;j

has 1 more protected

bit than ~F
(u;v)

b;j
in the sum

P
m

i=1Ai
(u;v) ~F

(u;v)
i;j

.

Hence if all regions of the image have the same signi�cance, then Ai
(u;v) must be

chosen close to each other. On the other hand if parts of the image need higher

protection, their corresponding coeÆcients must be chosen to have higher values.

Determining the CoeÆcient Range

To determine the range of the linear combination coeÆcients, we must estimate the

e�ect of changing DCT coeÆcients in pixel domain. Our experimental results show

that modifying a DCT coeÆcient by �7 results in the value of pixels changing by

�1, and modifying it by �15 results in the values of pixels changing by �3. Since

a �1 change in the pixel domain is visually insigni�cant, the relative value of these

coeÆcients are chosen as Aa
(u;v)

Ab
(u;v) � 23. This results in the e�ect of scaling to be within

�1 in the pixel domain and so

AMIN
(u;v)

� Ai
(u;v)

� 8AMIN
(u;v) :
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To choose AMIN
(u;v), we note that the range of Ai

(u;v) is given as

� = 8AMIN
(u;v)

� AMIN
(u;v) + 1

= 7AMIN
(u;v) + 1

and for larger AMIN
(u;v), the number of possible values of Ai

(u;v) increases, and so the

size of the key space increases. Now if an attacker wants to modify a block, he has

to �nd other blocks in the same group and their corresponding Ai
(u;v) to make the

compensating modi�cation. In the case of using an exhaustive search to �nd Ai
(u;v),

the size of key space and } determine the cost of attack and so larger AMIN
(u;v) will

require more computation. However, larger AMIN
(u;v) means longer feature codes will

be generated.

The number of bits for Ai
(u;v)Fi;j

(u;v), that is jYj
(u;v)

j, is given by

jYj
(u;v)

j = log2(mAMAX
(u;v)FMAX

(u;v)) : (7.17)

Construction of Groups

There are } blocks in the image and the aim is to construct groups of size m that to-

gether cover the whole image. The group composition can be described by an incidence

matrix, where rows correspond to groups and columns correspond to blocks. The ma-

trix entries are 0 and 1 with 1 in the (i; j) position showing that group j includes block

i. Given a matrix as above, a random labeling of image blocks can be used to map

groups into the image block. The number of groups and their composition determine

the length and security of the MAC and so must be chosen carefully.

Number of Groups

To determine the number of groups, the following should be considered. (We assume

groups have the same size, although it is possible to have varying sizes when some parts

of the image need higher protection.) A larger size for a group gives more 
exibility to

an attacker to make his modi�cation of a chosen block imperceptible as he can spread

the compensating change over a large number of blocks.

In general larger groups result in less sensitivity to change in a block because the

distribution of DCT coeÆcients is known to be a generalized Gaussian [25, 47, 54], the

density function of which is given by [26]

p(x) =

�
��(�; �)

2�(1=�)

�
exp(� [�(�; �)jxj]

�
)



7.4. A Secure and Flexible Authentication System for Digital Images 179

where

�(�; �) = ��1
�
�(3=�)

�(1=�)

�1=2

and summing a large number of coeÆcients will even out the local variations in the

image. We noted that larger group size reduces the average calculation time and

quantization error, and allows the choice of a narrower error tolerance interval compared

to the sum of these errors. Larger means less groups are required to cover the whole

image and so a shorter MAC will be produced. The number of blocks in a group must

be chosen by taking these con
icting requirements into account. Typical values are 8,

16, and 32.

Choosing Groups

If the groups are disjoint, the change to a block will stay local and it will be easier

to �nd the group members using an attack similar to Algorithm 1 in Section 7.3.1

although the attacker has to �nd more than one block in the same group and so the

cost is larger. Here the attacker needs to modify blocks in one group such that the

corresponding feature code is una�ected. By linking the groups together, that is, by

allowing blocks to belong to more than one group, the attacker will have a more diÆcult

task as the change in one block will a�ect many more blocks in the image. For example

by requiring each block to belong to two groups, a change in a block will a�ect two

groups (two feature codes) and to compensate this change at least one more block in

each group needs to be modi�ed. Assuming the two groups intersect with one block,

one of the two blocks is not in the intersection of the two groups and so the e�ect

spreads to other feature codes.

Summarizing the above discussion, we give two conditions that need to be satis�ed

by groups.

Condition 1 Each block belongs to � groups where � � 2.

Condition 2 Two groups intersect in 1 block.

These conditions can be optimally met by a combinatorial structure called Steiner

system.

A Steiner system is de�ned as follows.

De�nition 1 A Steiner system is a set X of v points, and a collection of subsets of

X of size k, such that any t points of X are in exactly one of the subsets [19].
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Using a Steiner system ensures that all groups have the size (v), each block appears

in exactly r groups and two groups have t� 1 blocks in common.

It is known that Steiner systems S(t; k; v) exist for S(2; n+ 1; n2 + n+ 1) where n

is the order of a projective plane and S(2; q; qd) where q is a prime power [119].

Relaxing the conditions that need to be met by groups allows us to use a wider

range of combinatorial constructions. In Section 7.4.3 we give an algorithm that can

generate groups satisfying Condition 1 and Condition 2 for any image size.

7.4.3 Constructing Groups

The above two methods restrict the choice of m and g. In the following, we describe a

method that has less restrictions.

Let each block belong to two groups, m be an even number and m < g � 1 (a

restriction). Let M be an m

2
�g matrix and let xj;i be the element in row j and column

i of M , where i 2 f1; 2; :::; gg, j 2 f1; 2; :::; m
2
g. We construct M as,0

BBBBB@
1 1 0 0 : : : 0

1 0 1 0 : : : 0

1 0 0 1 : : : 0
...

...

1
CCCCCA

In other words, xj;i is given as,

xj;i =

(
1 if i = 0 or i = j + 1

0 if i 6= 0 and i 6= j + 1 :

Let the right rotation of a row be de�ned as moving xj;i to position (i+1 mod g).

There are g possible rotations of a row given by, (xj;(1+k) mod g, xj;(2+k) mod g, : : : ,

xj;(g+k) mod g), k 2 f0; 1; :::; g � 1g. For example, rotations of the 1st row in M are

given by, (1; 1; 0; 0; : : : ; 0), (0; 1; 1; 0; : : : ; 0), : : : , and (1; 0; 0; 0; : : : ; 1). Then for all j; k,

we have
P

g

i=1 xj;(i+k) mod g = 2 and for all j; i, we have
P

g�1

k=0 xj;(i+k) mod g = 2. We

randomly assign a block to each row and include the block in Gi if xj;i = 1.

If we repeat the above procedure for m

2
rows in M , we will obtain g � m

2
= }

rows. Each row will be randomly assigned to a block and so each group Gi will have

2� m

2
= m blocks. This method guarantees that all blocks are linked.

We choose m

2
to be the number of rows in M to prevent the rotation of di�erent

rows from the colliding result. If two rows where ith and i+ath columns are 1 and the

ith and i+ bth columns are 1 are rotated, they will collide if a+ b = g. Since this can
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be avoided if a; b < g

2
, we choose the number of rows in M as m

2
and set the restriction

to be m < g � 1, as given above.

The procedure is as follows.

Algorithm 4 : Construction of groups

1: Gi = �, for all i 2 f1; 2; :::; gg.

2: A set P includes all blocks.

3: For jth row in M where j 2 f1; 2; :::; m
2
g

4: Generate g rotated rows from jth row in M .

5: For each rotated row

6: Randomly choose a block in P .

7: If ith column of the rotated row is 1

8: Include the block in Gi.

9: Remove the block from P .

7.4.4 Evaluation of the MAC

We evaluate the security and eÆciency of the proposed MAC system. For security, we

propose an attack model that corresponds to a likely real life application of the system,

and show that it is infeasible to construct a forged image, MAC pair in that model.

For eÆciency we consider the length of the MAC and the time spent on generating

a MAC.

Security

In this section we propose a model for evaluating the security of a MAC system for im-

ages. All previously proposed systems use an ad-hoc approach with no clear de�nition

of attacks, and capabilities and goals of the attacker.

We consider the following application scenario.

An attacker owns a client decoder and aims at constructing a fraudulent image after

(or before) receiving an authentic one.

The attacker succeeds if he can construct a forged image, MAC pair that (i) passes

the veri�cation test, and (ii) does not have any visual artifacts that make it suspicious.

We assume the attacker does not have access to the decoder key (black box) but

can query the decoder with other image, MAC pairs. The attacker can supply image,

MAC pairs to the decoder and receive a true response if the pair is valid and false

otherwise.
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We assume that the authentication key changes with each original image. The

same MAC is used for all images generated from the original image by compressing the

original image with di�erent quality level (or re-compressing the compressed image).

This is a reasonable assumption because as noted before regions of interest in images

are di�erent and so the multipliers should be adapted to the protection that is required

for the particular image. With this assumption, although the attacker can access the

MAC generation oracle many times but since the key changes with each image, then the

attacker cannot gain any new information about the key by using multiple queries to

the MAC generation oracle. Hence we only consider the information that the attacker

will gain by interacting with the veri�cation oracle.

This attack scenario corresponds to the case that a malicious user having a decoder

tries to impersonate a server that sells authenticated images. This model and as-

sumption match most of the existing terminal architectures that support digital rights

management and assume trusted hardware for decoding of data [15, 48].

We assume that attacker knows the system parameters i) the range of Ai
(u;v), ii)

the coeÆcients (u; v) that are protected, iii) the number of groups g and hence the

number of blocks m in a group, and iv) the feature code.

The attacker does not know i) the blocks in each group, and ii) the coeÆcients

Ai
(u;v), and his aim is to either construct a valid image-MAC pair, or modify an image

so that its MAC value does not change. These two attacks correspond to impersonation

and substitution attacks in authentication codes with the di�erence that the attacker

has a decoder box but does not know the key. It is straightforward to see that the suc-

cess chance of an attacker in a substitution attack, that is modifying an authenticated

image, is higher than trying to construct a pair of a valid image and MAC and so we

only consider the substitution attack. In the following we consider the computation

cost of possible attacks.

Cost of Modifying a Block

To modify a chosen block the attacker has to �nd other blocks in the same group

and modify them such that the change to the chosen block is compensated. He also

has to �nd the linear combination coeÆcients corresponding to those blocks.

To simplify the analysis �rst we assume that each coeÆcient belongs to only one

group. The attacker does the following.

1. Add Æ to DCT coeÆcient in block pl1 which he intends to modify.

2. Repeat until the veri�cation succeeds.
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(a) Choose a block pl2, l2 2 f1; 2; :::; gg, l1 6= l2.

(b) Subtract
Ai2

(u;v)

Ai1
(u;v) Æ from the DCT coeÆcient in block l2 to cancel out the

modi�cation of block l1.

(c) Input the modi�ed image and the authenticator to the veri�cation oracle.

The veri�cation will succeed if the choice of the blocks pl1; pl2 2 Gj
(u;v) and

coeÆcients Ai1

(u;v) and Ai2

(u;v) are correct.

The attacker does not know the mapping between groups and blocks and the co-

eÆcients Ai1

(u;v) and Ai2

(u;v) and so he has to try all possible l2 2 f1; 2; :::; gg, l1 6= l2

and all possible values of Ai1

(u;v) and Ai2

(u;v). Let Ai
(u;v) be independently chosen in

the range [AMIN
(u;v); AMAX

(u;v)]. Then the number of possible combinations of Ai1

(u;v)

and Ai2

(u;v) is (AMAX
(u;v)

� AMIN
(u;v) + 1)2. The attacker tries } � 1 blocks for the

above combination and so the number of the trials C is,

C = (}� 1)(AMAX
(u;v)

� AMIN
(u;v) + 1)2 : (7.18)

For example, if } = 4096 and AMAX
(u;v)

� AMIN
(u;v) = 8, C = 212(23)2 � 218.

Assume a block is in two groups. Now the number of blocks that the attacker has

to modify increases because

� The coeÆcient Ai1

(u;v) of a chosen block can take AMAX
(u;v)

�AMIN
(u;v)+1 values

and so using exhaustive search for each Ai1

(u;v), requires AMAX
(u;v)

�AMIN
(u;v)+

1 experiments. Each DCT coeÆcient belongs to two groups. The position i

of the DCT coeÆcient in
P

8i2[m]Ai
(u;v)Fi;j

(u;v) in each group is independently

chosen and so will be di�erent in the two groups and so the corresponding linear

combination coeÆcients in the two groups will be di�erent. Hence, to �nd two

linear combination coeÆcients for one DCT coeÆcient, (AMAX
(u;v)

�AMIN
(u;v)+

1)2 experiments are required.

� Two DCT coeÆcients, each belonging to one of the two groups, have to be mod-

i�ed to compensate for the above modi�cation of the chosen block and so their

corresponding four linear combination coeÆcients need to be found. The cost

will be (AMAX
(u;v)

� AMIN
(u;v) + 1)3.

� If all groups are linked, the attacker needs to modify all blocks and so he has to

�nd the linear combination coeÆcients for all blocks. The cost is (AMAX
(u;v)

�

AMIN
(u;v) + 1)gm. Also he has to �nd the mapping between groups and blocks

to add or subtract a value for the modi�cation. The values and the required
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operations (addition or subtraction) depend on which group a block belongs

to. The cost of �nding blocks in Gj is C(} � (m � 1)(j � 1); m) However, the

attacker needs to �nd blocks of Gj for all j simultaneously and so the cost isP
g

j=1C(}� (m� 1)(j � 1); m).

For example, if } = 4096 and AMAX
(u;v)

� AMIN
(u;v) = 8, then gm = 2} because

each block belongs to two groups and so the cost of �nding the linear combination

coeÆcients is C = 210(28)2 � 226. The attacker also needs to �nd blocks of all groups.

As described above, the compensating modi�cation propagates to a large number

of blocks and so becomes more likely to be detected as more and more blocks with

unknown multipliers must be modi�ed.

Length of the Signature

The length of the MAC is given by L = g
P

(u;v)2�N
(u;v) where � is the set of

protected frequencies. We note that,

1. To protect all blocks the union of blocks in all groups must cover the whole image.

That is [iGi = P .

2. The length of the MAC is proportional to the number of groups. This suggests

having fewer groups but fewer groups means larger number of blocks in a group.

(See Section 7.4.2 Construction of groups, Number of groups, and Choos-

ing groups for further discussion.)

3. The protected frequencies can be image dependent. An image with not much

detail does not need to have the high frequency components protected.

4. The number of bits allocated to the feature codes corresponding to Yj
(u;v) is

determined by the compression level that must be tolerated. If only high quality

images must be acceptable, then more bits must be allocated to the feature codes.

Decreasing the MAC size will increase the probability of false acceptance. Example

MAC sizes for 512� 512 gray scale image with all frequencies protected are 24K bytes

(m = 8) and 16K bytes (m = 16).

Implementation

The proposed system can be integrated into the JPEG compression and decom-

pression system as shown in Figure 7.7 and 7.8.

The MAC generation system inputs 8� 8 DCT blocks and the secret key, together

with parameters such as g and (u; v) and outputs the MAC. The MAC veri�cation

system inputs 8 � 8 blocks of dequantized DCT coeÆcients, the MAC and the secret
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key, together with the MAC generation parameters and outputs a true or false result.

The decompressed image can be also used for the veri�cation. In this case, the image

needs to be transformed using an 8�8 DCT instead of the dequantized DCT coeÆcients

from the JPEG decompression system.

The important properties of the system are :

� Computing feature codes are independent from each other and so can be made

in parallel. This means that the e�ective computation time for the MAC is equal

to computing a single feature code and so is very fast.

� The scheme uses an 8� 8 DCT. That is, hardware and software implementation

of system can be made by only a small change to the JPEG implementation.

We implemented the systems and performed a number of experiments to verify our

theoretical results. More details on the experiments are given in Section 7.4.5. Our

experiments show that local and global modi�cations can be e�ectively detected for

MAC sizes of 24K and 16K bytes. However small modi�cations may not be detected

with the smaller size MAC.

7.4.5 Experiments

In our experiments the groups were chosen as follows.

� The blocks in each group were randomly chosen so that each block was included

in at least two groups.

� Each group consisted of the same number of blocks.

� Ai
(u;v) = 1 for all i. This means all coeÆcients of the same frequency are equally

protected. This will be used if the protection level is chosen independent of image

contents, i.e. the same protection level is used for various images.

The image was the 512� 512 gray scale lena. Two di�erent types of modi�cation

were made on the image,

i) local modi�cation on a small region and ii) global modi�cation of the whole

image.

For i), the modi�cation made was to add a beauty mark to lena by adding a 3� 3

pixel dot below Lena's left eye as shown in Figure 7.10. For ii), the original image was

modi�ed using a median �lter with 3� 3, 5� 5, 7� 7 and 9� 9 window sizes, as shown

in Figure 7.11.
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Figure 7.10: Lena with a beauty mark (left) and close-up of the modi�ed region (right).

(a) (b) (c) (d)

Figure 7.11: Lena using a median �lter. 3 � 3 (a), 5 � 5 (b), 7 � 7 (c) and 9 � 9 (d)

window sizes.

The original image was used for the feature code generation. The MAC sizes for

m = 8; 16; 32; 64 are shown in Table 7.1. For the lena image with a beauty mark,

quality level 95%, 75% and 50% JPEG compressed images were generated from the

modi�ed image. For the experiments of the median �ltered images, the �ltered images

were created from the original image.

The numbers of groups were 1024, 512, 256 and 128 and the number of blocks

in a group m were 8, 16, 32 and 64, respectively. The feature code included all the

frequencies from DC to AC63. The precisions (i.e. the number of bits) corresponding

to the 8 � 8 DCT feature codes in positions (u; v) for m = 8 are shown in Table 7.2.

For m = 16; 32; 64, the values in the table were increased by 1,2 and 3, respectively.

This is because if m is doubled, it requires one more bit to represent the sum of 2m

coeÆcients, compared to the case with m coeÆcients.

They are chosen by analyzing the compressed images (quality=95, 75, 50 %) so

that all these images will be authenticated, that is, the largest quantization error level

for those images was chosen. They correspond to the 8� 8 DCT positions (u; v).

The tolerance values are the same scale as the (sum of) dequantized coeÆcient

values. In the same scale, the ranges of a DC coeÆcient and an AC coeÆcient are
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[0; 2048) and [�1024; 1024), respectively (i.e. 256 (pixel value)�8(scaling factor)). The

DC quantization error interval for the above case is [�0:5�16�16; 0:5�16�16], where

Q(u;v) = 16 for 50% quality level, m = 16 and Ai;j
(u;v) = 1, and so it is [�128; 128].

Compared with the value of 128, the quantization error tolerance of 60 is about half.

The results of the veri�cation of i) and ii) are shown in Table 7.4. The upper table

in Table 7.4 shows the number of DCT coeÆcients in a group, the compression quality

used, the veri�cation result and the number of groups which failed the veri�cation. For

m = 8; 16, the modi�cation was detected. The reason of this would be that the larger

m means that the larger sum of quantization errors and so the errors are too large

compared with the change by the modi�cation, which is not very large, as shown in

Table 7.3. This suggests that protecting an image against a small change, m cannot be

large. The lower table in Table 7.4 shows the number of DCT coeÆcients in a group,

the median �lter window size, the veri�cation result and the number of groups which

failed the veri�cation, and all the �ltered images failed the veri�cation. The reason

of this is that the modi�cation by the �lter spreads over the whole image and the

amount of changes is large. This can be seen from the number of blocks which failed

the veri�cation in the table. Compared with the beauty mark modi�cation case, it is

signi�cantly larger.

Table 7.1: Number of coeÆcients per group and the MAC size.
# of coef / group MAC size

8 24576 bytes

16 16384 bytes

32 10240 bytes

64 6144 bytes

Table 7.2: Precisions for linear sums (m = 8).

5 5 5 4 4 4 3 3

5 5 4 4 4 3 3 3

5 4 4 4 3 3 3 2

4 4 4 3 3 3 2 2

4 4 3 3 3 2 2 2

4 3 3 3 2 2 2 1

3 3 3 2 2 2 1 1

3 3 2 2 2 1 1 1
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Table 7.3: DCT coeÆcients of modi�ed 8 � 8 block of lena (top) and those of the

original (bottom).

865.9 13.0 11.6 5.5 -16.4 -5.5 5.4 -2.6

-80.2 -19.2 6.6 -9.3 -20.7 -15.0 1.6 4.0

-22.1 -1.5 1.9 -1.7 -11.8 -10.2 1.0 1.6

-1.2 -1.6 6.1 2.7 -2.9 0.2 -4.5 -6.2

5.9 0.4 -1.1 -0.9 0.6 4.3 -2.9 -4.8

-3.6 3.4 5.7 -3.4 0.0 2.4 -0.9 2.5

3.1 -1.6 0.2 -1.7 1.2 2.3 -3.9 -3.3

-3.9 0.9 -1.8 3.5 1.9 -1.5 -3.0 -2.3

805.6 57.6 38.7 -44.2 3.1 -3.0 15.2 -22.3

-35.5 -52.6 -12.9 27.4 -35.8 -16.0 -6.1 18.5

4.4 -20.6 -11.2 20.5 -19.0 -12.9 -3.1 10.9

-50.2 34.8 27.9 -37.2 12.6 1.8 5.0 -23.5

25.4 -15.0 -7.7 14.0 -7.1 6.5 -8.6 2.5

-1.9 2.9 3.5 -1.8 1.4 0.3 -1.1 4.2

14.3 -9.6 -5.9 9.2 -3.1 0.1 -1.8 -3.1

-24.5 15.4 9.5 -15.4 8.2 2.5 -4.0 -5.9

Figure 7.12: Close up of the right eye of lena. The center 8 � 8 block is at position

(264,272) modi�ed by a median �lter with 9� 9 window sizes.

7.4.6 Quantization Error Distribution

The following experimental results show the JPEG quantization errors with various

quality levels.

The method of obtaining quantization errors for a JPEG compressed image is as

follows.

1. Using the cjpeg command, create a JPEG compressed image from the original

pgm image.

2. Decode the compressed image using the djpeg command and obtain the de-

compressed image in pgm format.
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3. Then DCT transform both the original and the de-compressed images. The error

is obtained by �nding the di�erence between two corresponding DCT coeÆcients

in the two images.

The distribution of the errors was obtained by integer-rounding the error values

and then counting the number of each error value.

The quality levels used for the image lena were 95%, 75%, 50% and 25%.

The graphs in Figure 7.13, 7.14, and 7.15 show the results. Each graph shows

the distribution of a particular coeÆcients over the whole image when the image is

compressed and decompressed to the given quality values. The x axis shows the quan-

tization errors, the y axis is the quality level and the z axis is the frequencies of the

error values. The positions of the graphs correspond to the frequencies in 8� 8 DCT

coeÆcient matrix, i.e. the top left corner corresponds to the DC coeÆcients, and the

bottom right corner is the distribution of AC63. The graphs show Gaussian like distri-

bution with zero mean and the lower frequency has larger variance. This means that

a sum of errors will also have Gaussian like distribution with zero mean but with a

smaller variance (See Section 7.4.1).
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Figure 7.13: Distribution of errors : lena.
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Figure 7.14: Distribution of errors : peppers.

7.4.7 Concluding Remarks

The scheme proposed in this section uses the secret linear combination of DCT coef-

�cients so that the cost of �nding the secret increases and the addition of the same

value to the DCT coeÆcients results in the di�erent value without knowing the com-

bination. We showed the model of the attacks which use the veri�cation system as the

veri�cation oracle. In this model, it is necessary for the attacker to �nd all groups of

blocks to succeed. With the method in which each DCT coeÆcient belongs to more

than one group, the cost of attacking the system will largely increase.

7.5 Conclusion

The original scheme proposed by C. Lin and S. Chang is not secure when the pairing

function is known. The scheme does not provide security with the bounding of the DCT

coeÆcient ranges because the di�erence of two DCT coeÆcients does not change if the

same amount of modi�cation is made to the both coeÆcients. Such modi�cation does

not necessarily produce artifacts and so the modi�cation can be visually undetectable.

Our scheme has improvements over SARI system for the following two points : i) the

cost of �nding groups of blocks is largely increased, and ii) the MAC size will be smaller
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Figure 7.15: Distribution of errors : airplane.

for the same level of protection because the sum of more than two blocks is used.

The problem of the security assessment is that there is no established quantitative

method to distinguish between the change of an image due to the compression and

the malicious modi�cation of an image. The quantitative measure is necessary for the

correct security assessment and for this, further research is needed.
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Table 7.4: Detection of lena's beauty mark (top) and detection of lena modi�ed by a

median �lter with 3� 3, 5� 5, 7� 7 and 9� 9 window sizes (bottom).

m Quality Veri�cation # of grps failed

8 95% false 3

75% false 3

50% false 2

16 95% false 1

75% false 4

50% false 1

32 95% true

75% true

50% true

64 95% false 1

75% true

50% true

m �lter size Veri�cation # of grps failed

8 3 false 430

5 false 3462

7 false 5258

9 false 6128

16 3 false 228

5 false 2041

7 false 3115

9 false 3524

32 3 false 135

5 false 1166

7 false 1742

9 false 1951

64 3 false 105

5 false 727

7 false 971

9 false 1050

Table 7.5: Tolerance values for linear sums of m = 8 (left) and m = 16 (right).

33 22 19 33 38 43 41 39

26 25 29 26 37 58 43 55

30 26 28 50 42 35 55 28

19 36 26 31 51 44 25 25

24 23 39 51 49 24 21 32

26 34 39 33 39 23 24 19

30 33 47 19 32 25 24 21

23 29 20 22 23 21 20 12

29 26 19 34 40 47 52 49

21 25 38 37 53 93 60 54

29 29 33 50 63 58 51 35

40 35 41 52 73 80 47 44

29 45 74 91 62 44 54 33

50 37 56 52 34 44 34 29

43 39 32 27 32 25 36 22

29 21 37 22 22 31 21 21
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Table 7.6: Tolerance values for linear sums of m = 32 (left) and m = 64 (right).

47 26 32 50 59 111 84 63

27 31 30 39 71 92 122 57

42 38 39 66 53 58 67 58

42 42 45 58 59 87 66 40

55 45 80 70 70 77 40 49

66 57 56 58 50 53 26 54

45 39 33 54 40 34 26 24

36 29 22 30 33 33 44 24

66 40 47 86 77 75 83 86

60 36 28 56 92 113 77 82

39 60 40 98 73 90 73 71

39 58 57 91 144 69 80 43

66 63 114 113 73 76 51 43

57 50 70 57 53 56 34 60

45 63 50 40 39 29 29 32

46 38 36 33 41 24 34 29

Table 7.7: Tolerance values for linear sums (m = 128).

57 47 45 91 83 119 150 67

56 47 69 64 68 125 118 91

57 61 72 113 97 135 112 86

70 85 162 136 97 99 62 54

68 136 110 171 103 76 57 42

99 88 107 99 76 96 64 56

65 44 75 49 71 48 38 30

47 47 68 54 30 37 52 29

Table 7.8: Detection of lena with an 8� 8 block at (264,272) position, modi�ed by a

median �lter with 3� 3, 5� 5, 7� 7 and 9� 9 window sizes.
# of coef / group �lter size Veri�cation # of groups failed

8 3 true

5 false 4

7 false 8

9 false 8

16 3 true

5 false 4

7 false 4

9 false 6

32 3 true

5 true

7 false 4

9 false 4

64 3 true

5 true

7 false 2

9 false 2

128 3 true

5 true

7 true

9 false 2



Chapter 8

Conclusion

8.1 Introduction

In this thesis, we investigated two security goals for image data, i) image encryption

that hides the content of images, and ii) image authentication that provides assurance

for the authenticity of images. We studied existing image encryption and authenti-

cation systems and demonstrated various attacks. We proposed a number of security

systems and analyzed their security. In this chapter, we summarize image encryption

and authentication systems and give some �nal remarks.

8.2 Image Encryption

To design an encryption system for image data, it is important to understand how a

compression system exploits the properties of image data to remove redundancy. In

the following paragraphs we summarize the properties used to compress data in the

JPEG, MPEG and JPEG2000 compression systems.

In the JPEG and MPEG systems, pixels are transformed into coeÆcients using the

Discrete Cosine Transform. As the result of the transformation, the energy is packed

in the lower frequency parts, that is, lower frequency coeÆcients have larger values

and higher ones have smaller values. After quantization of the coeÆcients, many of

the higher frequency coeÆcients will be zero. JPEG and MPEG exploit this property

for compression by using a zig-zag scan and run-length coding of zero coeÆcients. If

encryption changes the order of coeÆcients in a block, it will result in shorter run-length

of zero coeÆcients and so the compression rate drops.

In JPEG2000, an image is decomposed into di�erent frequency components, i.e.

subbands, using the Discrete Wavelet Transform. A subband that consists of wavelet

coeÆcients is divided into code-blocks and each code-block is independently encoded

194
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from other code-blocks. In encoding a code-block, coeÆcients are divided into bit-

planes and bit-planes are encoded one by one in the order of their signi�cance, i.e. from

the most signi�cant bit-plane to the least signi�cant bit-plane. To generate decision-

context pairs, the encoder exploits the correlation of 3 � 3 bit neighboring regions.

Also groups of four consecutive bits are run-length coded to generate decision-context

pairs. The decision-context pairs are encoded using the adaptive binary arithmetic

coder. If encryption destroys the correlation of neighboring regions or that of the four

consecutive bits, the compression rate will drop.

Image encryption systems must be computationally inexpensive to be able to cope

with the large size of image data. To encrypt images, there are two approaches :

i) using elementary cryptographic operations, and ii) selective encryption. These two

can be combined together. First we summarize systems using elementary cryptographic

operations and then selective encryption systems.

8.2.1 Encryption Using Elementary Cryptographic Operations

Elementary cryptographic operations require small computational power and hence the

drop in coding speed can be ignored. In some existing systems, including the JPEG2000

encryption system proposed in this thesis, encryption takes place after quantization and

before entropy encoding. Permutation of DCT coeÆcients as used by Tang [107] and

Shin et al. [95] is ine�ective because of the following reasons.

1. The permutation changes the order of frequencies, and so the higher frequency

parts in 8� 8 blocks will include many non-zero coeÆcients. This will result in

shorter run-lengths of zero coeÆcients and so the compression rate will drop.

2. Lower frequency coeÆcients have larger values and so images can be reasonably

approximated by sorting coeÆcients in blocks. This can be seen in Figure 3.2

and 3.3 in Chapter 3. Hence, the permutation of DCT coeÆcients by itself does

not provide high security.

In our JPEG2000 encryption system, groups of four consecutive bits in a bit-plane

are randomly scanned. The random scan was designed to satisfy the following two

conditions :

1. The original four bit sequences are kept intact and so the correlation of the four

bits is not destroyed.
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2. We chose a random scan instead of a random permutation of coeÆcients because

the random scan does not change the positions of coeÆcients in the code-block

and so there is no impact on the correlation of neighboring 3� 3 bit regions.

3. The random scan changes the order of decision-context pairs that are encoded

using the adaptive binary arithmetic coder. However, the adaptive binary arith-

metic coder uses an order-0 model and the order of input symbols has very small

impact on its compression ratio.

As shown in our experiments in Table 6.2 in Chapter 6, the drop in compression rate

due to encryption is less than 3%.

The permuted DCT coeÆcients can be easily recovered by sorting them but this is

not true for the DWT coeÆcients. This is because in the case of DWT, the coeÆcients

in the same subband (frequency) are permuted while in the case of DCT, those in

di�erent frequencies are permuted. If two dimensional discrete wavelet transform is

used, DWT coeÆcients in a subband and pixels at the corresponding region in the

image have relationship and so the values of coeÆcients vary with images. This means

that if the original image is not known, it is diÆcult to recover the correct order of the

coeÆcients.

We showed that the chosen coeÆcients attack is not e�ective against the JPEG2000

encryption system. The chosen coeÆcients attack tries to �nd the permutation by

comparing the original coeÆcients with the inverse-permuted ones. To obtain the

inverse-permuted coeÆcients, it is necessary to correctly decode the encrypted stream.

In JPEG2000, the adaptive arithmetic coder uses more than one model and the order

that the models are used is hidden by the random scan. If the same adaptive model is

not used in the encoder and the decoder, decoding will fail and so will the attack.

8.2.2 Selective Encryption

Selective encryption allows the use of well-studied security algorithms for encryption. In

a selective encryption system, data is encrypted i) after quantization and before entropy

coding, or ii) after entropy coding. The data to be encrypted can be i) transformed

coeÆcients, and/or ii) decoding parameters such as Hu�man tables. The chosen data

are encrypted using encryption algorithms such as DES. The choice of the part to be

encrypted is crucial for security.

The encryption system proposed by Shin et al. [95] encrypts the sign bits of the
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di�erence of two DC coeÆcients using DES, RC4 and RC5, and permutes AC coef-

�cients. The permutation can be found by a known image attack which compares

the coeÆcients of a known picture sequence with the permuted ones, or the chosen

coeÆcient attack. We have shown in Chapter 4 that if the AC coeÆcients are known,

DC coeÆcients can be recovered by exploiting the smoothness of images. In an image,

neighboring pixels are likely to have similar values. If AC coeÆcients are known, we

can construct DC-free 8 � 8 pixel blocks from AC coeÆcients and then estimate DC

values of blocks by modifying all pixel values in a block by the same amount such that

the pixels on the border of the block and its neighboring ones have similar values.

For a JPEG stream, we showed the following four conditions that need to be satis�ed

for choosing the parts to be encrypted.

Condition 1 Without the encrypted data, it must be diÆcult to decode the JPEG

stream.

Condition 2 It must be diÆcult to derive the encrypted data from other information

in the same JPEG stream.

Condition 3 The encrypted data must be highly dependent on the image and so the

corresponding data from similar images will not be useful.

Condition 4 The search space of the encryption key must be large.

For the JPEG system, we chose the Hu�man table speci�cation part, which satis�es

these four conditions. It is image dependent and the number of possible the Hu�man

codes is large. It is shown by Fraenkel and Klein [28] that �nding Hu�man code for

an Hu�man coded stream which is similar to the JPEG one, is NP-complete and so

�nding the Hu�man code from the entropy coded data in the JPEG stream will be

hard.

Typically the size of Hu�man table speci�cation data is less than 200 bytes per

JPEG stream and so the additional computational cost for encryption is very small.

Since the data is encrypted after compression, there is no impact on compression rate.

The typical size for MPEG encryption systems [69, 79, 92, 94] is 10% to 50% of the

MPEG stream, although it cannot be directly compared with that of JPEG encryption

systems because of the di�erence of the structures of the two streams.
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8.3 Image Authentication

In general image data is in a compressed form due to its large size, and the compression

algorithms are usually lossy. Because of this, unlike data authentication systems that

must detect a single bit change in data, image authentication systems must remain

tolerant to changes due to lossy compression.

Image authentication systems are divided into two classes :

1. Watermarking systems which embed a watermarking signal when signing images

and extract the same signal when verifying images.

2. Signature systems which generate hashes from images when signing images and

compare the hashes of the original images with the ones generated from the

received images when verifying them.

In watermarking systems for image authentication, fragile watermarking is used

which is sensitive to modi�cations. However, if a fragile watermark is embedded in the

pixel domain, it is likely not to survive lossy compression. For a fragile watermark to

survive lossy compression, the level of the embedded signal must be increased and this

will degrade the quality of the image.

On the other hand, signature systems do not degrade image quality. They use either

hash functions or a MAC, and so require appending data to the image. For example,

a signature system proposed by Bhattacharjee and Kutter [12] extracts features that

are signed by the private key of a public key encryption system, and SARI [58] uses a

MAC. Our proposed system is an extension of the SARI system. The original SARI

system is not secure when the pairing function is known because the di�erence of two

DCT coeÆcients does not change if the same amount of modi�cation is made to both

the coeÆcients. Such modi�cation can be made visually undetectable. Our scheme

improves the SARI system in terms of : i) security because the cost of �nding groups

of blocks is largely increased, and ii) eÆciency because the MAC size is smaller for the

same level of protection.

8.4 Further Research

8.4.1 Image Encryption

There are combined compression and encryption schemes for entropy coders [120, 56,

40, 62, 113]. Since many image compression systems use entropy coders, such combined
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compression and encryption systems can replace the original entropy coders in image

compression systems. Secure entropy coders usually have a small computation cost and

a small drop in compression rate, and so are suitable to be incorporated in the image

compression systems. Although there are attacks against the combined compression

and encryption systems [11, 56, 40, 113, 112], all known attacks are chosen plaintext

attacks and the security of these systems against other types of attacks is an open

problem.

8.4.2 Image Authentication

An attack against watermarking systems that are used in trusted devices, such as

digital cameras described by Wu and Liu [123], raises an important question about

the applicability of image authentication systems. The problem can be described as

follows. An attacker can obtain a modi�ed image which will pass the veri�cation check

of the authentication system by taking a picture of a modi�ed image using the trusted

device. The picture taken is unlikely to contain the original fragile watermark because

of its fragility. The veri�cation system will detect the new watermark inserted by the

device but it does not detect the old watermark in the original image and so it fails to

detect the modi�cations of the image.

To avoid this attack, Wu and Liu [123] suggested the use of a pair of robust and

fragile watermarks. If an image is modi�ed using the attack, the veri�cation system

can detect the two robust watermarks, the one which the original image had and the

other that was newly inserted by the device. However, most of the proposed fragile

watermarking systems are not able to detect multiple watermarks in images. If the

attack is used against image signature systems, a new signature will be generated by

the trusted device when the picture of the modi�ed image is taken. The veri�cation

system does not have ability to �nd that the picture is taken from the modi�ed image

because the signature is not embedded in the image and so there is no evidence that

shows the link between the original image and the new signature corresponding to the

modi�ed one. For signature systems, protecting against this type of attacks is an open

problem.

Although there are many proposed image authentication systems using watermarks,

many of them have not been cryptanalyzed. There are publicly accepted de�nitions

of attack operations for robust watermarking systems, and they are implemented in

software such as Stirmark [78], Checkmark [24] and Optimark [1]. However, there are

no such well de�ned operations for image authentication systems and such well de�ned
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attack operations are essential to assess security of the systems. To de�ne such attack

operations further research is required.
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