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ABSTRACT

Patient safety and Medical errors are of growing concern in the health care
industry. Some errors are caused by preventable adverse events; identifying
potential errors and preventing them would mitigate risk and hence enhance the
safety. Electronic health records (EHRs) are an inherent part of the healthcare

systems and thus it is imperative that errors do not originate from EHRs.

A thorough literature review indicated that no risk assessment methods currently
exist for EHR systems. Project management risk and system security risk
assessments do exist but not risk assessment of threats to safety. Accordingly,
this research aims to develop a framework for the safety and dependability of
EHRs, in order to analyse the risks associated with electronic health record

systems.

This research has identified a relationship of dependability and data quality of
EHRs and attributes for the safety assessment of EHRs. The research involved (i)
developing a theoretical basis of safety, based on dependability and data quality,
(if) defining the safety attributes of EHRs, (iii) identifying the risk assessment
method applicable to EHRs, and (iv) conducting case studies of EHRS in

different healthcare settings.

A thorough understanding of EHRs is important to identify safety attributes of
EHRs. Therefore, different EHRs, EHR systems around the world - their

purposes, functionalities and information management - are all explored.



This study investigated different available risk assessment methods and analysed
them against different case scenarios to determine the appropriate risk
assessment method for EHRs. After careful consideration, Failure Mode Effect
Analysis (FMEA) was identified as an appropriate method for EHRs risk

assessment.

The idea and concept of risk assessment of EHRs were investigated by empirical
studies on (i) the Community Health Information Management Enterprise
(CHIME), Illawarra Area Health Service, and (ii) Maternal and Infant Network

(MINET) database, South Western Sydney Area Health Service.

Results from the case studies indicated that safety attributes identified from this
research are appropriate for EHRs and that FMEA is indeed a suitable risk
assessment method for EHRs. This study has verified by case studies that data
availability, reliability and security are all important for safety. Potential systems
risks- such as patient misidentification, security breaches due to initial password,
and incorrect linkage of data were identified from this research and notified to
the appropriate personnel such as system administrators and health care
providers. Improvements to the systems in question have been achieved through
modifications based on the results uncovered from these case studies. It can be
concluded that the safety attributes identified from this research are essential for
the safety of EHRs. It was also discovered that system quality is just as
important, and therefore should be included in any safety assessment of

electronic health record systems. It was further found that the safety cultures of



organisations and healthcare providers are important in conducting risk

assessment of EHRs.
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CHAPTER ONE
FRAMING THE RESEARCH PROBLEMS

1.1. Statement of the research problem
In, “To Err is Human: Building a Safer Health System”, Kohn et al. highlighted

the importance of safety and quality of healthcare:

“At least 44,000 people, and perhaps as many as 98,000 people, die in (United States)
hospitals each year as a result of medical errors that could have been prevented,
according to estimates from two major studies. Even using the lower estimate,
preventable medical errors in hospital exceed attributable deaths to such feared threats

as motor-vehicle wrecks, breast cancer, and AIDS” (Kohn et al. 2000).

Medical errors are of growing concern in the health care industry. As electronic
health records (EHRs) are now part of the healthcare system, a necessary
requirement is that EHRs are safe and dependable. Dependable electronic health

record systems could help reduce the risk of occurrence of medical errors.

1.2. Research questions:
This research therefore aims to develop a framework for the safety and

dependability of the EHRs in order to analyse the risks associated with electronic

health record systems. More specifically,

1. How can the safety of EHRs be measured? and

2. What are the safety attributes of EHRS?



1.3. Research Approach

The research will define a model of dependability that works for EHRs. Safety is
one of the subsets of dependability; dependable systems ensure data quality.
EHRs involve different processes, from data entry to decision-making.
Establishing a relationship framework for dependability, data quality and EHRS
would assist in identifying safety requirements.
Therefore, a framework for safety assessment of EHRs is developed by

= Examining the concept of ‘safety’;

= Describing risk assessment techniques

= |dentifying a risk assessment method applicable to EHRs,

=  Applying this risk assessment method to two cases, and

= Drawing conclusions about the effectiveness of that risk assessment

technique in achieving the declared objectives

Risk assessment case studies will be conducted in two different health care
institutions’ EHRs after identifying the appropriate risk assessment method from
this study. Case studies will be conducted to validate whether the identified risk

assessment methods can be applicable to the safety assessment of EHRS.

1.4. Significance of the research

Identification of safety requirements of EHRs would help to reduce errors by
being able to mitigate the risk of error occurrence. Dependability, safety and risk
are defined and explained in Chapter Four. Exploring undesirable events that can

occur from electronic health record systems would assist in identifying risk.



Different risk assessment methods are available for different systems. This
research identifies the appropriate risk assessment method applicable for EHRS.
With the proper risk assessment, risk can be identified and minimised so that
there will be safer health record systems, leading in turn to a safer healthcare
system. Awareness of risk and safety requirements is important as that would
assist in reengineering of the appropriate EHRs for various health care

organizations.

The research is timely with requirements having been set by most countries for
full implementation of EHRs (Carnall 1998; NEHRT 2000) and looking into the
safety of the health care systems (Kohn et. al. 2000; Institute of Medicine 2001;
Battles and Lilford 2003). The issue of patient safety has been focused in
Australia (Safety and Quality Council 2003), the United States of America (Kohn
et. al. 2000; Institute of Medicine 2001), Great Britain (Department of Health
2000) and Europe (Brunner et.al. 2001). There is a belief that computer-based
health record systems would improve quality and efficiency of patient care
(McDonald 2002); risk assessment is needed to ensure that EHR systems are

safe.

There are numerous examples from other industries, where safety is important
and failure to comply with standards has the potential to have an immense impact
on human life - for example, air traffic control and railroad monitoring systems.
In the healthcare industry, medical radiation systems, ECG monitoring systems

and insulin infusion pumps are all examples of safety systems. Such systems



need to follow the relevant safety standards. Similarly, development of EHR

systems needs to follow the standard specified for EHRs.

A thorough literature review has revealed a lack of comprehensive studies
relating to the safety and dependability of EHR systems. Accordingly, risk
assessment of the EHRs emanating from this study contributes to the building of

safer health information systems.

1.5. Aims of the Research

1.5.1. General Aims

= To identify that EHR systems need to be dependable, and
= To identify the appropriate risk assessment method applicable to EHR
systems
1.5.2. Specific Aims
= To demonstrate that EHR systems are safety related systems, and
= To identify the risks associated with EHRs by evaluating the safety,

privacy and availability of such systems

1.6. Chapter Summary
This dissertation includes the following chapter structure:

1.6.1. Chapter 1: Introduction
Chapter 1 outlines the structure of the dissertation along with a discussion of the
research question, research approach, significance of the research and research

aims.



1.6.2. Chapter 2: Electronic Health Record Systems

Chapter 2 reviews the literature of EHR systems. The review starts with
definitions of both medical informatics and EHR systems. Various EHR systems
from around the world are discussed, including their purposes, functionalities,

key capabilities and processes.

1.6.3. Chapter 3: Failures of Computer Systems in healthcare
Chapter 3 reviews the literature related to failures in healthcare systems
generally. Different cases of failure are described and analysed in order to glean

a better understanding of failures and risks in such systems.

1.6.4. Chapter 4: Dependability of Electronic Health Record Systems

Chapter 4 identifies the relationship between the dependability and data quality
of EHRs and the attributes for safety assessment. This chapter reviews the
relevant literature in order to develop a theoretical basis of safety. By analyzing
dependability and data quality attributes, we deduce the safety attributes of EHRS

appropriate for this study.

1.6.5. Chapter 5: Risk assessment of electronic health record systems
Chapter 5 identifies different risk assessment methods, and explains why risk
assessment is needed for EHRs. Different risk analysis methods are analysed,

and the most appropriate method selected for the risk assessment of EHRs.



1.6.6. Chapter 6: Methodology

Chapter 6 describes the research methodology utilised in this study.

1.6.7. Chapter 7: Case studies

Section 7.1 introduces the case studies. Section 7.2 describes the empirical risk
assessment case study in Community Health Information Management Enterprise
CHIME, Illawarra. The results of a qualitative case study together with feedback
from users are provided in this chapter. Some system improvements have been
made as a result of this research.

Section 7.3 describes the risk assessment case study conducted in Maternal and
Infant Network (MINET) Simpson Centre. This second empirical case study
again clearly identifies appropriate safety attributes along with an appropriate

method for risk assessment of EHRs.

1.6.7. Chapter 8: Summary and Conclusions

Chapter 8 summarises the research, with particular emphasis on the key findings
from the case studies. It also provides recommendations for healthcare
organizations, highlights the limitations of this research and suggests directions

for future study.

In Summary, Chapter 1 has provided an outline the research undertaken into the
risk assessment of electronic health record systems. The next chapter, - Chapter 2

- will explain EHR systems in detail.



CHAPTER TWO
ELECTRONIC HEALTH RECORD SYSTEMS

A thorough understanding of electronic health record systems is important as a
precursor to a study on their risk assessment. This chapter therefore incorporates
a detailed discussion of EHR systems, including definitions, types, purpose, users
and functionality. It should be noted however that not all health information
systems are EHR systems.

Risk assessment of EHRs is an area of research in medical informatics.

2.1. Medical Informatics Defined:
Medical informatics has been defined as “the theoretical and practical aspects of

information processing and communication, based on knowledge and experience
derived from processes in medicine and health care” (van Bemmel and Musen

1997).

An alternative definition is * the field that concerns itself with the cognitive,
information processing, and communication tasks of medical practice, education,
and research, including the information science and technology to support these

tasks” (Greenes and Shortliffe 1990).

EHRs play an important role in medical informatics, as they are involved in the

storage, retrieval and use of information for appropriate decision making.



2.2. Health Information Systems

Different health record systems have been used in health care. Automated
medical record systems were first developed in the 1960s (Shortliffe and
Perreault 1990). The systems most used for processing patients’ information are
medical record systems, hospital information systems, nursing information
systems, laboratory information systems, Pharmacy systems, Radiology systems,
Patient monitoring systems, Office systems, Bibliographic retrieval systems,
Clinical Decision Support systems, Clinical Research Systems, Medical
Education Systems and Health Assessment systems (Shortliffe and Perreault
1990). All these systems can be categorized as health information systems and
are used for the purpose of data acquisition, record keeping, communication,
integration, surveillance, information storage and retrieval, data analysis,

decision support and education (Perreault and Wiederhold 1990).

Health information systems either contain or make direct reference to sensitive
health data of individual patients. Thus health data needs to be both secure and
free from error. Inaccurate or insecure information could be detrimental to the
individual and subsequently to the company or organization responsible. Any
computer system where failure could have an impact on a person’s health or be
life threatening should be regarded as a safety related system. Privacy is now
regarded as a pertinent area of growing concern, as more health information is

available electronically online (Puplick 2003). Hence, it is essential to develop



health information systems that can be trusted and are dependable. A discussion

of dependability and trust is presented in chapter four.

There are many different health information systems currently in use and all such
systems need to be dependable. It is beyond the scope of this research to assess
the dependability of all health information systems. This research will focus on
the dependability of EHR systems by exploring safety and risk assessment

methods applicable to them.

2.3. Electronic Health Records — EHRS - are the Holy Grail of medical

informatics. Clinicians, health systems administrators and policy makers would
all benefit from having an electronic record that could capture data along the
entire continuum of care (Mandl and Lee 2002). Tange et al. have highlighted
the fact that health records should contain clinician’s statements, what they have
heard, seen, thought and done, and should retain what clinicians believe (Tange

et al. 1998).

Electronic Health Records EHR defined -

“Electronic health record assists with clinical matters (reporting results of tests,
allowing direct entry of orders by clinicians, facilitating access to transcribed
reports, and in some cases supporting telemedicine applications or decision-
support functions), but also with administrative and financial topics (tracking of
patients within the hospital, managing materials and inventory, supporting
personnel functions, managing the payroll, and the like), research (for example,

analyzing the outcomes associated with treatments and procedures, performing



quality assurance, supporting clinical trials, and implementing various treatment
protocols), scholarly information (for example, accessing digital libraries,
supporting bibliographic search, and providing access to drug-information
databases), and even office automation (providing access to spreadsheets, word
processors, and the like). They are electronic, accessible, confidential, secure,
acceptable to clinicians and patients, and integrated with other types of non-

patient-specific information” (Shortliffe and Perrault 1990).

“An electronic health record is an electronic longitudinal collection of personal
health information, usually based on the individual or family, entered or accepted
by health care professionals, which can be distributed over a number of sites or
aggregated at a particular source, including a hand-held device. The information
is organised primarily to support continuing, efficient and quality health care.

The record is under the control of a known party” (NEHRT, 2000).

The U.S. Institute of Medicine defined EHR as “an electronic patient record that
resides in a system designed to support users through availability of complete
and accurate data, practitioner reminders and alerts, clinical decision support
systems, links to bodies of medical knowledge and other aids” (Dick and Steen

1991).

Today, the focus of EHRs is on the integration of 24 hour access by
multidisciplinary stakeholders within healthcare systems, removing the concepts
of professional boundaries and geographic locations (Wainwright and Warning

2000).
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Waegemann (2002) has identified 10 dimensions for EHRs, these being:
1. data content;
2. information capture;
3. information representation;
4. operational dimension and data model;
5. clinical practice;
6. decision support;
7. security;
8. quality assurance;
9. performance, and

10. application

2.3.1. Electronic Patient Records, personal health records and population
records

EHRs can also be categorised into Patient records, personal records and
population records (Humphreys 2000).

Electronic Patient records are used for clinical care in which doctors, nurses, and
other health care professionals within an array of hospital, primary care, other
ambulatory and institutional health services.

Personal or consumer oriented health records are for individual use, including

assessment of health status and linkage with physician’s records.

11



Population health records are used for health services research for monitoring
public health and outcomes. These records used de-identified data from the
healthcare system.
However, Waegemann (2002) has identified 5 types of personal health records:
1. Offline personal health records;
2. Web based Commercial/ organisational personal health records;
3. functional or purpose based personal health record;
4. provider based personal health records and

5. partial personal health records.

Kim and Johnson identified personal health records as web-based applications, in
which patients can enter their own information (Kim and Johnson 2002).
Offline personal health records are manual health record systems and do not fall

within the scope of this study.

2.3.1.1. Personal Health Record in Smart Card

Smart cards or patient-carried medical records were fashionable in the 1980s.
However, smart card technology has not gained popularity because of lack of
infrastructure (Waegemann 2002) and lack of standards (Dash 2001).
Nevertheless, they could become popular again as the technology infrastructure
becomes cheaper (Berman 2003; Zalud 2003) or with the potential for immediate
access to patient data and reduced duplication of records (Cohen 2003; Berman
2003; Zalud 2003). In Taiwan, a smart card system replaced a paper based health
record system in 2001 for the country’s 22 million people (Cohen 2003). In

Australia, Health Minister Tony Abbot stated that smart card use would enhance
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access to an individual’s medical record, and that the health system would be in a
“systemic paralysis” if a smart card carrying an individual’s medical history was

not available within five years (Herald Sun news 2003).

2.3.2. The needs for electronic records from a consumer’s perspective

Patients often become frustrated because of lack of knowledge of their case by
individual health professionals and annoyed at often having to repeat the
information several times to different health care professionals (Rigby et al
1998). If EHRs could be shared among different health care organizations, and if
the information could be made available at the time of care, it could solve the
problem of patients being asked the same information repeatedly from different

health care organizations.

2.3.3. EHR Systems around the world

Healthcare institutions started to use EHR systems in the late 60s and early 70s.
PROMIS (Problem Oriented Medical Information System) and ARAMIS (The
American Rheumatism Association Medical Information System) are two typical
systems which started around 1970. With the ARAMIS time oriented medical
record system, the search speed for the medical records was four times faster
than with traditional paper based records (Tange et al. 1998). The primary
purpose of ARAMIS was to serve as a national research data bank for the storage

and disclosure of longitudinal data of chronic rheumatologic disease.

PROMIS was developed in 1969 at the Vermont Medical Centre. It included

Subjective observation, Objective observations, Assessment and Plan. PROMIS
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did not survive because it offered no advantages over paper- based records (van

Bemmel and Musen 1997).

During the 1970s and 1980s several computer record systems were used in the
medical disciplines, completely integrated with the hospital information system.
The Regenstrief system (Indiana University, Indianapolis), was developed to
include computer reminders to users of the system and was used at more than 30
clinics (Kuhn and Giuse 2001). Major parts of the medical history, physical
examination, and progress notes were not captured in the computer until 1988;
complete capture of medical narratives was achieved for obstetrics in 1992(Kuhn

and Giuse 2001).

STOR - Summary Time Oriented Record (University of California, San
Francisco), HELP (LDS Hospital, Salt Lake City), TMR - The Medical Record
(Duke University, Durham), COSTAR (Harvard Medical School, Boston)
(Spann 1990; van Bemmel and Musen 1997; Tange et. al 1998), CCC - Center
for Clinical Computing, (Beth Israel Hospital, Boston) and DIOGENE
(University Hospital, Geneva) are example systems that are still operational and
used in various institutions. TMR is the most comprehensive of these systems

(van Bemmel and Musen 1997; Tange et. al 1998).

In the Netherlands, an integrated hospital information system was implemented
in 1972 in Leiden University Hospital. It has subsequently been expanded into
different phases of development, and the system is still in use (Bakkar and

Leguit 1999).
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Implementation of EHR systems is encouraged in health care institutions around
the world. In the United Kingdom, March 2005 is the target for full
implementation of first generation person-based EHRs — more specifically all
acute care hospitals to implement level 3 electronic patient records (NHS

Executive 1998).

Table 2.1. Levels of electronic patient record identified by NHS, UK

Level 1 | Patient administration and independent departmental systems

Level 2 | Level 1 plus integration via master patient index

Level 3 | Level 2 plus electronic clinical orders, results reporting, prescribing,

multi professional integrated care pathways

As described previously, EHRs started in the United States in the 1960s.
Currently, the Department of Health and Human Services, the American Health
Information Management Association, the Department of Veteran Affairs and the
Health Insurance Portability and Accountability Act (HIPAA) are emphasizing
issues surrounding EHR systems such as privacy, confidentiality and accuracy of

healthcare data.

2.3.4. EHR initiatives in Australia

Australian hospitals have been using EHR systems. However the majority have
been used for administrative purposes rather than for supporting clinical care

(NEHRT 2000). In 1998 the Australian Health Minister established the National
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Health Information Management Advisory Council (NHMIC) to advise on the
development of an electronic health information system (Australia’s health
2002). The Electronic Health Record Task Force was subsequently established in
November 1999 to implement a national approach to the EHR. The Task Force
has proposed a National Health Information Network to support a system of
electronic health records and endorsed a National Health Information Network -
HealthConnect in July 2000. HealthConnect is proposed to facilitate the safe
collection, storage and exchange of consumer health information between
authorised health care providers. HealthConnect identified the following building
blocks for eHealth: privacy, consent and access control, standards, event
summary identifiers, national architecture and provider directories (Health
Connect Program Office 2002). HealthConnect Projects trials were started in the
Northern Territory and Tasmania, followed by others in New South Wales and
Queensland. Various EHR initiatives and trials are underway in different states -
for example, in South Australia, the OACIS clinical information system is in
operation across eight public health hospitals (Commonwealth of Australia

2003).

2.3.4.1. New South Wales Health Strategy for EHRs

The New South Wales (NSW) health system has targeted implementation of
EHRs by 2010. Patient Administration System (PAS), Point of Care Clinical
System (PoCCS), Unique Patient Identifiers (UPI) and the Community Health
Information Management Enterprise (CHIME) are essential foundations for the

NSW EHR (EHR Working Group 2001).
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2.3.5. Purposes of EHRs
Medical records serve the following purposes: to recall observations, to inform
others, to instruct students, to gain knowledge, to monitor performance, and to

justify interventions (Tang et. al. 2001).

2.3.5.1. The Primary Purpose is to provide a documented record of care by
means of communication among clinicians contributing to the patient’s care for
the benefit of both patient and clinician. It should support present and future care
by the same or other clinicians (Schloeffel and Jeselon 2002). Therefore primary
uses of EHRs include patient care delivery, patient care management, patient
care support processes, financial and other administrative processes and patient

self-management (Institute of Medicine 1997).

2.3.5.2. The Secondary Purpose of medical records include medico-legal
purposes, quality management, education, research, public and population health,
policy development, health service management, billing, finance and

reimbursement (Schloeffel and Jeselon 2002; Institute of Medicine 1997).

2.3.6. Primary and secondary users of health data

Physicians, nurses, nursing assistants, therapists and allied health professionals
are primary users of health data. Researchers, educators, third party players,
business administrators, legal representatives, auditors, employers, public health
officials, quality assurors and utilization review staff are all secondary users

(Win et. al 2002 a).
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2.3.7. Electronic Health Records Functionalities

There are a lot of proven benefits from using EHRs. For example, computer
generated alerts increase vaccine coverage (Dini et. al.2001). Sullivan and
Mitchell (1995) found that the use of a computer during consultations improves
immunization rates by 8-18%, and other preventive tasks by up to 50%. At the
Good Samaritan Regional Medical Centre in Arizona, a comprehensive
prescribing support system alerted 1,116 times during 13,521 admissions over a
six- month period. More specifically it alerted serious risks in 64 out of every
1000 admissions, with 44% of these not being recognized as risk situations by

the physician prior to the alert (Sullivan and Mitchell 1995).

Use of integrated EHR systems in consultations can improve clinical
performance. Integrated health record systems can assist in decision making
through alerts provided from the system, information available from drug
databases integrated within the record, and results of laboratory tests available

within the system (Bates et. al. 2003).

Properly integrated EHR systems would enhance the sharing of information
(Booth 2003), which in turn would increase communication between primary and
secondary care healthcare providers. Increased accessibility of EHRs between
authorized users would improve timely access to care. Physicians would be better
informed about the health status of a patient (Hier et al. 2005), which would
definitely improve healthcare decision-making (Hippisley-Cox et al. 2003 p.

1443), and in turn enhance healthcare quality.

18



2.3.8. Key capabilities of EHR systems
The U.S. Institute of Medicine (2003) has identified the key capabilities of an
EHR system. Core functionalities include:

= health information and data,

» results management,

= order entry/management,

= decision support,

= electronic communication and connectivity,

= patient support,

= administrative processes, and

= reporting and population health management

EHRs have different information management services, including (Shiffman et al
1999):
= Recommendation services, which determine appropriate activities in
specific clinical circumstances;
= Documentation services, which involve data collection, storage of
observations, assessment and interventions;
= Registration services, which integrate demographic and administrative
data;
= Explanation services, which enhance the credibility of recommendation
services by providing supporting evidence;
= Calculation services, which measure time intervals, medication dosages

and other computational tasks;
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= Communication services, which include standards for data transfer and
data security;

= Effective presentation services, which facilitate data visualization; and

= Aggregation services, which associate outcome, diagnosis and specific

guidelines.

It can be seen that medical or health records are important in information
management within healthcare practices. Any wrong data or information could
impact on both information management and patient care.

The processes involved in EHR are shown in figure 2.1.
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Figure 2.1: Information capture/data entry methods of EHR

2.3.9. Data Entry/ Information captured

Electronic health record systems incorporate both data entry and appropriate

retrieval of information for required purposes. Captured information could be

from hand writing, speech and/or images.

Hand writing

Information in hand writing can be in free text format, or formatted text in

template form. The information can be scanned or transcribed for data entry

purposes.

Speech

Data entry can be transcribed through dictation, by way of voice recognition.
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Images

Images can be scanned images of Electrocardiograms (ECG), Radiographic
images such as chest x-rays, ultrasound images or image files entered from
electronic health record systems.

Others

Bar code data entry could be from patient identification wrist or arm band.

2.4. Chapter Summary

Health record systems have evolved from paper-based to electronic systems in
healthcare institutions throughout the world, resulting in increased accessibility
of information among healthcare providers. Because of this increased
accessibility healthcare providers are potentially able to exercise better informed
decision-making regarding a patient’s health. This is beneficial not only to

patients, but also to health care institutions and the healthcare industry generally.

EHR systems include different types of data and information for different users
(and for different uses). Information included in health record systems needs to
be accurate and health record systems should be safe so that they assist health

care workers to improve clinical outcomes.
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As described above there are different users of the health records for different
purposes and EHR could serve as the effective communication tool between the

various healthcare providers.

Accurate information transfer among healthcare organizations would assist the
quality and safety of healthcare. Data quality of the health record is vital for

accurate information in the health record system.

Integrated EHRs would enhance communication, provide better record keeping
and improve communication among healthcare providers. That would be

beneficial not only for patients, but also for clinical and research outcomes.

Different EHR systems are in use in different healthcare organizations and it
would be difficult to suggest which system is best to adopt for a nationwide or
universal EHR. Different health care institutions use different systems according
to their needs. There are many schools of thought concerning EHR systems.
Some propose that the record’s purpose is to support individual patient care, and
thus designs which support aggregated data for research, audit, finance or
planning are not appropriate (Rector et. al 1991). This would support the basic
electronic medical record functionalities, but it would not support all
functionalities identified by the U.S. Institute of Medicine and other health care

organizations.

As described above, EHR systems have different purposes and contain different

kinds of data. However it is clear that, appropriate information management of
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health records would enhance knowledge management and assist in workflow
processes of the organization. These are the positive aspects of the use of EHRs
in healthcare. However, there are some resistance to the use of EHRs as analysed
below.

As discussed in section 2.3 Mandl and Lee (2002) have pointed out the beneficial
effects of EHRs. However, it can be seen that there is a lot of resistance from
clinicians to use EHRs. Recent articles in the Washington Post highlighted the
preferences of doctors on the use of pen and paper instead of computers
(Connolly 2005). There were also cases that computerised order entry system
(EHRs) leads to unwanted testing (Holtzman 2004). Therefore, there is a need for
user acceptance of using EHRs, and identifying potential errors. By contrast,
Hospital administration systems and laboratory information systems have been
widely used and accepted by healthcare providers in generally speaking. Hence,
there is a need of identifying ways to improve usage of EHRs.

It can be seen that earlier developments of EHRs involved workstations and/or
networks of computers, either on Local Area Network or on Intranet. However,
one must also realise that these EHRSs should assist in the clinicians workflow. It
can be seen that healthcare is mobile, - doctors and nurses move around from one
bed to another in the hospital ward, ambulatory care healthcare workers make
home visits in community care. If EHRs are located only in one fixed place,
clinicians need to enter data into a different medium initially then to EHRs later.
This increases their workload and errors and inaccuracy can occur. Therefore,
EHRSs infrastructure also needs to be considered for effective usilisation.

Personal Health Records, - EHRs accessible by patients have been introduced in

healthcare to ensure safety. It is envisioned that if patients can access their own
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health records, they would be an active partner in their own healthcare, and that
will also “demystify those patients who are concerned about what might be
hidden in the chart” (Shabo 2004). As discussed in Section 2.3.1. smart cards
have been used as personal health records in certain countries; however, there are
concerns regarding how much information should be included on the card,
dealing with lost or stolen cards, backup and access of records, and so on.

Section 2.3.8 described both the key capabilities of electronic health record
systems and the information management services involved in these systems.
However, data entry and information capture methods are important areas to be
considered for the successful usage of electronic health record systems. As Weir
et al. (2003) stated, “Direct text entry of notes (to EHRS) is perhaps the least
favourite method of notes generation by providers”.

EHR systems around the world and EHR initiatives in Australia are discussed in
Sections 2.3.3 and section 2.3.4 respectively. It can be seen that EHRS initiatives
and implementations began in the 1960s, however most have been locatd at the
University Hospitals or hospitals in collaboration with academic or research
institutions, and in U.S. also the Veterans Affairs or Military Hospitals (Ash and
Bates 2005). Government initiatives were started around 2000 and Australia has
founded the National Electronic Health Record Task Force in 2000 (NEHRT
2000). In U.S. “Got EHR” initiative was launched in early 2005 to promote the
usage of EHRs (AMIA 2005). There are a lot of issues regarding successful EHR
usage and implementation, and these will be discussed further in following

chapters.
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CHAPTER THREE
FAILURES OF COMPUTER SYSTEMS IN HEALTH CARE

To be able to carry out risk assessment of EHRs, it is important that risk and
failure of healthcare systems are understood. Therefore, this chapter will describe

failures of computer systems in healthcare.
Accidents will happen, so it is said; and they do (Redmill 1993).

There is no guarantee that any system is completely safe (Redmill 1993). There
is evidence that errors or risks from computer failures cause harm to
organizations, their operation or to individuals. Below are some examples from

different healthcare industries.

3.1. London Ambulance Service System

The collapse of the London Ambulance Service System is a typical example of
safety failure. The service collapsed in October 1992, shortly after the system

commenced operation.

3.1.1. System description

The London Ambulance Service (LAS) was designed to accept emergency calls
and dispatch ambulances appropriately. The service had coverage of 600 square
miles and a resident population of 6.8 million. It was the largest ambulance
service in the world. LAS consists of a computer aided dispatch system with
automatic vehicle location, which was responsible for tracking available

resources, making despatch decisions and locating ambulances.
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3.1.2. The failure

The system became overloaded with a large volume of calls and it could not
track the locations of various ambulances. Therefore, resource identification,
determination and communication did not work properly and there were large
numbers of exception messages and duplicated calls, which caused the system to
slow down. As dispatches became more delayed, the public began repeating their

calls and that further increased the load on the system.

Because of the system failure, emergency medical care was delayed with
unnecessary consequences to patients’ lives. For example, one ambulance arrived
to find the patient dead, one ambulance arrived to a stroke patient after 11 hours,
and another arrived 5 hours after the patient had left for the hospital. It was

believed that 20 lives were lost as a consequence of the failure of this system.

It was noted that the system could not handle high call volume, as it was not fully
tested. There was no reliable back up system and users were not trained properly
(Finkelstein 1993, Finkelstein and Dowell 1996, Anderson 1999).

Failure of the London Ambulance System clearly demonstrates that system
availability, reliability, system response time and system performance are of

critical importance.

3.2. US Cedars Sinai Medical Centre

In the United States, Cedars-Sinai Medical Centre suspended the use of a

multimillion- dollar computerised system for doctor’s orders in January 2003.

27



3.2.1. System description

Cedars Sinai Medical Centre invested at least 25 percent of its annual budget on
information technology. The Centre identified key performance criteria essential
for its Computerised Physician Order Entry System (CPOE) and developed its
own comprehensive system in collaboration with Perot Systems. It was piloted
and test run for 2 weeks in August 2002 and implemented in October 2002

(Langberg 2003).

However, the system was suspended as more than 400 physicians petitioned
stating that it required excessive work and it was endangering patients’ safety.
Typical such events were (i) patients with heart failure not receiving the relevant
pills, and (ii) giving local anaesthetic one day early to a baby for a circumcision

(Ornstein 2003).

It was noted that physicians were not familiar with the system, and that changes

in workflow impact on patient care.

3.3. Therac 25 (Leveson 1995, Neumann 1995)

Between 1985 and 1987, six patients were massively overdosed because of a

computer-controlled radiation therapy machine.

Therac 25 is a medical radiation machine, which accelerates electrons to create

high-energy beams that can destroy tumors with minimal impact on the

surrounding healthy tissue. Therac 25 was modified from earlier models, Therac6

28



and Therac20. Some of the Therac6 code and Therac20 subroutines were reused
in the Therac 25 development. Therac25 software was responsible for monitoring
the machine status, accepting input about the treatment and the setting up of the
machine for the treatment. There were altogether 11 Therac25 machines

installed; 5 in the United States and 6 in the Canada.

Please see print copy for Table 3.1

Table 3.1: Accidents of Therac25 (Neumann 1995)

Causal factors were overconfidence in software, lack of defensive design, failure
to eliminate root causes, unrealistic risk assessment, inadequate investigation or
follow up on accident reports, and software reuse without thorough testing in the

Therac 25 (Leveson 1995).

Overconfidence in the system caused major consequences to human lives in

Therac25. In a different incident, patients complained that there were problems
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at the time of the radiation but operators of the Therac25 trusted in the fool-
proofedness of the system (Neumann 1989). This illustrates the importance of
patient’s feedback in patient safety - overlooking this could lead to adverse
outcomes. In Therac25, the system did not inform the user that an overdose had
occurred which is a serious flaw (Leveson 1995). Error messages could not be
understood by the operator and that was a flaw in the human computer interface
(Leveson 1995). Users of the system were not involved in system development
and they did not know how the machine operated internally. System developers
may not have known the potential dangers of the machine, and the system was

not tested properly.

3.4. North Staffordshire under doses

The North Staffordshire Royal infirmary caused errors in radiation doses for
nearly 1000 patients because of a system error. Patients were given less than 10
to 30 percent of prescribed doses over 10 years because of unnecessary
adjustment in the computer when it was installed (Neumann 1995). The North
Staffordshire Health Authority has paid more than £ 3.1 million to settle legal

claims (Blackhurst 2003).

3.5. Chapter Summary

The Cases described in this chapter indicate that accuracy of the system is
important. There were problems because of inaccurate doses in both the

Therac25 and the North Staffordshire cases.
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To prevent failures, the system should be user friendly and easy to use. The
Cedars Sinai Medical Centre CPOE failed because the system was not user
friendly and also impeded the clinical workflow. There were problems with
Therac25 because error messages in the machine could not be understood; the
machine was not user friendly. The London Ambulance Service is another case
where users were not sufficiently familiar with the system. The system was
implemented without being fully tested, it could not handle the load, and there
was no back up. The service had a complete system change over which had a
major impact on users. System failures can occur when users are not familiar
with the system and it does not assist users. Therefore user training is very

important for the system to be successful.

Failures from different healthcare systems were discussed in this chapter. There
were undesirable consequences from these failures. The Cedar Sinai CPOE case
clearly illustrates that health systems should not impede the workflow of
healthcare delivery. Therefore, EHRs should be designed to assist healthcare
workers in information processing and should not interfere with the healthcare

jprocess.

It has been shown that although computers can assist humans, no computer
system is immune to failure. There can be unforeseen errors and these could
cause loss of trust in systems, loss of human lives, economic losses, and other
consequences. Understanding how these failures occurred and analysing these
failures could assist in factors to be considered in the risk assessment of different

systems. Awareness of the nature, causes and incidence of failures is a vital
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component of prevention (Department of Health 2000). As with the adage,
“Prevention is better than cure”, awareness of failures and minimizing risk could

prevent adverse events and losses in the future.

In summary, this chapter has reviewed healthcare computer systems failure. An

understanding of these failures will assist in identifying safety attributes for the

risk assessment of EHRs.
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CHAPTER FOUR

Dependability of Electronic Health Record systems

The dependability of an EHR system needs to be explored to identify safety
requirements. By doing so, accidents and failures of the EHR (discussed in
Chapter Three, Chapter Five and this chapter) can be minimised to enhance the
system safety. EHR systems, their purposes and functionalities were discussed in
Chapter Two. This chapter will elaborate on dependability and data quality and

propose attributes for EHR systems safety.

It has been established that since EHR systems include patients’ health
information, it is important that such systems are both trusted and dependable
(Win et. al. 2002). The consequence of errors or incomplete information can
have minor to significant impact on an individual’s life ranging from
embarrassment to loss of life. Thus, it is important that these systems are

dependable.

4.1. Dependability

Dependability can be explained as follows.
Laprie (1995) and Zviran et al (2003) identified dependable computer systems as
needing to have the following attributes:

= Reliability: ensuring continuing service,

= Safety: non-occurrence of catastrophic consequences for the environment,

33



Confidentiality: non occurrence of unauthorised disclosure of

information,
Integrity: non occurrence of improper alterations of information, and

Maintainability: enabling repair and system evolution.

Sommerville (Sommerville 2001), has identified dependability as comprising:

Availability: the probability that the system will be up and running and
able to deliver useful services at any given time,

Reliability: the probability that the system will correctly deliver services
expected by the user,

Security: a judgement of how likely it is that the system can resist
accidental or deliberate intrusion, and

Safety: a judgement of how likely it is that the system will cause damage

to people or its environment

Information security has attributes such as (Andersson 1999):

Integrity,
Availability and

Confidentiality

Pressman has identified availability as an indirect measure of software

maintainability (Pressman 2000).
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Dependability Dependability

(Laprie 1995; Zviran et. al Sommerville (2000)
2003)
Reliability = *  Reliability
Safety < » Safety
Confidentiality. Security <« Security
{Andersson 1999)
Integrity Availability
Maintainability « » Availability
(Pressman)

Figure 4.1: Dependability

Accordingly, this research has adopted the dependability categorization of

availability, reliability, safety and security (figure 4.1).

In context of EHR Systems, dependability can be subdivided into availability,

reliability, safety and security (figure 4.2).

Dependability

Availability Reliability Safety Security

Figure 4.2: Dependability and its attributes
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4.1.1. Availability

Availability refers to the total number of hours a system is operational, e.g. non-
availability could result in delays in accessing critical health data.

4.1.2. Reliability

This refers to how often a system fails. An unreliable system may at best exhibit
poor availability or in some circumstances supply incorrect health data.

4.1.3. Security

This refers to how difficult it is for unauthorised users to gain access to a system
and its data. For EHR systems, a secure system will have adequate access
control, authentication and encryption measures in place to ensure adequate
privacy and to prevent tampering.

4.1. 4. Safety

This refers to the risk that the EHR system can cause harm to an individual.

4.2. Data Quality

Data quality is defined as “the totality of features and characteristics of a data set
that bears on its ability to satisfy the needs that result from the intended use of

the data”(Arts et al. 2002).

Wherever possible, data quality should not be compromised because low quality
health data will have great impact on decision-making processes and tremendous
effect on patient management. Data quality is important because appropriate

information will assist in the decision making process (Win et. al. 2003 a).
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Processing, analysing and interpreting the information could lead to new
knowledge and interpretation of this knowledge could lead to decisions

(Sauerborn 2000).

Wang and Strong identified data quality as data that are fit to be used by data
consumers (Wang and Strong 1996). Health Information Systems consist of
aggregated data for diagnosis, treatment, research, finance or planning (Rector et

al. 1991), and thus it is important to maintain data quality.

Data quality can be characterized by accessibility, accuracy, consistency,
comprehensiveness, currency, definition, granularity, relevancy, precision and
timeliness (AHIMA Data Quality Task Force 1998; Moczygemba and Hewitt

2001) (Table 4.1).

Arts et al. have identified accuracy and completeness as the most cited data
quality attributes. Based on their literature review, data errors can occur at
different steps in the data collection process; data errors from incomplete data
entry in medical databases account for 4 percent; inaccurate extraction 1.7
percent; incomplete extraction 1.4 percent; inaccurate data transfer 0.9 percent; 2
percent inaccuracy for automatically collected data; and 6 percent
incompleteness in automatically collected data for central registry databases

(Arts et al 2002).

The Attributes of data quality are as shown in Table 4.1.
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Please see print copy for Table 4.1

Table 4.1: Attributes of data quality (after National Committee on Vital and

Health Statistics 2000).

4.3. Data Quality and dependability

Table 4.2 presents characteristics involved in healthcare data quality, how it
could be related to the dependability and the appropriate measures needed to

ensure the data quality.
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Please see print copy for Table 4.2

Table 4.2: Relationship of Data quality and dependability (Win et. al 2002 b)

Data accuracy is important for healthcare because inaccurate data could impact
on healthcare decision making and that could cause undesirable effects to
patients. The following events are some examples of impact in healthcare from

impaired data quality.

4.3.1. Inaccurate information by software
In the United Kingdom, because of the millennium bug error, incorrect Down

Syndrome test results were sent to 154 pregnant women. Because of that, four
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Down Syndrome babies were born to mothers to whom their tests put them in the
low risk group. Two terminations were carried out as a result of mistaken test

reports (Wainwright 2001).

4.3.2. Inaccurate information by mistake

A woman in Dusseldorf, Germany was erroneously informed that her test results
showed she had incurable syphilis and had passed that on to her daughter and
son. As a result, she strangled her fifteen-year-old daughter and attempted to kill

her son and herself (Neumann 1995).

4.3.3. Data consistency

In one incident, a lack of data comparison standards resulted in a patient having a
severe reaction to a medication. The patient was administered an incorrect
dosage because the standard tablet size described in the nursing unit was

different from that used by the pharmacy (NCVHS 2000).

4.3.4. Data granularity
There can be a significant difference if the data value is not fully entered or
displayed. For example, a patient’s temperature of 101.8° F should allow for a

decimal point rather than a whole number of 101°F.

4.4, Data entry methods

Data entry can be handwritten into the medical chart and scanned later, either

through voice recognition software, pen pad, mouse or touch screen.
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4.4.1. Possible errors during data entry

If the data is transcribed or scanned from the handwritten document and if there
is illegible handwriting, data entry to the EHR system could be wrong as well. If
data is transcribed or scanned later after the patient is discharged from hospital or
after treatment has been given, erroneous data would have an impact only for the
research or next treatment or public health purposes, but if it is before the
treatment there can be an immediate effect on the health of the patient. For
example, if the handwritten data was wrongly interpreted — say from i.v to i.t -.
there would be a great difference in giving the dose intrathecally rather than
intravenously. In one incident in Denver, there was an infant death because
benzathine penicillin for i.m (intramuscular) injection was ordered incorrectly as

i.v (intravascular) (Kaushal and Bates 2002).

Abbreviation should be used cautiously as there can be errors due to
misinterpretation of abbreviations. Table 4.3 lists some examples of error-prone
abbreviations, symbols and dose designations provided by the Institute for Safety

Medication Practices (ISMP 2003).
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Please see print copy for Table 4.3

Table 4.3: List of error prone abbreviation (ISMP 2003)

If two medications with similar spellings are displayed next to each other, there
can be a substitution error. There can be serious impact on the patient if the
wrong medication is administered mistakenly. In one incident, a 31-year-old man
died as a result of wrong injection of contrast media intrathecally for spinal
radiography. In that incident, the ionic-contrast-media was used instead of the

intended non-ionic water soluble radiographic contrast media. The injection was
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given intrathecally which is fatal as it can cross the blood brain barrier and cause

muscle spasms, convulsions and death (ISMP 2003).

If the drug names are similar and the patient is given the wrong drugs, there may
be an adverse effect. The following incidents illustrate the accidental

administration of medication with similar names (ISMP April 2003):

“In a labor and delivery unit, a healthy young woman became hypotensive after epidural
anesthesia was administered. A nurse immediately called the obstetrics resident to
inform him of the patient’s condition. The resident, known to be difficult at times,
became angry and snapped at the nurse as he ordered ephedrine 10 mg to be given slow
IV push. When processing the order, the nurse, who was anxious because of the
physician’s behavior, made a mental slip and thought of “epinephrine”. With only a few
ampoules of epinephrine 1 mg on the unit, she decided to borrow more from the nursery.
She found a 30 mL vial of epinephrine 1:1,000 (1 mg/mL), per withdrew 10mL, and

returned to administer that amount to the patient. Almost immediately, the patient

developed tachycardia, severe hypertension, and pulmonary edema.”

Medication dose is important as error in interpretation could have serious
consequences to health. In some EHR systems, clinical notes are still entered in
plain text format and systems are not integrated with the medication or pharmacy
databases. In one incident, a child received an overdose of Phenytoin due to
ambiguous use of abbreviations. The patient received approximately three times
the indicated dose as the order was misinterpreted. The order was written as
mg/kg/d without specifying that ‘d” meant day as opposed to dose (Kaushal

2003).
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Therefore, there should be a check against possible combination effects for
medications, suggested routes of administration for each drug incorporated in the

software; and drug potentiation effects from possible combination of drugs.

Data can be keyed into wrong patient records and there could be a possibility of
wrong treatment, wrong discharge, wrong operation or missed monitoring,
depending on the condition and nature of mixed cases. Therefore for EHR
systems, all screens should have the patient’s name and identification displayed

so that wrong data entry can be prevented.

If gender data is entered wrongly, there can be consequences in reminders such
as mammography, pap smears or prostate screening of the patient and there can

be wrong scenarios for patient data.

Data verification and validation checks during data entry should be included to
improve the reliability of the data. For example, adding algorithms that check
against the patient’s age and weight can prevent erroneous entry of patient data.
If the person’s age and weight entered is in unacceptable range, the system will
prompt an alert message so that the care provider will know and decide
immediately whether it is wrong data entry or whether the patient is in the

abnormal weight range.

Doctors are trained to take a history of present illness in narrative styles

especially for inpatients, so doctors may prefer to put this in textual format for
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present history for the current illness. For that, search facilities can be included
to extract the appropriate data to be included in the structured format in the
record system. Clinical narratives should be organised within EHR systems to

facilitate information retrieval.

EHR systems should not disrupt the workflow of the health care providers. As
discussed previously, there is documented evidence of medication errors. Lack of
information about the patient and lack of knowledge of drugs strongly influences
serious adverse drug events (Kuhn and Giuse 2001). To deter this, many health
care institutions started to implement computerized physician order entry
systems (Murff and Kannry 2001; Ash et. al. 2002; Payne et. al. 2003).
Although these systems are implemented to improve patient safety, some
systems failed. An example would be the Cedar-Sinai Medical Centre,
Computerised Physician Order Entry System where physicians petitioned to
discontinue the system (Discussed in Chapter three). The system was
discontinued as there were concerns for safety and also it was disrupting the

workflow.

EHR systems should be easily accessible with minimum down time and not

involve many complicated steps in data entry.

4.5. Data linkage and integration

As health information systems need to integrate among different healthcare

institutions and within the same organization, interoperability, integrity and
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comparability of the data should be considered in the integration. Data standards
play an important role in integration of different health information systems.
Message format standards organizations have developed standards for integration
of health information systems. Most message format standards have operated at
the level of functional interoperability but not at the semantic level (NCVHS
2000). Therefore message format standards developers and healthcare providers
need to corporate in terminology development to harmonise the standards. Data
linkage and integration projects have been implemented in different health care

institutions around the world.

4.5.1. Possible errors from data integration

Communication with patients and colleagues change as the methods of
information exchange change (Coiera 2000). Patients’ medical records are shared
by different health care institution from different health care providers.
Computerized records must be linked from one place to another, to be accessible
by different health care providers. Integration of patients’ medical records from
different institutions is needed for successful sharing of information. To integrate
data effectively, patients should be uniquely identified (NSW advisory
committee 2000). Unique identifiers would enhance the proper linkage and

would assist the rapid and accurate identification of the record (Appavu 1997).

Matching or integration of wrong patient data would have tremendous effect on
the person’s health, research and public health. If the systems integrated used
different units or different systems of measurement, data could be interpreted

wrongly when integrated. Different units and measurements such as Kg, Ib, mg
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and g would make a difference in the treatment and outcome. There can also be
different normal ranges for laboratory results from one laboratory to another,
which could lead to wrong interpretation of data. Therefore, different data
standards could lead to interpreting the data wrongly and that could in turn harm
the patient. Hence, a unified data standard is needed for the successful

integration.

4.5.2. Interoperability (NCVHS2000)

Interoperability is the ability of one computer to exchange data with another
computer.

4.5.2.1. Basic interoperability

Message from one computer to be received by another, but this does not require
the receiving computer to interpret the data.

4.5.2.2. Functional interoperability

Messages between different computers can be interpreted at the level of data
fields, but neither system understands the meaning of the data in that field. For
example, data such as “pain threshold 3”could be read at another computer but

the latter may not know its meaning.

4.5.2.3. Semantic interoperability

Semantic interoperability means the information in the field can be interpreted.
The level of interoperability between systems should be in semantic operability
so that information received could be interpreted the same as the original
message. If the interoperability is either basic or functional, there could be

mistakes in interpreting the information transfer. Therefore systems need to
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follow available data standards. Abbreviations used should be uniform so that
they could be interpretable in different systems. For example, PID, interpreted in
one system as Pelvic Inflammatory Disease should not be interpreted as the
Pulmonary Infectious Disease in another. Like wise BPH - Benign Prostate
Hypertrophy - should be interpreted the same in another system, and not as
Blood Pressure High; URTI - Upper Respiratory Tract Infection should be
interpreted the same and not as Urinary Tract Infection. Patient data monitoring
should be the same and should use universal standards such as the APGAR score

for newborns so that it can be easily interpretable if it is 7 or 10.

The National Electronic Task Force of Australia has identified two approaches in
integrating EHRS, which are part of health information systems. They are a
federated system approach and a standard health record architecture approach.
Data from different standards are integrated in real time and displayed to the
patient and healthcare providers in the federated system approach. In a standard
architecture approach, data is aggregated at the information storage level. The
New Children’s Hospital in Westmead Sydney, NSW has a whole institution

EHR federated system available at bed site (NEHRT 2000).

Integration of different legacy systems is important in order to have easy
accessibility and improve better decision making, but at the same time it should
not impede system speed. The system needs to maintain both search speed and
completeness. Different health information systems - laboratory, pharmacy,

admission, referral and discharge summary should be integrated. For example,
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with the common interface, these systems could be the separated subsystems so

that the system would be specific to the specific healthcare providers.

4.6. Unique Patient Identifier

Unique identifiers would allow for the rapid and accurate identification of
patients. Unique identification would enable accurate identification and would
prevent duplication of records and misidentification, which would enhance
efficient patient care. Health care procedures such as invasive testing, blood
transfusion and surgical procedures require positive identification of the patient
and wrong identification could lead to disastrous outcomes. The following
scenarios demonstrate why unique patient identification is important for

healthcare (Chassin and Becher 2002).

“Joan Morris (a pseudonym) is a 67-year-old woman admitted to a teaching hospital for
cerebral angiography. The day after that procedure, she mistakenly underwent an

invasive cardiac electrophysiology study.

The patient, a native English speaker and high school graduate whose daughter is a
physician, had been well until several months earlier, when she fell and struck her head.
Magnetic resonance imaging showed two large cerebral aneurysms. The interventional

radiology service admitted her for cerebral angiography.

The day after admission, cerebral angiography was performed, and one of the aneurysms
was successfully embolized. The second aneurysm was deemed more amenable to
surgical therapy, for which a subsequent admission was planned. After angiography, the
patient was transferred to the oncology floor rather than returning to her original bed on
the telemetry unit. Discharge was planned for the following day. The next morning,

however, the patient was taken for an invasive cardiac electrophysiology study.
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Approximately 1 hour into the procedure, it became apparent that Ms. Morris was the

wrong patient. The study was aborted, and she was returned to her room in stable

condition” (Chassin and Becher 2002).

Unique patient identification is important as patients’ healthcare processes need
to be linked from one episode to another. Correct identification of patient is

clearly important for the process of patient care.

The need for a unique patient identifier for electronic health record system has
been discussed in many countries. In 1994 the American Medical Informatics
Association Board of Directors initiated a discussion on standards for medical
identifiers, codes and messages for integrated computer based health records
(Board of Directors AMIA 1994). An American National Standard, Standard
guide for a Universal Health Identifier has identified criteria and characteristics
of a Universal Healthcare Identifier (UHID) and specified that they should meet

at least the criteria listed on table 4.4. (E1714-00).

Accessible Disidentifiable ~ Mergeable Splittable
Assignable focused Networked Standard
Atomic governed Permanent Unambiguous
Concise Identifiable Public Unique
Content-Free Incremental Repository based  Universal
Controllable Linkable Retirement Usable
Cost-effective longevity Retroactive verifiable
deployable mappable Secure

Table 4. 4: Criteria and characteristic of universal health care identifier
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It can be seen that there are different criteria to be met. Currently, public
hospitals in Australia use Medical Record Number (MRN), or Patient Master
Index (PMI). However, there are different identifiers in private hospitals and
general practice. The NSW Health Council recommended a state-wide UPI in
2000. One of the limitations of the current health system, identified by the NSW
Health Council in 2000 was the lack of a single identifier to allow health
providers to identify with certainty the identity of the particular individual they
are providing services to (Cornwall 2000). Therefore, unique identification of

patient is essential for safety of the EHRs.

4.7. Data standards

Methods, protocols, terminologies and specifications for the collection,
exchange, storage and retrieval of information associated with healthcare
applications can be regarded as healthcare data standards. A lack of uniform data
standards can result in error and could have serious consequences to a patient’s
life. In one incident, a patient died because information about their allergy to a
particular anesthetic was not presented in a standard format and was overlooked
when the patient was prepared for surgery (NCVHS2000). There are issues
regarding differences in meaning intended by the data entry and individual
retrieving for data analysis. Data from EHRs will be used as historical data or
aggregated data for analytical purposes. Thus imprecision or lack of standards
can create problems. In the example that Shortliffe and Barnett (2001) give, one
physician noted that a patient had “shortness of breath”; another physician noted

the same condition as “dyspnea”. Although these words have the same meaning,
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it can be missed in some automatic flowcharting programs or decision support
systems, if synonyms are not included. Therefore data entry needs to follow the
standards and coding systems.

The following section includes the standards from different organizational body

related to health sectors.

4.7.1. Australian Standards

AS/NZS 4804 Occupational Health and Safety Management System

AS 2828-1999 standard for Paper-based health care records, Australian Standard
From Standard Australia.

HB 228:2001 Guidelines for Managing Risk in Healthcare Sector (HB-228-
2001)

AS 1SO 15489-2002 Australian Standard: Record Management highlights the

record management requirements, designing and implementing record systems,
record management process and controls (AS 1SO 15489).

AS 4937-2002 Electronic messages for exchange of claim and related

information was prepared by Committee IT — 014, Health Informatics and
published on 2 May 2002 (AS 4937- 2002). This standard is related to health
insurance claims.

The Draft Health care Client Identification Standard is looking into data capture,

guidance on messaging, data matching, privacy and security (HIMAA 2001).

4.6.2. Health Information Standards
Beale 2001 has pointed out standards in health informatics tend to be judged in

terms of themselves, against particular local requirements or against each other
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(Beale 2001). Health Information Standards present are models approved by
authority and specify hardware or software, communication protocols or data
definitions and are organized in four general categories: vocabulary, structure

and context, messaging and security (Murphy and Brandt 2000).

ASTM (The American Society for Testing and Materials) has developed
standards related to electronic health information, these being:

E1384-01 Standard Guide for Content and Structure of the Electronic Health
Record;

E1714 Guide for the properties of electronic health records and record systems;
E1762 Guide for electronic authentication of health information;

E1769 Guide for the properties of electronic health record and record systems

(http://www.astm.orq).

4.6.3. HL7 is the standard for the exchange, management and integration of data
that supports clinical patient care and the management, delivery and evaluation

of healthcare services (Bakken et al. 2000, Huff 1998)

4.6.4. DICOM Digital Imaging and Communication in Medicine

(www.dicom.org)

4.6.5. NCPDP data interchange and processing standards to the pharmacy

service sector of the health care industry (Murphy and Brandt 2000)
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4.6.6. Safety Standards

There are safety standards to measure and define the acceptable behaviour of
processes in the disciplines involved.

IEC 61508 is the standard of safety for all electrotechnical computer based
systems (IEC 61508). It is not a system development standard, rather it is the
standard for management of safety through the entire life of a system from
conception to decommissioning.

MOD 00-55, Requirements for safety related software in defence equipment,
MOD 00-56 Safety Management requirements for defence Systems,

MOD 65 Defence Stan Series — Medical,

IEC 60601 Safety Standard for Medical Electrical Equipment,

As described above, there are standards for safety systems, electronic medical
requirements, paper based records, record management standards, messaging
standards from different international standard agencies and Standards Australia.
However, safety standards for electronic health records are not yet identified in
these standards and the researcher has identified this in early 2002 and submitted
a paper titled, “Setting a safety standard for electronic medical records”, to
HIC2004 Conference and presented regarding this. After this presentation,
authors (the researcher and supervisors) have been contacted to give permission
to release the paper and the paper was quoted in preparation for National Health

Information Standards framework 2003-2007.

54



4.8. System Security

Information security of a health information system is important as it is in any
information system. Health data contains sensitive information of a person’s
health and it could affect their life. Security of EHR systems could be
implemented by the physical security of the system, providing authorised access
to the user, firewall and encryption technologies. Security included in the Alberta
Computer Record Systems where users need to punch in a unique identification
number along with an electronic tag with constantly changing digital number

(Cotter 2003) is one example of how security can be implemented.

Sensitive health information such as HIV status, obstetrics history and mental
history would be easily accessible, when health records are fully automated. If
sensitive health information is accessible by others, it would be a breach of the
patient’s privacy. It is essential to ensure that health information is disclosed only
with the patients’ consent except in emergency situations or if it is important for

public health purposes.

Confidentiality, integrity and availability are attributes of information security

(described in section 4.1) (Andersson 1999).
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Security

Confidentiality Integrity Availability

Figure 4.3: Security and its attributes

Integrity is the prevention of unauthorized modification of information.
Availability is the prevention of unauthorised withholding of information.

Confidentiality is the prevention of unauthorized disclosure of information.

Confidentiality is a form of informational privacy characterised by a special
relationship such as physician-patient. Personal information obtained in the
course of that relationship should not be revealed to others unless the patient is
made aware and consents to disclosure (Gostin et. al 1993).

Since the fourth century B.C. and according to the Hippocratic Oath, doctors
have needed to maintain patient confidentiality (Medical Record Privacy 1999,

AHIMA 1998).

“Whatever, in connection with my professional practice or not, in
connection with it, I see or hear, in the life of men, which ought not to be
spoken of abroad, I will not divulge, as reckoning that all such should be

kept secret” ( The Oath by Hippocrates, 4th Century, B.C.E.).
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4.8.1. Privacy and Confidentiality

As EHRs become more computerised and integrated among different healthcare
providers, data can be accessible from different places by different users and
invasion of privacy becomes a higher risk. To maintain privacy and
confidentiality, a system needs to be secure. Security is one of the attributes of
dependability. Issues of confidentiality and abuse of data cause many health care
providers to oppose the coordination of medical databases despite the potential
benefits (Gaithersburg 2000). Therefore, implemented EHRs need to ensure

privacy and confidentiality.

Healthcare providers and other stakeholders have a duty to maintain the
confidentiality of data and systems, and need to deter access by unauthorized
users. Users should abide by the law of privacy. Furthermore, legislation should
be enacted in line with the changing technology. Advancement of technology
increases user accessibility and privacy protections involve use of technology.
Healthcare providers’ reluctance to share information in local area networks can
be overcome by providing adequate technology to support security measures and
privacy legislation to produce health data (Amatayakul 1998). Protection of
patient records can be achieved by implementing security policies to control
access, appropriate authorization before releasing the health data and providing
additional security measures to more sensitive data (American Academy of

Paediatrics 1999).
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Please see print copy for Figure 4.4

Figure 4.4: Venn diagram: User, Technology, Legislation (Win et. al. 2002a)

4.8.2. Consent, disclosure

Disclosure is the revealing of identifiable health information to anyone other

than the subject (BMA ethics 2001).

Healthcare providers need to disclose confidential information where a failure to
do so would constitute a threat to public or private interests - for example:
reporting communicable diseases to the appropriate health organization.
However, if the patient is to be identified, it is important to have the patient’s
consent for use of this health information. For example, in New Zealand in 1983,
a general practitioner was charged because he had disclosed the patient’s heart
condition, which can be dangerous for driving children’s school buses, and the
patient sued him in court (Gerber 1999). Although cases could be dealt with
differently in different countries, it is advisable that the need to disclose sensitive
information to the governing authority should be discussed with the patient and

the patient’s permission sought, - that is getting consent, -before hand.
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Consent means a patient is informed and gives voluntary agreement to confide
or permit access to or the collection of information. Consent in medicine, in both
the context of therapy and research has been debated since the Second World
War -, that is the need for informed consent and the necessary flexibility of its

applications (Dalla-Vorgia et al 2001).

Implied consent is where agreement may reasonably be inferred from the action
or inaction of the individual and there is good reason to believe that the patient
has knowledge relevant to this agreement (Draft Health Privacy guidelines

2001).

Express consent is the consent given explicitly, either orally or in writing.
Express consent is equivocal and does not require any influence on the part of

provider seeking consent (Draft Health Privacy guidelines 2001).

Many organisations with access to health information have not obtained the
individual’s consent for disclosing personal information (Gaithersburg 2000).
Effective notification and truly informed consent requires that individuals know
and understand the contents of the record. It is unethical to use implied consent

when the patient is not fully aware of the information disclosure.

The UK Data protection act of 1998 covers sensitive data, defined as health data
which cannot be processed in the absence of explicit consent unless they are
needed for medical purposes or undertaken by a professional who in the

circumstances owes a duty of confidentiality. (Data Protection Act 1998)
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There is increasing emphasis on patient autonomy and patient’s rights.  Patients
need to know how the information will be kept, who can access their records and
for what purpose. (Waegemann 2000) Patients’ medical data can be revealed
only with the patients’ consent except in emergencies or when the law obliges
the healthcare provider to do so (American Health Information Management
Association 2001). In certain serious medical situations, the doctrine of implied
consent allows it to be assumed that a patient would provide consent if the
patient were competent, even though the patient is incapable of communicating
consent, unless the patient has explicitly stated refusals to allow emergency

release (Rind et. al 1997).

The issue of ownerships of medical records has a large impact on the privacy and
access of patient information. (Mandl et. al 2000) Many hospitals consider they
own data in the medical record systems and patients consider that their medical
information is their own (Schonberg and Safran 2000). Health records consist of
objective factual material and the subjective opinions of the treating doctors.
(House of Representatives Standing Committee on Legal an Constitutional
Affairs 2000). Therefore the doctors copyright interest should be respected and
should that override the patient to access his or her health information?  The
question is debatable and there is a difference of opinion as to who owns the
record, - even legal opinion is divided. The supreme court of Canada (1992)
maintained that the right to information in the medical record has personal right
to the patient, although the file remained the property of the hospital (Knoppers

2000). Personal health record (PHR) systems implemented in U.S and Europe
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demonstrate that consumers/patients have rights to access their records. PHR
allows consumers an opportunity to create and maintain their own health records
(Win and Selakovich 2004). If these PHR systems are to be integrated with the
EHRs then patients could grant permission to different healthcare providers to

access their records.

To protect patient privacy, integrated EHRs must be access- controlled. As
EHRs would be integrated between healthcare organisations, access levels
become important for the system. There can be role based access mechanism
among the healthcare providers within the organization such as doctors, nurses,
and administrative staff. Each clinical record must be marked with a list of

accessible names.

The following example will illustrate why access levels of different individuals

within the organization is important.

“A West Coast psychotherapist is finishing up work at the end of a long
day when she gets a call from a clerk in the "quality assurance™ division.
The clerk is processing some of the electronic paperwork generated by
one of the psychotherapist's patients and just needs a few clarifications in

order to put the forms through.

"l see that you've coded this guy's diagnosis as DSM-IIIR 300.02
Generalized Anxiety Disorder," says the clerk, referring to one of the
diagnostic codes in the Diagnostic and Statistical Manual of Mental

Disorders, Third Edition (revised).
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"Yes, that's right," answers the psychotherapist.

"The plan won't accept that one. You need a more specific diagnosis"
says the clerk. "Well I was wondering... | see here that this guy was
sexually abused as a kid, so how about if we change this to a 309.81,

'Post-traumatic Stress Disorder'. We use that one a lot here."

The psychotherapist is taken aback. Apparently the full text of her
therapy notes, filed with the patient's electronic medical record, is
available to the health plan's clerks, accountants and insurance adjusters

(Stein 1997).

The example clearly demonstrates that there should be different access levels
within the organization according to the user and the purpose of use. As patients
are consumers of the system and the information in the health record is
information related to them, it is important to maintain the confidentiality level
according to patients’ wishes. Therefore, the level of access to various systems of
the record can be controlled by the level of consent given by the patient. There
could be opt-in and opt-out models for such a consent mechanism. Coiera and
Clarke (2003) identified the following consent models - General Consent with
Specific Denials and General denial with specific Consent (Coiera and Clarke
2003).

General Consent with Specific Denials

In General Consent with Specific Denials, a patient attaches specific exclusion
conditions to their general approval to the record for future accesses (Coiera and

Clarke 2003).
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General Denial with Specific Consent

In a General Denial with Specific Consent model, a patient issues a blanket block
on all future accesses, but allows the inclusion of future use under specified

conditions (Coiera and Clarke 2003).

General Denial with the Specific Consent has maximum privacy as patient’s
consent is required for any single access and it may not be suitable to integrate
into the electronic health record systems as it may impede the workflow of health
care providers, particularly in emergency situations. System administrators may
be able to override the consent mechanisms. However, if consent is treated as a
legal document and healthcare providers’ access the record without the
permission, there can be serious consequences and there should be legislation for

that situation.

There can also be negative consequences if the patient condition is not known
due to access denial. The example would be a patient with heart murmurs due to
Aortic incompetence, where it is due to tertiary syphilis, but if the patient’s
sexually transmitted disease information is not available, diagnosis of the

underlying condition could be missed.

There could also be a risk to healthcare providers if a patient’s violent behaviour
iIs not known due to the consent mechanism. Therefore, there is a balance
between the denial and access of consent mechanisms. Consent is important for

the consumer trust and respect the patient autonomy. Consent mechanism that
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gives the patient control over the records should not undermine the healthcare
delivery process (Win et.al 2003 b). There should be overriding mechanism for
monitoring or reporting for the interest of public health. Although the focus of
healthcare has changed from Healthcare Providers’ paternalistic approach to
consumer consent- based approach (Win et al 2002 c), implementing consent

should not impact on the healthcare and treatment.

4.8.3. Threats to Confidentiality

Threats to confidentiality of medical records can be from insiders: innocent
mistakes such as accidental disclosure, abuse of their record access privileges
(Garfinkel 2000). The University of Michigan Medical Center patient records
were left exposed to the public on the Internet because they thought that they
were on a special server protected with a special password (Carter 2000). It was
an innocent mistake but patient’s confidentiality was breached. The case of the
Florida state public health worker who brought home a computer disk with the
names of 4000 HIV positive patients and sent the names to two Florida
newspapers (Stein 1997; Jurgens 2001) was a case of abuse of access privilege

and access for spite of profit.

Medical records can be the target of unscrupulous attackers. Linked EHRs with
unique identifiers can be more easily accessed for quality care. It can also be
argued that they are more vulnerable to security breaches because that will also
lead to increase accessibility to the unauthorized person. Passwords and other

technologies such as encryption, public key infrastructure, firewalls and other
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network service management tools together with the patient consent mechanism,

could provide more security for EHR systems.

4.8.4. Privacy and Medical Research

There is a need to balance the public interest in medical research against the
public interest in privacy. (Guidelines under Section 95 of Privacy Act 1988)
Medical research should be carried out in such a way as to minimize the intrusion
on people’s privacy; consent must be obtained or de-identified information

should be used.

The British Medical Association has stated use of information for research is
currently accepted as long as it is carried out within the guidelines and subject to
monitoring by appropriately constituted research ethics committees, but patients

should know that it may involve use of their records (BMA ethics 2001).

Researchers worry that requirements for patient’s consent and anonymitization
will  undermine their research (Evans and Ramay 2001; Roberts and Wilson
2001;Cox 2001). Production of substandard flawed research is less ethical than
the use of anonymised data by professional researchers (Roberts and Wilson
2001). If need to maintain surveillance is overridden by patient’s privacy,
effective monitoring of vaccines safety, outbreak responses, control of infectious
diseases can be undermined (Evans and Ramay 2001). Because of the need of
patients consent universal inclusion of data is not possible. For example, cancer
registry in Germany failed to achieve its mission as the informed consent is

required according to the law (Dudeck 2001). Data gathered from the
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multicenter acute renal disease registry was limited use because only 52 percent

of subjects provided informed consent (Ingelfinger and Drazen 2004).

Patients’ confidentiality should not be compromised by selling or providing
patients’ records. (Dearne 2001) Iceland has sold the medical and genealogy
records of its 275,000 citizens to a private medical research company (Reykjavik
2000). Is it ethical for the government to sell the citizens’ medical data for the
research purpose? Can it be sure that the data will be used only for beneficial
effects? Can the government interest override the public interest? It is justifiable
for the Iceland government as the Iceland Parliament adopted the Act on health
sector databases in 1998 December stating that data entered in the health sector

databases are the property of the Icelandic Nation (Knoppers 2000).

In 2001, news broke that Health Communication Network (HCN), a privately
owned Australian e-health company planned to sell the information gathered by
its software (Murray 2001). Although HCN has stated the patients record will be
de-identified, it cannot be guaranteed that it is not identifiable. (Murray 2001)
This news has alarmed the privacy concerns of the public. It is a misuse of data
by a third party because HCN software has gathered the data without the full
knowledge of the GPs using their software. This incident points out that health
care providers need to have knowledge of technology so that unethical use of

data can be prevented.

66



4.9. Safety

Data safety is important as data safety, software safety and system safety are all
related. Data safety is concerned with correctly accessing the data and ensuring

that there are no errors in it.

For the delivery of safer, higher quality care, systems of care need to be
redesigned. This includes the use of IT to support clinical and administrative

purposes (Institute of Medicine 2001).

After the release of a report To Err is Human: Building a Safer Health System
(Kohn et al. 2000), the importance of safety has been emphasised in health care.
It was reported that 98,000 Americans die each year as a result of preventable
medical errors. The U.S. Institute of Medicine estimates the numbers of lives lost
to preventable medication errors alone represents over 7000 deaths annually,
which is more than the number of injuries in the workplace (I0OM 2000). A
national survey from New Zealand has documented that 4.5 percent of all
admissions were associated with highly preventable adverse events (Davis et al.
2001). In Australia, it has been estimated that more than 55,000 patients become
disabled and as many as 18,000 unnecessary deaths occur each year due to

medical errors (Weingart et al. 2000).

4.9.1. Error

Error is a failure of a planned action to be completed as intended or use of a

wrong plan to achieve an aim (IOM 2000). Failure and errors can be identified
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as human, organizational and technical (Battles an Lilford 2003). Failures can be
categorized as active or latent.

Active failures are errors and violations committed by those in direct contact

with the human-system interface. They are the unsafe acts committed by people
who are in direct contact with the patient or system (Reason 2000).

Latent failures are hazards resulting from the delayed consequences of technical

and organizational actions and decisions (Battles and Lilford 2003).

The Swiss Cheese Model represents how active failures and latent conditions
could cause medical errors. However, there are different opinions regarding the
Swiss Cheese Model of medical errors. Vindal has stated that medical errors are
not caused by big holes in the model resembling Swiss cheese (Vindal 2003). He
argued that medical errors are not created by big holes in the system. Rather, they
are created by simple systemic failures (Vindal 2003). Wong stated that medical
errors are not a single event associated with multiple factors and could be

represented by the Swiss Cheese Model (Wong 2002).

Bates et. al have identified that high complexity is a risk factor in clinical
medicine and that information systems have the potential to prevent adverse

events (Bates et. al. 1994).

4.9.2. Errors in medication
Possible errors from different causes of medication is listed in Table 4.5. It can
be seen that correct patient identification, correct medicine, dose, route of

administration and frequency of dosages are important. It is advisable to integrate
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the pharmacy system with drug dosage and calculation so that accidental wrong

calculation of doses can be prevented.

Please see print copy for Table 4.5

Table 4.5: Medication errors (Shojania 2003)

The following example shows dosage miscalculation for the medication that
could be prevented by including a calculation function for medication in the

health record system (ISMP 2003 (2)).

“A physician ordered a heparin infusion with directions to follow a weight-based

nomogram for laboratory monitoring and dose adjustments. Later that evening, the nomogram
indicated that a bolus dose of heparin 1,700 units 1V should be administered based on the
patient's a PTT level. The patient's nurse removed a 10 mL vial of heparin (1,000 units/mL) from
an automated dispensing cabinet to prepare the dose. However, she miscalculated the volume that
was needed as 17 mL, notl.7 mL. The nurse, concerned that she would be using a second vial of
heparin to prepare the bolus, quickly asked another nurse to "look at my math" to make sure she
had not made an error. But the other nurse did not actually recalculate the volume needed, so she
made the same error when "looking over" her colleague's work. The patient received 17,000 units

of heparin. A physician's assistant discovered the error after the patient developed severe

epistaxis” (ISMP 2003 (2)).
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Please see print copy for Table 4.6

Table 4.6: Medication prescribing errors in a teaching hospital (Lesar et.

al.1990).

Please see print copy for Table 4.7

Table 4. 7: Medication errors in the HIV-infected population (Purdy 2000)

Table 4.6 illustrates different types of medication error in a teaching hospital.
Purdy (2000) has identified medication errors from the HIV infected population,

and these are summarised in table 4.7.
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4.10. Mapping adverse medical events

Adverse medical events can be mapped into medical cause, IT effect, IT cause

and non IT cause.

adverse reactions to

drug
ﬁ Medical effect \v
. wrong drug
incovrvrreoc?[gn?eegﬁ:;nrtgéord IT Cause Medical i wrong dosage
kerro rg MedicalCause  yr 4 potentiation
IT effect

Incorrect data

Figure 4.5: Directive graph of medical errors

As described in figure 4.5 errors can occurr in any stage, Causes and effects are
interrelated, and can be illustrated by way of a directive graph. The adverse
effects of medical errors can be more comprehensively analysed by risk

assessment methods.

As in all systems, errors can be due to human error, the underlying system or the
nature of the application. EHRs may not harm directly but it may occur as part of
an overall system. Therefore, to detect errors from EHRs, the patient care
processes and work situation related to EHRs should be analysed. Depending on
the EHR of interest (Chapter 2), the processes in different EHRs may vary for
diagnostic processes, treatment processes, research purposes, preventive care

purposes and so on.
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Errors can be from different causes and can lead to an accident. Heinrich’s
Domino theory (Cox and Cox 1996) identified that injuries are caused by the
action of preceding factors and removal of the events leading up to the accident
would prevent accidents and injuries. Therefore, removing or preventing the

unsafe condition can prevent the accident.

4.11. Reliability

EHRs need to be reliable and information retrieved by the system must be
correct. Failures due to power outages, system failures and hardware failures
should be as low as possible. There should be backup and disaster recovery plans

for the system.

4.12. Cause and effect relationship of impaired quality data

Cause Effect

= Inaccurate information by Wrong diagnosis
software Wrong medication

= Data not accessible due to Wrong dosage administration
destruction of data Unnecessary repetition of

= Data not accessible due to laboratory test
malfunction in hardware or = Miss diagnosis
software = Poor public health information
= Incomplete data due to incomplete = Unnecessary spending of
transfer healthcare dollar
= System not functioning properly = Late diagnosis
= Mismatched records = Late timely treatment

= Missing results

Table 4.8: Examples of Cause and Effect

Impaired data quality can result from a fault in the system. Therefore, data entry,

data capture, data storage, integration of data, communication, data retrieval and
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data security all play an important role in the data quality for health information
system. As stated previously, impaired data quality can have a direct impact on

patient’s health. Table 4.8 outlines some of the cause and effect of impaired data.

Wigertz (2001) has stated that successful computer-based patient records are rare
especially outside primary care, because of lack of user involvement in the
development phase and the resulting low acceptance by user groups of clinical
physicians, nurses and paramedics. Therefore, user involvement is important in
system development and not only the data quality but also the system quality
such as usability, accessibility and ease of use are important, as these could

indirectly affect the patient care.

All the effects listed in table 4.8. can be caused by errors in data. Therefore to
reduce error and to ensure safer EHR systems, data quality, dependability and all
the processes involved should be considered. Figure 4.6 shows the relationship
framework for dependability and data quality of the EHR systems proposed for
this study. Based on the literature review and this framework, checklist for the
safety of the electronic health record systems could be developed.

For EHR systems, non-availability could result in data inaccessibility. Reliability
qualifies the frequency of failures, and safety considers the failure and
consequences of failure (Thane 1997). Data availability to authorised users is
important in order to prevent errors. Therefore safety assessment of the electronic

health record systems will ensure system dependability.
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Please see print copy for Figure 4.6

Figure 4.6: Data and Decision-making (Win and Croll 2005)

As shown in Figure 4.6, inappropriate data, table 4.2 can occur in any step
involved in information processing; data entry, data collection, data processing
and data transmission. Therefore, the appropriate safety attributes for EHR

systems are summarized in table 4.9.
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= Identification = Data integrity

1. Unique patient identification = Medication
2. Patient’s name and identification 1. Drug allergy
on every screen 2. Drug potentiation
= System security 3. Calculation of dosage
1. Local area network/Internet = Alerts
2. Encryption 1. Allergy
3. Authorization 2. Drug potentiation
4. Firewall = Dataentry
5. Access level 1. Data verification
6. Access list 2. Data validation
7. Antivirus 3. Algorithm such as age and
8. Audit trail data weight check
= Privacy = Attributes of data quality
= Confidentiality 1. Availability
= Consent 2. Accuracy
= Disaster recovery 3. Completeness
= Storage = System Quality
=  Back up 1. Usability
= Retention period 2. Accessibility
= Data standards 3. Ease of use

= Data interoperability

Table 4.9: Safety attributes of electronic health record systems

As discussed in Chapter 2, there are different types of EHR systems and any

safety assessment needs to accommaodate this.
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4.13. Chapter summary

Data quality, dependability and safety have been discussed in this chapter. The
quality of data cannot be taken in isolation but is related to the software and
hardware resources involved. This requires whole system dependability to
support the decision making process and ensure that risks to patients are
minimised. With safe systems, reliable information needs to be available to
authorised users in a timely manner, and that supports the decision making

process and improves the quality and safety of health care.

As discussed earlier, EHR systems involve processes from data entry to
information retrieval. There are challenges in data entry as accurate data is
important for data quality. Information retrieval can be either through data
displayed on the screen, documentation, discharge referral and event summaries

— none of which can be compromised.

To improve the safety of EHRS, potential system errors need to be identified. As
in all information systems, EHR systems incorporate software, hardware and
people — in other words, system users. Preventing active and latent failures would
prevent undesirable consequences from occuring. The literature on patients
safety mainly focuses on preventable human errors (e.g. Battles and Lilford
2003; Pronovost et. al. 2003; Gosbee 2002 and Weinger and Slagle 2002) and
organization culture (Singer et. al. 2003; Nieva and Sorra 2003). There is a lack
of literature regarding technicality errors and risks of EHRs. This research has

filled the gap in the patient safety literature by identifying appropriate safety
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attributes of EHRs. Determining the safety attributes gives the foundation for

performing risk assessment of the EHRSs.

EHR systems need to maintain patient confidentiality but they should not impede
the workflow of health care processes. Patient consent plays a pivotal role in the
success of EHR systems. If the general denial with specific consent model is
used without a patient’s consent, the record may not be accessible and will not
support one of the functions of EHRS, namely easy accessibility. It is arguable
that people’s privacy should be maintained and their rights respected, but that
should not undermine the quality of health care. Researchers need patient data in
order to undertake the quality research to provide useful knowledge for the future
well being of the health care industry. There needs to be flexibility and
healthcare providers should able to access data for both medical purposes and
research. Therefore, there needs to be a balance regarding maintaining patient

privacy and availability of data for medical research for quality healthcare.

In summary, safety attributes have been identified in this chapter. Next, we need

to identify the risk assessment method appropriate for EHRs in order to ensure

system safety.
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CHAPTER FIVE

RISK ASSESSMENT OF ELECTRONIC HEALTH RECORD
SYSTEMS

Risk assessment is needed for EHR systems so that undesirable events can be
ruled out and prevented by applying appropriate risk management. The safety
attributes of EHRs were identified in chapter 4. Risk assessment of an EHR
system is needed to identify whether it possess these safety attributes. To
perform risk assessment of EHRSs, it is necessary to identify the appropriate risk

assessment method.

5.1. Introduction

The Oxford Advanced Learner’s dictionary defines risk as the possibility of
something bad happening at some time in the future, or a situation that could be
dangerous or lead to a bad result (Hornby and Wehmeier 1989). Therefore,
potential risks needed to be identified and reduced. Sommerville defines risk as
the product of the consequence of a hazardous event and the frequency, or
probability of its occurrence (Sommerville 2001):

Risk = Probability x Consequence

The following are alternate definitions of risk.
“Risk is a hazard, bad consequences, loss, or exposure to mischance, risk
is the probability of a possible unwanted event and the quantity of

possible damage”(SFITZ 2003).
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“Risk is the potential consequences of unwanted adverse consequences to
human life, health, property, and/or the environment. The estimation of
risk is usually based on the expected value of conditional probability of
the event occurring, multiplied by the consequences of the event, given

that it has occurred” (IACS 1999).

“Risk is the combination of the frequency, or probability, of occurrence

and the consequences of a specific hazard event” (AS/NZS 3931:1998).

AS/NZS 4360:2004 defined risk as
“the chance of something happening that will have an impact on
objectives. A risk is often specified in terms of an event or circumstance
and the consequences that may flow from it. Risk is measured in terms of
a combination of the consequences of an event and their

likelihood”(AS/NZS 4360:2004).

The context of these definitions include the probability of the hazard and
consequences from its occurrence and this study has adopted the definition of

risk from Sommerville 2001 as described earlier in this section.

Risk assessment of EHR systems is undertaken in the context of threats to safety.
In high risk industries, such as the Aviation Industry, flying is assumed to be
risky and it is obvious that errors will have a serious impact. Thus there are
checklists, standard protocols and procedures to follow and a black box to record

flight data. In healthcare, error reporting and the result of error analysis is
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viewed as the assignment of blame (Hudson 2003) so tracking and analysis of

errors in medicine is difficult.

Air traffic control systems, Nuclear power plants, and Defense and Military
aviation systems are considered high risk, safety critical systems. The following
sections define safety systems and explain why electronic health record systems

should be categorized as safety systems.

5.2. Safety Systems

5.2.1. Safety Critical Systems

A system whose failure may result in injury, loss of life or major environmental
damage can be categorised as a safety critical system (Sommerville 2001). Falla
(1995) has identified a safety critical system as a system in which a malfunction
could result in

a. loss of life

b. injury or illness

c. serious environmental damage

d. significant loss of or damage to property

e. failure of important mission

f.  major economic loss
5.2.2. Safety related systems
Safety related software performs or controls functions which are activated to

prevent or minimise the effect of a failure of a safety critical system.
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‘Safety critical’ and ‘safety related’ are used equivalently or interchangeably in
systems, in which malfunction can result in unsafe or hazardous states (Falla

1995)

EHRs involve sensitive patient health data, hence an error or inaccurate
information can have an impact on a patient’s health or even life. EHRs should
thus be regarded as safety related systems and as such the principles of risk
assessment methods for safety systems can be applied to them. The consequences
from an error in electronic health data can impact on quality of life. Safety

attributes for EHRs were identified from this research in Chapter 4.

As already mentioned in section 1.1., there has been an increasing awareness of
errors and more focus on quality and safety of health care, since the publication
of “To Err is Human, Building a Safer Health System” (Kohn et al 2000). The
Agency for Healthcare Research and Quality and The Veterans Affairs National
Center for Patient Safety are healthcare foundations focusing on quality and
safety of healthcare in the United States. In Australia, the Australian Council for
Safety and Quality in healthcare was set up in 2000 and collaborated with the
Australian Institute of Health and Welfare in the surveillance of Australian

Health System safety (Runciman 2002).

The Institute of Medicine report (I0M2000) pointed out that the extent of harm
that results from medical errors is great and errors result from system failures and
not human failures. To achieve acceptable levels of patient safety, major system

changes would be required (Bates et al 2001). EHR systems are part of more
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widespread healthcare systems and it is imperative that errors are not due to the
EHRs themselves.
The following are definitions of Patient Safety Event Types (Battles and Lilford

2003).

Adverse/Harm Events are occurrences during clinical care that result in physical or

psychological injury or harm to a patient or harm to the mission of the organization.

No harm events are events that have occurred but result in no actual harm although the
potential for harm may have been present. Lack of harm may be due to the robust nature
of human physiology or pure luck. An example of such a no harm event would be the
issuing of an ABO incompatible unit of blood for a patient, but the unit was not

transfused and was returned to the blood bank.

Near misses are defined as events in which the unwanted consequences were prevented
because there was a recovery by identification and correction of the failure, either

planned or unplanned.

Dangerous situations are where both human and latent failure exist that creates a
hazard increasing the risk of harm. Information may be collected from individuals
familiar with the process of care in organizations about conditions that are highly likely

to cause an injury to a patient or patients.

5.3. Levels of risk

As described previously, risk is the product of the frequency of occurrence and
its consequences. Thus either decreasing the frequency of occurrence or

decreasing its consequences can reduce risk.
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All safety systems such as aviation, financial, rail traffic and medical systems
require correct functioning of the software to perform their desired task, thus

software failure must be reduced to an acceptable level.

The outcome of risk assessment is a statement of acceptability (Sommerville

2001). Acceptability levels can be classified into: ‘intolerable’, ‘as low as

reasonably practical’ (ALARP) and *acceptable’ (Figure 5.1).

Intolerable risk should be minimized. Systems should be designed in such a way

that accidents will not happen, or when they do they will not result in serious

outcome.

ALARP or tolerable risk is defined as a risk within a range that society can live

with so as to secure certain net benefits. It is a range of risk that is not regarded
as negligible or as something that could be ignored, but rather as something that

should be under review and reduced still further (ICOLD 2002).

Acceptable level means the risk is so low that the public will accept that it is not

worth reducing the risk further.
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Unacceptable

Intolerable Risk cannot be tolerated

ALARP Risk tolerated only if risk
reduction is impractical or grossly
expensive

Acceptable

negligible risk

Figure 5.1: Acceptability levels

A level of risk that is acceptable to the general public is ALARP and any system
installed should be at least lower than this (Sommerville 2001). Depending on
the situation involved, the risk may be different and the acceptability level may
differ. Acceptable risk is the highest level of risk associated with a situation that

is justifiable. Therefore acceptable risk is a measure of safety.

Example illustrations of acceptability levels for electronic health record systems

are shown in table 5.1.

Identified risk Probability | Severity | Estimated risk | Acceptability
Wrong dosage Medium High High Intolerable
Unnecessary repetition | High Low Medium ALARP

of test

Late diagnosis Medium Medium | Medium ALARP

Wrong address Medium Low Low Acceptable/ ALARP
Wrong blood group Low High High Intolerable

Table 5.1: Example acceptability levels of electronic health records
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Wrong dosage

As described in Table 5.1, the probability of the wrong dosage given to the
patient may be medium but the severity may be high; and the estimated risk will
be high and acceptability level is intolerable. It should also be noted that risk of
wrong dosage for different medications could be different. Some risk can be
traced back using fault tree analysis as there can be different conditions leading

to the risk. Fault tree analysis is discussed in section 5.4.1.1.

Unnecessary test repetition

If the full record is not available or data is lost or the detailed information not
available, there could be unnecessary repetition of a test. Acceptability level
may also vary according to the test that is to be repeated.

Some tests are not invasive and they may not constitute a great risk to the patient.
In that situation, the acceptability level may be ALARP. However, if a test of an
invasive nature is to be repeated, there could be severe consequences to the

patient.

Late diagnosis

Severity of risk for late diagnosis will also depend on the condition or disease
that the patient is suffering from. Risk of late diagnosis for benign conditions
may not be that high compared to the risk of malignant conditions, as late
diagnosis for the latter can have a catastrophic impact on the patient. Although it
may be benign, some medical conditions can have severe consequences. For

example: a peptic ulcer may be a benign condition and some patients may have
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only discomfort, indigestion or stomach pain, but some can have more serious
consequences, such as gastrointestinal bleeding, anterior perforation to stomach

or posterior penetration to the pancreas.

Wrong address

In general, the impact of wrong addresses in the medical record for the patient is
low as the patient can be contacted by other means. However, if the patient has a
life threatening condition and cannot be contacted, the risk may be higher.
Therefore, depending on the case, consequences may differ. If the patient has a
communicable disease but their address is wrong and if the patient location is not

known, there can be a risk to public health.

Wrong blood group

There can be a life threatening condition if a different blood group is given

because of error in the data, and acceptability is therefore intolerable.

Therefore, possible errors should be identified and prevented. Potential errors
from the system should be identified and analysed based on the severity and
frequency of occurrence. Depending on the situation and system requirements
and organization, the severity and frequency of hazards may vary. Categorisation
of risk for EHRs is different from other risk assessment. The following is an
example of categorizing severity and frequency of hazards from other industries:

Catastrophic: involving a large number of deaths, disabling injuries or

extensive environmental damage.
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Critical:  involving few deaths, disabling injuries or more limited
environmental damage
Marginal: involving minor injuries and /or local environmental damage.
Negligible: involving damage to the process, plant or product, resulting in
economic loss.

The frequencies of occurrence may be described as
Frequent: many times per year.
Probable: once a year
Occasional: once during the lifetime of a system.
Remote: unlikely to occur but require consideration

Improbable: unlikely to occur.

In public health domain, severity of hazards is classified based on the effect on
the population. However, severity of hazards determined in the public health
domain cannot be applied to electronic health record systems as public health

risk is targeted to the population in general and not to the health of individuals.

5.4. Risk Analysis

There are two basic approaches to risk analysis - namely quantitative or
qualitative. Quantitative risk analysis is a mathematical approach; qualitative
risk analysis involves ranking risk into ‘high’, ‘medium’ and ‘low’ based on
knowledge and judgment (Nosworthy 2000). This research adopted a qualitative
risk analysis method, as system safety risk analysis is more suited to qualitative

approaches (Leveson 2003).
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Some analysis techniques that could be used are (Leveson 1995):
» Root cause analysis
o Fault tree analysis,
0 Management oversight and risk tree analysis,
o Event tree analysis,
= Hazards and Operability analysis (HAZOP),
= Failure Modes and Effects Analysis (FMEA),
= Failure Modes, Effects and Criticality Analysis (FMECA) and

= Task and Human Errors analysis

Both risk assessment and risk analysis have been described in the literature as
developing an understanding of risk in order to provide an input to decisions on
whether risks need to be addressed and the most appropriate and cost-effective
risk treatment strategies (Sommerville 2001, Leveson 1995, AS/NZS 4360).
Therefore, both are used synonymously in this thesis.

Risk analysis in the process industry can be identified into seven stages, namely
system description, hazard identification, incident enumeration, incident
frequency estimation, consequence estimation, evaluation of consequences and
risk estimation (Cox and Cox 1996).

Risk analysis of electronic health record systems includes:

System description

System description identifies and describes the system to be analysed. As
different healthcare institutions use different EHR systems, analysis differs from

one to another.
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Hazard Identification

Risk will differ according to the system, as there are different processes involved
for different systems.

Incident frequency determination estimates the frequency of the event occurring.

Consequence determination determines the potential for damage or harm from

the specific incidence.

Evaluation of consequences

This estimates the frequency data of specific consequences. As EHR systems are
only in their infancy stage, it is difficult to evaluate the consequences of risks
from electronic health record systems. However, the consequences of specific
conditions and possible outcomes will be discussed in section 5.4.6.

Risk estimation is the product of the likelihood and the consequence of risk.

5.4.1. Root Cause Analysis
This is the most basic cause that can be reasonably identified and that

management is at liberty to fix (Livingston et al. 2001).

5.4.1.1. Fault Tree Analysis

This is the most widely used method in system reliability analysis. It is a
deductive top - down method of analysing system design and performance. Fault
tree analysis involves system definition, fault tree construction, qualitative
analysis and quantitative analysis. It involves specifying a top event to analyse,
followed by identifying all of the associated elements in the system that could
cause the top event to occur (Relex Software Corporation 2001). The following

examples are fault tree analysis for adverse drug reactions; hypersensitivity to
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drug and wrong dose of medication. As seen in the example fault trees of Figures
5.2 and 5.3, the top event - adverse event wrong dose, and hypersensitivity,
respectively - can be traced back to the bottom nodes. In other control systems,
failure or hazardous events are machine failures, either from software or

hardware causes.

Hypersensitivity
to drug

h

correct
record

A

no known known
history history

h

recorded but
not shown

AN

data loss
during
transmission

Figure 5.2: Fault tree analysis of Hypersensitivity to drug

wrong record

not recorded

transcription
errors

Drug hypersensitivity can be traced back for errors. It can happen to patients with
no known history of drug hypersensitivity, or if there is a known history of
hypersensitivity but this could either be recorded in the medical record or was

recorded but not shown due to data loss or errors.
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Wrong dose of
medication

n

correct

wrong record
record 9

kidney wrong Drug Human
abnormality calculation potentiation error
[ |
wrong unit wrong weight

B

[ |
weight
wrongly
recorded

transcription
errors

Figure 5.3: Fault Tree: Wrong dose of medication

The event “wrong dose of medication” can be traced back to root causes. It can
be due to medication administered to the wrong patient by referring to the wrong
record, or it could be a correct patient with the correct record but due to a
different condition. It can be due to a patient with kidney abnormalities where the
drug dosage should be lowered, or it could be due to drug potentiation, due to
drug combination effects or it may be due to human error or wrong dosage
calculation, - for example, an error in the unit or because of the wrong weight.

For every adverse effect errors can be either technical or human.
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5.4.2. Management Oversight and Risk Tree Analysis
This was developed in the 1970s for the United States Nuclear Regulatory
Agency. It is a standard fault tree augmented by an analysis of managerial

functions, human behavior and environmental factors (Leveson 1995).

5.4.3. Event Tree Analysis

This is a decision tree technique, which uses forward search to identify various
possible initiating events by determining all sequences of events that could
follow. The states in the forward search are determined by the success or failure
of other components (Leveson 1995). The goal of the event tree is to determine
the probability of an event based on the outcomes of each event in the
chronological order of the events leading up to it (Relex Software Corporation
2001). Figure 5.4 is an example of event tree analysis for failure to access a
health record. As demonstrated in Figure 5.4, both the probability of accessing
the record and failure can be determined by the event tree. Therefore,
quantitative analysis can be performed if there are previous known failures and

probabilities.
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Figure 5.4: Event tree analysis for failure of access to health records

Failures can be from different states. It could be failure in the login screen,

failure in the application, failure in the network, failure to access the particular

record. As shown in figure 5.4., the probability of failure to login is P, the

probability of successfully logging into the screen will be 1-P, Likewise, if the

probability of application failure is P3 the success would be 1-P3. Therefore, the

probability of successful access to the particular record (Px) can be calculated as:

Px: P1 (1-P2) (1-P3) (l-P4) (l-P5)
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To calculate this, the probability of success or failure should be known.
Therefore, quantitative analysis can be performed if there are previous known
failures and probabilities. The aim of risk assessment of EHR is to prevent error;
analysis through known failure is not appropriate for this study. The study aims
to predict possible failures before they happen and prevent them. Therefore,
event tree analysis is ruled out as a suitable risk assessment method for electronic

health record systems.

5.4.5. Hazards and Operability Analysis (HAZOP)

HAZOP is a qualitative analysis technique. The purpose of which is to identify
all possible deviations from the design’s expected operation, together with all
hazards which are associated with these deviations. Therefore, HAZOP is
appropriate to elicit hazards in new designs and hazards that have not been
considered previously. Thus, it is more appropriate for software development risk
and is not suitable for this study, as it relates to new systems, not evaluation of an

existing system.

5.4.6. Failure Modes and Effects Analysis (FMEA)

FMEA was developed by reliability engineers to predict equipment reliability. It
is a form of reliability analysis that emphasizes successful functioning rather than
hazards and risks. It detects the overall probability that the product will operate
without failure for a specific length of time. FMEA is a process for identifying
the effects associated with individual failures within a system (Marx and Slonim

2003).
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The United States Veterans Affairs National Center for Patient Safety (NCPS)
has identified the basis of FMEA as being prevention of tragedy, as well as to
make systems more robust and fault tolerant. NCPS has identified that if FMEA
were utilized, major medical center power failure, MRI incident- ferromagnetic
objects, bed rail and vail bed entrapment and medical gas usage might be
recognized and prevented (VHA NCPS 2003). We therefore need to identify

whether FMEA could be applicable to electronic health record systems.

Healthcare failure Mode and Effect Analysis includes
1. A prospective assessment that identifies and improves steps in a process
thereby reasonably ensuring a safe and clinically desirable outcome
2. A systematic approach to identifying and preventing product and process

problems before they occur (VANCPS 2003)

To determine the FMEA, the severity and probability of the potential failure

mode needs to be identified and worked out with the FMEA decision tree.

Hazard Analysis

Hazard analysis is the process of collecting and evaluating information on
hazards associated with the selected process. The purpose of hazard analysis is to
develop a list of hazards that are of such significance that they are reasonably
likely to cause injury or illness if not effectively controlled.

Failure Mode

Refers to the different ways that a process or sub-process can fail to provide the

anticipated result.
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As discussed in Chapter 3, EHR systems involve processes that range from data

entry to decision making. For example, the outcome “wrong test result” can

occur from errors in different steps in the processes involved in the ordered test.

Figure 5.5 illustrates the processes involved in a laboratory test. The laboratory

test ordered can be divided into 1. test ordered, 2. draw sample, 3. process

sample, 4. reporting and 5. filing results. These processes can be subdivided into

sub processes as shown in figure 5.5. Possible failure modes from these

processes are shown in Figures 5.7 through 5.10.

For FMEA, the potential failure mode for each process can be identified as

follows:

For example, for the laboratory test processes will include:

1 2 3 4 5
Test Draw Process Report Result
ordered »| sample »| sample > »| filed
Subprocesses
a. Enter order a. ldentify a. Review a. Report a. Retrieve
b. Retrieved patient order received results
by nurse b. Prepare b. Runthe b. Contact
appropriate test patient
apparatus c. ldentify c. Result
c. Write label result given
d. Stick the label d. Enter
e. Draw blood into the
record

Figure 5.5: Processes involved in the laboratory test
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la Enter
order

1. Provisional
diagnosis

2. ldentify
appropriate
test

3. Enterinto
record

Figure 5.6: Subprocesses of Process 1a. “Enter order”

Failure mode

Enter
order

=  Wrong
provisional
diagnosis

= Wrong test
chosen

= Enterinto
wrong
record

Figure 5.7: Failure mode of “Enter order”

Failure mode

Identify Prepare Write label Stick the Draw blood
patient > appropriate N N label N
apparatus
= Wrong patient  Wrong apparatus =  Wrong
identified identification
written
= Wrong test
written

Figure 5.8: Failure mode for process 2 (Draw Sample)
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Enter into
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record

Enter into
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Results not
entered
Records could
not be retrieved
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Computer crash

Figure 5.9: Failure mode for process 3 (Process Sample)

Report

received

= Wrong report
received

= Network failure

= Power failure

= Computer failure

A 4

Result
filed

Wrong result retrieved
Result interpreted wrongly
Result cannot be retrieved
Patient cannot be contacted
Computer failure

Power failure

Network failure

Hardware failure

Figure 5.10: Failure mode for processes 4 (Report) and 5 (Result filed)
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Figure 5.11 is a possible subprocesses involved in the medication given to the

patient. Possible failure modes of these processes can be predicted and the level

of risk identified accordingly.

Order

Medication

A 4

Check drug
allergies
Check drug
interaction
Check proper
dosage

Enter to the
record

Order sent to
the pharmacy

Pharmacy

Administer

= Receive the

order

=  Fill drug
order

= Fill
medication

= Send to floor

"| medication

Log in to the
computer
Choose
medication
Identify
patient
Medication
given to
patient
Update
patient record

Figure 5.11: Processes involved in giving medication
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Decision Tree of failure mode

Please see print copy for Figure 5.12

Figure 5.12: Decision tree for FMEA (VA National Centre for Patient Safety

2003)
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5.4.7. Scenario Analysis
The following scenarios are analysed with a view to determining the appropriate

risk assessment method for each.

Erroneous record
Erroneous records could result in misidentification, false test results, wrong

diagnosis and wrong treatment.

Misidentification

A 4

False test result

A 4

Erroneous record

.| Wrong diagnosis

v

Wrong treatment

Figure 5.13: Erroneous record

Misidentification
Misidentification of the patient could be due to the wrong identifier, the system
not working properly, loss of record or the system being down at the time of

request.
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Misidentification

Wrong
identifier

System not
working properly

Loss of record

System down at
the time of request

Wrong Treatment

Figure 5.14: Misidentification

Wrong treatment could be the result of wrong diagnosis, which in turn could be

due to wrong record, loss of data, or modification of data.

Wrong treatment

Wrong record

Wrong diagnosis

Figure 5.15: Wrong treatment

Modification of

data

Loss of data

It can be noted that “erroneous records”, which is one of the possible failure

modes of the system, from that probability of possible adverse events can be

identified as shown in Figure 5.13. Preventing or reducing errors in records can

decrease possible failures. In the scenario, “Misidentification of patient”, the

patient has already been misidentified. There may also be consequences from the

result of misidentification. Therefore, it indicates that the event has happened and

the root causes of why that event has happened can be traced back. If it was the
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“near miss event” or “no harm event”, identifying base events or root causes
could reduce future failures by preventing them. However, if the event has
happened and if there is an adverse event or a dangerous situation, tracing back
with fault tree analysis could not reduce the damage that has already occurred.
“Wrong treatment” could be analysed with backward analysis. It can either be
from technical failure or human error. As this research focuses on identifying
errors due to electronic health record systems, human errors will not be explored

further.

5.4.8. Framework for the risk assessment of EHRs
The framework for the risk assessment of EHRs can be deduced by analysing
examples from section 5.3 and the case scenarios described in section 5.4.7. It is

concluded that the framework for the risk assessment of EHRs should include:

1. Identifying the probability of risk of EHRs
2. ldentifying the consequences from the specified risk
3. ldentifying the acceptability level of risk

4. Development of mitigation plan according to the level of risk

Table 5.2 identifies whether the attributes 1-4 identified in the risk assessment of

EHRs framework can be fulfilled by the different risk assessment methods.
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1 2 3 4 Comments
FTA Yes Yes Yes | No | Mitigation plan for future risk is
possible but not for current risk
ETA No Yes Yes | Yes/ | Probability can be calculated by
No | quantitative analysis through known
failures
HAZOP | NA NA NA | NA | used for system development
FMEA | Yes Yes Yes | Yes

Table 5.2: Relationships between Risk assessment methods and the

Framework

Therefore, it can be seen that FMEA is the most appropriate method for the risk

assessment of EHRSs.

5.5. Chapter Summary

This chapter discussed why EHR can be categorized as a safety system and

explained the acceptable level of risks of EHRs by way of different examples.

Critical analysis of various risk analysis was carried out and discussed. As stated

in Chapter 1, there is currently no published literature regarding risk assessment

of EHRs. This study has analysed the applicability of different risk assessment

methods to EHRs. Various scenarios were examined and the suitable risk

assessment method for EHRs identified.
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Failure Mode Effect Analysis was identified as the appropriate EHR risk
assessment method since it involves identifying possible system failure modes
before actual failure, and thus could mitigate the future occurrence of errors. By
contrast, in root cause analysis - such as fault tree analysis - the source of error is
identified after the incident occurs. Therefore, fault tree analysis is suitable for
retrospective studies, where adverse events or errors have occurred and to track

back to the root cause conditions.

With FMEA, failure modes can be predicted and in principle be prevented from
occurring. It is important to first identify possible risks to ensure safety, so
FMEA is more suitable compared to root cause analysis. Accordingly, the risk

assessment case studies reported in this thesis were all conducted using FMEA.

In summary, this chapter has identified the appropriate risk assessment method
for EHRs. The stage has now been set for an empirical study applying the
identified risk assessment method and identified safety attributes of EHRs within

various health care organizations.
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CHAPTER SIX
Methodology

This study explored the suitability of different risk assessment methods suitable
for electronic health record system. The research questions set out for this study
are (i) How can the safety of EHRs be measured? and (ii) What are the safety
attributes for EHRs? To answer these questions, a framework for safety
assessment of EHRs has been developed by

= |dentifying a theoretical basis of safety, based on dependability and data

quality,

= Defining the safety components of EHRS,

= |dentifying a risk assessment method applicable to EHRs,

= Evaluating this risk assessment method, and

= Drawing conclusions based on the above findings
Risk assessment case studies were conducted on EHRs from two different health
care institutions after identifying the appropriate risk assessment method from
this study. These case studies were conducted to validate whether the identified

risk assessment method is applicable to the safety assessment of EHRS.

6.1 Research Plan

The overall aim of this research was to answer the research questions posed at
the start of this chapter. The research plan is outlined in Figure 6.1. The
theoretical basis of the study is derived from:

1. anunderstanding of EHRSs,
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2. an analysis of failures of healthcare computer systems,
3. identification of the safety attributes of EHRs, and

4. identification of the appropriate risk assessment method for EHRs

Understand EHR
functionalities

A 4
Analyse failures of
computer system
in healthcare

Identifying : :
safety attributes Identify appropriate
for EHRS risk assessment

method for EHRs

A 4

Develop
theoretical basis
for the study

A

Apply theoretical
basis on case
study

Figure 6.1: Research Plan

The research methodology is mainly of a qualitative nature, as this project
involved a selected group of subjects, locations and situations to be observed and
interviewed, and focused on what is going on in specific settings (Bouma 1996).
Moreover, as discussed in Section 5.4, qualitative analysis is more appropriate
for the risk assessment study. In addition, qualitative research is appropriate for

the research, when the topic is new, the topic has never been addressed with a
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certain sample or group of people, or existing theory does not apply to the
particular sample under study (Creswell 2003). In contrast, quantitative methods
include questionnaires, surveys, experiments and content analysis with data in
numerical form to test a theory or established phenomenon (Creswell 1994). As
there is no risk assessment methods currently exist for EHRs, qualitative
assessment method is a suitable method for this study. Therefore, qualitative risk
assessment method was adopted in this study. After developing a theoretical
framework, the concept of EHR risk assessment needs to be investigated within a
real life context by way of case studies.
Following research designs can be involved in research process (Bouma 1993).

1. The case study

2. The longitudinal study

3. The comparison

4. The longitudinal comparison

5. The experiment.
The case study has been identified as a building block of research design to study
a variable or sets of variables measured at one point of time. The Longitudinal
study follows the period of time and finds out whether there were any changes
during that time. Comparison involves comparing one group to another. The
longitudinal comparison involves comparing two or more groups in a period of
time. The experiment involves determining the effect of a change in one variable
over another (Bouma 1993). Case study design has been selected based on the

nature of the data required for this study,
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Case study research also has been identified as the most common qualitative
method used in information systems (Myers 1997) and it is an ideal methodology
when in-depth investigation is needed (Tellis 1997). This study utilised the case

study method as it is an empirical inquiry that:

e investigates a contemporary phenomenon within its real-life
context, especially when
« the boundaries between phenomenon and context are not clearly

evident (Yin 2002)

6.2. Case Study Design

Research questions of this research are “How can the safety of EHRs be
measured?” and “What are the safety attributes of EHRs?” The theoretical
background of EHRs was established and their safety attributes identified in
Chapter 4. Yin (1994) has emphasised that theory development of the case study
is highly important. Theory development of this study was by establishing the
safety attributes for EHRs and identifying the most appropriate method for risk
assessment of EHRs in Chapter 5. The purpose of case studies is to demonstrate
that safety of EHRs can be measured by the FMEA (Failure Mode Effect
Analysis). The unit of analysis for this case study is EHRs. Field studies for case
studies were conducted for over one and a half year period and data collected
from EHRs were analysed, linked back with the safety attributes identified and

interpreted to prove that the research question has been answered.

Case studies were conducted after identifying the research methodology, which

includes the development of a theoretical framework (Chapters 2 through 4),
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identifying the safety attributes of electronic health records (Chapter 4), and

identifying suitable risk assessment methods for EHR systems.

6.3 Data collection
Data collection is through the use of documented systems data, test data and
information from system users and administrators. Stake (1995) has identified
two principles used in case studies as to obtain the descriptions and
interpretations of others (Stake 1995).
Following methods of data collection were conducted in this study.

6. Observation

7. Interviews

8. Document Reviews

9. Questionnaires

6.3.1 Observation
Observations were used in this study to understand the system processes
involved. This helped to identify the workflows involved as well as the potential

system risks.

6.3.2. Interviews

Information regarding systems was gathered through informal interviews and
feedback from users. Data collection was performed by way of informal
interviews. Richer information could be obtained through open-ended interviews
which also reduces misleading conclusions from questionnaires and close-ended

questions (Boynton and Greenhalgh 2004). Nevertheless, feedback from
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clinicians was obtained through the combination of preset questionnaires and
open ended questions in this study. Questions were used to obtain information as
they were short and focused. Open-ended questions were also included to
identify issues not covered in the closed questions. Hence, it discovers the
questions unsolved and experiences and expressions from the interviewees.
Therefore, this study embraces the fieldwork by observing how the system works
and getting information through interviewing users, system administrators and

getting feedback from users.

6.3.3. Document reviews
System documents, user manuals, training materials, records of test data, privacy
and policy manual, technical manuals, documents containing information related

to systems were reviewed to obtain a richer data source for the study.

6.3.4. Questionnaires

Although questionnaires are quantitative in nature, this study involved
questionnaires and open ended questions to obtain feedback from busy clinicians
to obtain important information regarding the process and the workflow involved
in the system to complement observations in Section 6.3.1. Although
questionnaires were based on the Likert scale of strongly agree to strongly
disagree, these were not statistically significant as there were only 14
correspondents involved. However, this group represents expert users of the

system who have knowledge of the nature of risks being studied.

111



6.4. Case studies approach
Case studies conducted involve continuous interaction between the theoretical
issues such as functionalities of EHRs, safety attributes, risk assessment
methodologies and the information being collected. House (1980) classified case
study evaluation into eight approaches, four of which are ‘objectivist’ and the
remaining four ‘subjectivist’: alternatively it is referred to as ‘interpretivist’
approaches by Travers 2001, Yin 1994 and Stake 1995.
(@) The objectivist approaches are (Friedmann and Wyatt 1997):
1. Comparison-based
In comparison-based approach, the information resource under
study is compared to a control condition, or a contrasting resource
2. Objectives-based
Objectives-based approaches determine if a resource meets its
designers’ objectives
3. Decision facilitation approach
In this approach, the evaluation is targeted to resolve important
issues to developers and administrators, so they can make
decisions about the future of the resource
4. Goal free
In this approach, the evaluation is conducted as purposefully

blinded to the intended effects of the resource.

(b) The subjectivist (interpretivist) approaches are

1. Quasi legal,
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In this approach, a resource under study is judged as a mock trial,
or through other formal adversary proceedings.

2. Art criticism,
In this approach, an experienced person in the field or who has a
great deal of experience with a resource works with the resource
over a period of time and writes a review highlighting the benefits
and limitations of the resource.

3. Professional review
This is the site visit approach for evaluation; site visits are often
guided by a set of guidelines specific to the type of project under
study but sufficiently generic. Friedmann and Wyatt (1997) have
recommended that evaluation of computerised patient records fall
under this category.

4. Responsive/llluminative (Friedman and Wyatt 1997; House 1980).
This approach represents the viewpoints of users of the resource.
The goal is understanding or illumination, rather than judgement.
The study begins with a minimal set of orienting questions.;

deeper questions are set throughout the project as it evolves.

The case studies analyse whether the system meets the safety attributes

previously identified in this research, and involves site visits, understanding how

the system works, identifying system sub-processes, identifying failure modes,

giving feedback to users, and system review through meetings and feedback.

Accordingly, the study uses a combination of the Art Criticism, Professional

Review, and Responsive/llluminative approaches. Feedback is important for

administrators and users to resolve system issues, so the study also incorporates
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the decision facilitation approach. Therefore, the study uses a combination of

both objectivist and subjectivist approaches (Figure 6.2).

Obijectivist
approaches

Objectives
based

Decision
facilitation

Art
criticism

Risk
assessment
case studies

Subjectivist
approaches

Professional
review

Responsive/
illuminative

Figure 6.2: Approaches used in the risk assessment case studies

6.5. Case studies and their significance

Case studies use multiple sources of evidence to obtain accurate results. The use

of multiple sources of evidence allows addressing a broader range of historical,

attitudinal and behavioural issues. Thus, any findings or conclusions in a case

study are much more likely to be convincing and accurate, as they are based on

several sources of information (Yin 1994).
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and surveys

Figure 6.3: Convergence of multiple sources of evidence: Single study
(Yin 1994)
Figure 6.3 illustrates the attributes involved in forming convergence of multiple
sources of evidence. The case studies conducted as part of this research involved
such a convergence.
In the Community Health Information Management Enterprise case study, fact
gathering was conducted through looking at CHIME user manuals, training
package documentation, documentation of CHIME presentations, CHIME
business process documents, along with structured and open-ended interviews,
clinicians survey/questionnaire, observations of how the system worked, and by
walking through the training system. Because of confidentiality, archival records
were not available to view, but test data and feedback from users were used to

collect comprehensive data.

115



In the Maternal and Infant Network (MINET), forms, user manual, technical
manuals and privacy and confidentiality guidelines were reviewed. The scanning
process, data entry and retrieval were also observed. However, only test data
were used for reasons of confidentiality. Open-ended interviews, closed
interviews and user feedback were all used in this study. As this study involves
different variables, uses multiple evidence, triangulation and also uses the
theoretical background identified in Chapters 2 through 5, the case study method

used in this study ensures validity.

6.6. Analytic Generalizing from case study

Safety attributes were identified and the 'FMEA' risk assessment method used in
case studies conducted in two different healthcare settings. In both organisations,
electronic health record systems are used in a community healthcare context,
however the specific use of data in each case is different; CHIME data is used

mainly for primary care, whereas MINET data is used for research purposes.

MINET and CHIME were selected as the case studies as both systems involved
electronic health data. CHIME is responsible for primary care and involves data
for community health. MINET involves data mainly from community health
(maternal and child health) as well as data downloaded from hospitals (obstetrics
data). Thus CHIME and MINET cater for technically distinctive purposes and
situations. Moreover, different sources of data are used for each case study — this
leads to benefit in analysing the proposed theoretical framework of risk
assessment for EHR systems. Thus, the results obtained from the MINET and

CHIME case studies were analysed against the safety attributes identified in
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Chapter Four to establish the theory for this Thesis. Recommendations and
improvements to both systems were made based on the results obtained from this

research.

6.7. Validity and Reliability

This study utilised an appropriate research methodology according to the
literature review and followed closely the case study approach recommended by
Yin 1994, Travers 2001, Tellis 1997 and Myer 1997. The study design was based
on the literature review, advice from the Health Informaticians in the industry
and academics. Further, the risk assessment studies conducted in these two
healthcare organisations can be generalised to the EHRs in general (ref. Chapter
7). Finally, data collection methods used in these studies are also appropriate for

future studies of a similar nature.

6.8. Chapter Summary

In summary, this chapter justifies the research methodology undertaken in this
study. It includes the research plan, objectives of the study, case study design,
case study approaches, analytic generalisation from the case study and validity
and reliability of the research. The following chapter will present the empirical
case studies conducted in the Maternal and Infant Network, Simpson Centre for
Health Services Innovative Research, South Western Sydney Area Health

Service and Community Health Information Management Enterprise.
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CHAPTER SEVEN
CASE STUDIES

The research questions of this dissertation are “How can the safety of EHRS be
measured”, and “what is the appropriate method for risk assessment of EHR
systems”?

The research was undertaken between 2000 and 2004, with the case studies
conducted in 2003 and 2004. The previous five chapters outlined the
development of a theoretical framework for the safety of EHR systems and
identified an appropriate risk assessment method. This chapter details two case

studies conducted in different healthcare settings.

7.1. Introduction

At the start of this research (2000), the National Electronic Health Record
Taskforce of Australia proposed a Health Information Network for Australia
(HINA) to develop a nationally coordinated and integrated EHR (NEHRT 2000).
One of the objectives of proposing the HINA was to ensure consumer safety.
The US National Academy Press publication, “To err is human, building a better
health systems”(2000) along with the UK NHS publication, “An organisation
with a memory” highlighted preventable medical errors and safety (Department
of Health Expert Group 2000). Both emphasized the importance of safety and
motivated the present study into the safety and risk assessment of the EHR

systems.
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7.2. Risk Assessment Case study of CHIME (lllawarra Area Health
Service)

Safety Assessment of the Community Health Information Management
Enterprise is important as CHIME has been identified as one of the foundation
EHRs for NSW. The first site for CHIME was in the Hunter Valley. CHIME is
designed to cover a wide range of community health settings, and has been
described as
“An operational, clinical information system that has proven to improve
service delivery, outcome measures and productivity” (Hornsey and

Friend 2003).

An integrated clinical information program of integrated EHRs for NSW has

been identified (Figure 7.1).

Please see print copy for Figure 7.1

Figure 7.1: Integrated Clinical Information Program (Hornsey and Friend

2003)

119



There are various community health services and CHIME was developed to cater
for 39 of these. Processes involved in CHIME are service request, service
contact-diary and management plan. Service requests enable users to view
clinical notes, service contacts and alerts across service and treatment episodes.
Episode and subsequent service requests are protected by a confidentiality
security layer, which only allows individuals with the correct data sharing profile
to view information contained in them. CHIME also involves report generation

for clients and management.

To conduct risk assessment of CHIME, severity and probability of risks need to

be categorised. As identified in Chapter 5, risk assessment of CHIME will be

conducted through FMEA.
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Severity and probability level is defined as follows:

Probability
Low: rarely or never occurs
Medium: occurs occasionally or a few times per year

High: occurs regularly (e.g. on a weekly basis)

Severity:

Low: data is non-vital, and may be replaced easily; if the information is
disclosed, it is not sensitive

Medium: data is important to patient care; information may be sensitive, and can
have some impact on the patient

High: data is critical; permanent loss of data, can have a detrimental effect on the

patient

Table 7.1. Probability and Severity of risks

Risk/Hazard Score

Probabi ISeverity Low Medium High
Low 1 2 3
Medium 2 4 6
High 3 6 9

Table 7.2. Hazard Score
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To access CHIME, the user needs to first log on to the Health Data Operating
Centre and then to CHIME.
The Processes involved in creating a service request within CHIME are shown in

figure. 7.2.

Search No R Search No
CHIME " PMI
A\ 4
Create new
client
Yes

Yes

A 4

Create
service
request

A

A

Figure. 7.2: Processes involved in CHIME

122



Possible failure mode of these processes are summarised in Tables 7.3 through

7.5.

Unable to log on to the system

1. System unavailable
1.1. application failure
1.2. hardware failure
1.2.1. server problem
1.2.2. desktop problem
1.3. network failure
1.4. power failure
2. Failed authorisation
2.1. new user, no authorisation
2.2. password failure
2.2.1. incorrect password
2.2.2. password expired

Table 7.3: Possible Failure modes for login

1. System unavailable
1.1. application failure
1.2. hardware failure
1.2.1. server problem
1.2.2. desktop problem
1.3. network failure
1.4.power failure
2. client’s data unavailable
2.1.data loss due to database failure
2.2.file corruption

Table 7.4: Possible Failure modes for client search

1. PMI not available
1.1. PMI server down

Table 7.5: Possible failure of search in Patient Medical Index
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The initial password for Health Data Operating Centre is “PASSWORD”, hence
there is a chance that another user logged in as the user with the latter’s access
rights. The possibility of this occurrence was discussed with the CHIME
Operations Manager and he stated that it could be possible, but he believed that
the risk is not high as no one could gain advantage from it. Users need to change

the initial password the first time they log on.

Potential failure mode: unauthorised user logged in with the initial password

Potential Causes: unauthorised user logged into the system

Severity: High
Probability: low

Hazard Score: 3

The user name for CHIME is fixed as surname and first initial. For example, the
user name for John Smith will be smithj. Therefore, anyone can guess another’s
username. As stated previously, unauthorised persons can log in with the initial
password, “PASSWORD”. Therefore, if the data be available to unauthorised or
unscrupulous users, and destruction or modification of data occurs, data can be
lost permanently and can cause a detrimental effect on the patient. Therefore, the
severity can be categorised as high. The probability can be categorised as low as
this situation rarely or never occurs. Based on these, risk or hazard score can be

categorised as 3 (refer to Table 7.2).

124



Potential failure mode: application failure

Potential Causes: system unavailable and client information could not be

retrieved; creation of a new record; duplication of record

Severity: high

Probability: low

Hazard Score: 3

The chance of application failure is rare and the system administrator is available

to assist clinicians with the application.

Potential failure mode: hardware failure

Potential Causes: system unavailable and client information could not be

retrieved

Severity: high
Probability: medium

Hazard Score: 6

Potential failure mode: network failure

Potential Causes: system unavailable and client information could not be

retrieved

Severity: high

Probability: low

Hazard Score: 3

Probability of network failure is low as the system is located within an Intranet

and only authorised users use the system.
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Potential failure mode: power failure

Potential Causes: system unavailable and client information could not be

retrieved

Severity: high

Probability: low

Hazard Score: 3

If there is a power failure and if there is a no backup, it is difficult to trace back
client information in fully computerised systems and the severity will be high.
However, currently, since CHIME is a hybrid system supporting both paper -

based and electronic formats, the severity would be low.

Passwords for computer logged on are set to expire after 40 days, and CHIME
passwords expire after 60 days. The application will prompt 5 days ahead of the
password expiry date. If the password is expired but has not been changed, the

user would need to contact the CHIME system administrator.

Searches can be performed in CHIME and PMI (Patient Master Index) with
surname or with Soundex. It is noted that there is a stronger match at the
Soundex for PMI. Therefore, there is a need to improve the search algorithm
used in CHIME. For example, if the last name ‘Lightower’ is spelled wrongly as
‘Lightowler’, it could not be found in CHIME, but the search function in PMI

soundex could find the name.
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Soundex was developed in 1800’s to represent the phonetic similarity of names,
e.g. Smith — S-530; Smyth — S-530. The soundex is a coded surname (last name)
index based on the way a surname sounds rather than the way it is spelt.
Surnames that sound the same, but are spelt differently (U.S National Archives

and Record Administration 2000).

Duplicate runs are performed every month. In a newer version, - to be released in
2004 - the duplicate copy of the record will be only available as read only. The
drawback is there may be an alert in the previous record for the client but it

cannot be seen in the duplicate, and that could impact on the client.

Eligibility status to be cared/treated by community health is checked when the
client first contacts the service. Initially, there would be a search to determine
whether the client is already registered with the system. If the client’s data is not
available from CHIME, there will be a search for PMI from the server. Client

search and PMI search could be performed as described in Figure 7.2.

Potential failure mode: data filled in another client’s record

Potential Causes: client’s name not displayed on every screen

Severity: high
Probability: high

Hazard Score: 9
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That is the case in CHIME version 1, release 238 but this has been rectified and
the patient’s name will be displayed on every screen in the new release (CHIME

version 1, 238-1).

Service request diary

Potential failure mode: Chance of wrongly selecting the different dates

Potential causes: wrong date for the appointment

Severity: high
Probability: low

Hazard Score: 3

When creating a service request, a “crisis indicator’ can be set according to the

urgency to one of 20 levels — the default is ‘not in crisis.’

Potential failure mode: wrongly setting the crisis level

Potential Causes: patients in a higher crisis level may be set to a lower level.

Severity: high

Probability: medium

Hazard Score: 6

There is no confirmation or summary of action — the latter would remind the user
what selection they had made and would reduce possible errors from accidentally

choosing the wrong selection.

Urgency

If it is an urgent case, the person needs to be attended to immediately.
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Potential failure mode: wrong urgency level

Potential Causes: patient may not have an appointment according to the urgency

level
Severity: high
Probability: medium

Hazard Score: 6

There is no confirmation or summary of which urgency level was chosen. There
are different processes for urgent and non-urgent clients. According to the
business process, the urgent client even has a different urgency level. If there is
no fax regarding the patient information, the urgency level is set to 90 days and if
there is a fax, the urgency is set to 14 days. Urgency level selection was
discussed with the responsible person from CHIME. Although it is called
urgency level, it was claimed that these cases are neither urgent nor emergency
cases that need immediate care! However, it is the belief of this researcher that

urgency level needs to be set according to the patient’s level of attention.

Clinical notes can be documented in CHIME using either free-style or the inbuilt
template. However if descriptions of current history of illness are in free style
text, then it will be difficult to perform indexing or searching for future uses. In
CHIME healthcare providers can also use a spell check if they wish. Therefore,
the healthcare provider can still write clinical notes in abbreviated form and the

spell check will not prompt for spelling changes.
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In previous release of CHIME, the user could not know that there are images
attached to the record, as there are no indications in the system; some scanned
data may not be retrievable because of that. However, a newer release, (version
1, release 238-1), incorporates an icon showing there is an attached file in the
record. However, if clinical notes are scanned in as an image, patient data may

be in the record but will be difficult to data mine at some future time.

CHIME is not integrated with prescription/pharmacy systems or with laboratory
results. Medication can be documented in CHIME with the drug generic name,
frequency code and dosage. As discussed in Section 4.9.2, medication errors are
one of the causes concerning patient safety and integrating these modules will

have added value to CHIME.

Threats and vulnerability of the system

The following information was obtained in order to assess system vulnerability.
The system is located in an Intranet which uses the IBM Citrix Server and
ensures maximum security. There is both an external and internal firewall present
in the system. The system monitors and captures traffic at any location within the
network. Data files and databases are stored on the server. The database is
centralised at the Health Department Operation Centre (HDOC), located in
Liverpool; there is a mirror site —XDOC- at Homebush. Full backup of data is
performed every 24 hours. A system log is performed every hour. Antivirus
software is installed on all machines. The CHIME System administrator is

available during normal office hours.
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There is an authenticated login to the system. Each individual has their own
password, guest/anonymous login is not allowed. The system provides password

management functions to allow password changes to be effected.

User access level is predetermined, and user can access only according to their
permissions. A list of users who can access the system is maintained. Access
control is available for system usage and user responsibilities. There is a policy
regarding access.

= Passwords can include combination of alphabetic, numeric and special

characters

Potential failure mode: virus infection

There is anti-virus softwares installed on all servers, desktops and laptops but
there is always the possibility of new viruses.

Potential Effect: file corrupted, data unavailable

Severity: high

Probability: low

Hazard Score: 3

Decision: As the severity is high, there should be action for the condition
Recommended Action: regular update of antivirus software

The virus attack can cause system downtime and could lead to data

unavailability.
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The system can be audited back for all transactions. Auditing of the data will be
carried out by the Audit Department, however, currently, there is no auditing

performed.

Confidentiality level for the system is as shown in Table 7.6.

None: Any other users can view service request

Partial: any other user can view the service request label on the tree view but no
details

Full:  Only the organization unit that created the service request can view the

information.

Table 7.6: Confidentiality of the system

Security is controlled by the confidentiality level chosen during the service

request wizard, and by the data sharing profile assigned by the System

Administrator.

Table 7.7. lists the possible failure modes for CHIME.
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Potential failure Potential effect Severity | Probability| Hazard Score
mode

Virus infected File corrupted, data unavailable high low 3

Log in with initial | unauthorised user log into the system high low 3

password

Application failure system unavailable and the client information could | high Low 3
not be retrieved, creation of new record,
duplication of record

hardware failure system unavailable and the client information could | high medium | 6
not be retrieved

Network failure System unavailable and the client information could | high low 3
not be retrieved

Power failure System unavailable and the client information could | high low 3
not be retrieved

Client’s name not Data filled in another client’s record high high 9

displayed on every

screen

Chance of wrongly | Wrong date for the appointment high Low 3

selecting the

different dates

wrongly setting the Patient in higher crisis level may be set to the lower | high medium | 6

wrong crisis level.

wrong urgency level | patient may not have an appointment according to high medium | 6

as clicked wrongly

the urgency level

Table 7.7: Possible failure modes of CHIME

During the present study, user feedback was gathered through questionnaires

which were distributed to the relevant healthcare providers using CHIME.

Within the Illawarra Area Health Service (IAHS), CHIME has been started in 2

teams, - Aged Care Assessment Team (ACAT) and Illawara Child Development

Centre (ICDC). Feedback from both healthcare provider groups was obtained

and this is discussed in Section 6.2.1.

7.2.1. Feedback from healthcare providers

Out of 14 healthcare providers who corresponded, 6 stated that data entry is both

at the point of care and also later from the paper based records. 7 correspondents

stated that data is entered to the paper-based record system first, then entered
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later to CHIME. One correspondent stated that dictated data is entered later into

CHIME.

Availability of CHIME

Seven out of 14 healthcare providers stated they could connect to CHIME every
time, but 6 of them stated there is a failure to connect to CHIME one to 3 times
per month. 4 of the healthcare providers responded disagree with the ease of data

retrieval.

Data can be easily retrieved from CHIME
a. strongly disagree
b. disagree
c. mildly agree
d. agree
e. strongly agree

R O W M~ O

6 of the 14 correspondents strongly agreed that duplications of records are often
in CHIME. This needs to be rectified and search facilities of CHIME needs to be

improved.

Duplication of records are often in CHIME
a. strongly disagree
b. disagree
c. mildly agree
d. agree
e. strongly agree

6 Respondents disagree that possible errors of data in CHIME is low.
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5 out of 14 healthcare providers strongly disagreed that CHIME did not impede
the workflow and 21 percent disagree that CHIME did not impede their

workflow.

Data entry to CHIME did not impede the work flow.
a. strongly disagree
b. disagree
c. mildly agree
d. agree
e. strongly agree

O W W w v,

Table 7.8 and 7.9 include comments from users of the system.
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There are still a lot of bugs that have not been fixed up yet and are taking
a long time working out. For example, adding service request to diary
when there are more than one service requests.

Unable to look up client details if in the middle of adding a new service
request, keep having to exit and start again. Unable to go back into the
comments/diagnosis box to add any extra details

Unable to add referral directly from phone call, takes up too much time
Comments box- limited space

I spend much time away from where | have computer access to CHIME
(That may change in future). Episodes of CHIME closing down when |
am in the middle of data entry and losing all the information requiring
data entry again.

Have difficulty producing a monthly report that is brief and succinct with
the relevant information. Will have to generate a paper report until this
can be rectified.

Most tasks take too many steps to accomplish. There is no ability to move
backward and forward through multiple open windows with ease.

Tasks and steps not done often are not easily relearned later and no
reminder clues of the steps. Difficulty with multiple tasking, cut/paste etc.
Time consuming, too many clicks, which may lead to muscle strain.
Limited allowance of space for comments in issue screen

Multiple service requests —fault in diary set up

Simply takes more time each day

We still need a paper file as well as CHIME. Diary isn’t efficient.

Some repetition/ duplication of information

Some aspects of the system are clunky/time consuming

Frustrating when the system is down and you cannot access client
information

Poor clinical notes editor, does not accept tables, no spell check etc.

Still unable to get back to full case load

Double handling of clinical note, written report then clinical note

Diary is still very cumbersome for high throughput services

Not being able to switch between screens when enquires are being made
(losing data half entered)

Table 7.8: Problems encountered during using the system
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= |tis too easy to duplicate clients when no MRNs are present.

= Unable to go back into the comments/diagnosis box to add any extra
details.

= OQverall it is a good system but needs to upgrade particularly.

= Through ‘PUAG’ (Product User Advisory Group), we are making/seeing
changes, but it is a slow process (due to time and resources)

= The screen for patient details e.g. Name, DOB, Address, Contact no.,
COB etc. would be easier if more detail on one screen

= Too many mouse clicks required to open “tree” for client- especially
when they don’t always work. Tree collapse if new data entered.

= Are we all recording our activities consistently?

= Looking forward to further implements.

= CHIME works very well- can see ‘Big’ Picture with its future.

Table 7.9: Comments regarding the system

7.2.2. Discussion on CHIME

The CHIME System administrator can browse all data. Data are not encrypted
and that is of concern for information privacy, however all employees of the
Illawarra Area Health Service need to follow a code of conduct and
confidentiality. CHIME complies with the 12 principles of the Privacy and
Personal Information Act of 1998 as well as the 15 principles of the Health
Records and Information Privacy Act which comes into effect from September 1

2004.

According to the EHR Working Group’s A NSW Health Strategy for the
Electronic Health Record (EHR Working group 2001), benefits to consumers,
providers and organization result through use of CHIME. Benefits to consumers
include not having to provide the same information repeatedly and greater access
to treatment plan information. Consumer/patient information can be accessed by

authorised healthcare providers as CHIME is located within an Intranet. CHIME
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has a common clinical interface with the public health system, for example
systems from Wollongong Hospital. Therefore, healthcare providers can access
treatment plan and information but in its current state, consumers do not have

access to CHIME.

As CHIME has only been recently implemented in the Illawarra, it has not been
able to fulfil all the benefits predicted by the NSW Health strategy for electronic
health records. According to feedback from users, data entry is to the paper-
based record at the point of care and entered into CHIME later. Therefore,

currently it takes longer time and is not as efficient as forecast.

Users of the system also expressed concern about the system collapsing during
the data entry, being unable to switch between screens during data entry, as well

as data loss needing to be rectified as this is important for system reliability.

It is noted that the same PMI number system is used for both Illawarra
community health and public hospitals in the lllawarra. Therefore, there is
unique identification of patients in the public system, and moreover this
information can be traced back. However, if the patient is from the private
system, such as Figtree Private Hospital, there is no PMI number for the patient.
Data from the private hospital and general practices would be connected through

Health Connect as illustrated in Figure 6.4.

A patient’s name and identification number are not displayed on every screen in

the previous version of CHIME, and because of that data could be wrongly
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entered into the wrong record, which can have a devastating effect on the patient.

This has been fixed in the newer version of CHIME.

CHIME is located in an Intranet; connection is via a Citrix server, where there is
a maximum security. CHIME users, system administrators, and all employees in
IAHS need to comply with confidentiality and the code of ethics. A data
confidentiality level is maintained in CHIME and there is also a data sharing

profile.

Paper-based record systems still predominate in CHIME. Data is entered into
paper based records and transferred to the CHIME later, thus it can be seen that
the system is a Hybrid one, incorporating both paper-based and electronic health
records. Therefore, there is duplication of work and the possibility of not entering

all data in CHIME.

As CHIME caters for 39 programs, the application is not specifically designed
for each discipline. Therefore, it can be seen that there are no specific fields or
subsystems such as cardiac, respiratory etc. to Service Contact details. Warren et.
al (2003) identified that “clinicians differ in specialty, experience, practice
context, practice style”. Different specialties need different data set for healthcare
delivery; it would be impossible to incorporate all different data sets in one
system and incorporating only essential data would also not provide all the needs
of clinicians. CHIME uses its standard architecture to cater for all these programs
instead of using a federated system approach. Therefore, there are some

workflow problems as described in Table 7.8 and 7.9.
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In CHIME, deleted text still appears and as a line striking through the error,

which is an important safety feature for medico-legal purposes.

7.3. Risk assessment case study — MINET (Simpson Centre for

Healthcare Innovative Research)

This case study was conducted at the Simpson Centre for Healthcare Innovative
Research using the Maternal and Infant Network (MINET) database. MINET is
an appropriate case study for this research as it involves different electronic

health data from several different sources.

7.3.1. System description

The MINET database contains health data on infants and children in the South
Western Sydney Area Health Service from the prenatal period to school age (0 —
5 years). MINET involves Community Based Data from the Ingleburn Baby
Information System (IBIS Database) and the Obstetric and Gynaecology Data
(OBSTET). IBIS is used by all five sectors of the South Western Sydney Area
Health Service. The system collects information from each of these sectors
regarding well baby clinic visits. The IBIS database holds baseline data on
10,000 babies and their mothers and 50,000 visits to health services by these
infants and their mothers. There are more than 4,000,000 data items on the

database.
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Data in these databases are important for public health and health service
research. The database supports evaluation of services, review and re-
configuration of services where necessary to achieve specified improvements in
outcomes or to better access for people with identified risk (Phung et. al. 2004).
These data are important because prenatal, infant and early childhood periods are
critical for the promotion of good health and the development of the personal
characteristics for adolescence and adulthood (Halldorsson et al. 1999).
Therefore, it is important that data in these databases are accurate and free from

errors for various purposes for health service research.

OBSTET data are downloaded to the SIMPSON Centre for health research
purposes only, however the SIMPSON Centre does not have any control over
how this data is collected and processed. OBSTET data are downloaded as .CVS
files and uploaded into Microsoft Access databases for comparison and linking

for research purposes.

Currently, IBIS Version 4 is being used in the SWSAHS. IBIS uses Optical Mark
Recognition (OMR) to capture data. IBIS is part of a Local Area Network, which
enables sharing of information with other service points for mothers and their

babies.

There are two types of data within IBIS; baseline and follow-up. The IBIS
baseline form is used for the first visit and the I1BIS follow up form for follow up
visits. An IBIS baseline data form and IBIS follow up forms are included in

Appendix A.
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Processes involved in MINET database are described in Figure 7.3.

1. | Source of data

Face to face data collection

Scanning

Download

Fill in the form (IBIS)

From form into the text file using the
scan software

From text file to access database
using Microsoft Access

Figure 7.3: Processes involved in MINET database

Possible Failure Mode from these processes are summarised in Figure 7.4.

Source of > Scanning Download
data
1.1. Forms not marked 2.1. Data cannot be 3.1. MRN cannot be
accordingly scanned as forms matched
1.2. Loss of forms are printed 3.2. files cannot be
1.3. Duplication of malaligned linked
MRN 2.2. Overwriting 3.3. file corrupted
1.4. Same MRN for existing file 3.4. data cannot be
different patient 2.3. Disruption of matched
scanning during 3.5. data is not
the process reached to the
Simpson Centre

Figure 7.4. Possible failure modes from processes

1.1. Potential failure mode: Forms are not marked accordingly

Potential effect: incomplete

Severity: high

Probability: medium

data
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Hazard Score: 6
The level of risk is intolerable as inaccurate or incomplete data can impact on the
research data. Forms that are not marked accordingly need to be ruled out at the
time of scanning. This can be due to human error and the Simpson Centre needs

to trace them back to the relevant community health unit.

1.2. Potential failure mode: Missing forms

Potential effect: incomplete data

Severity: high
Probability: medium

Hazard Score: 6

Patient data are filled in manually at the community health centres and compiled
prior to scanning. Scanning is performed in batch processing. Some documents
can be misplaced and lost at the time of scanning. This is intolerable as
incomplete data can have an impact on health service research, predicting high
risk cases and impact on healthcare indicators. To counteract this problem -
“Missing forms”- it is advisable to have computerised data entry at the point of

care.

1.3. Potential failure mode: different Medical Record Number (MRN) for the
same person

Potential effect: data unavailable or misleading data

Severity: medium

Probability: medium
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Hazard Score: 4

The same patient may visit different area health services and there can be
different MRNs for the same person. Therefore, there can be incomplete data or
duplication of data. The risk should be classified as ALARP which is not
regarded as negligible but something that should be under review in order to

reduce it further.

1.4. Potential failure mode: same MRNs for different patients

Potential effect: misleading data for research purposes

Severity: high

Probability: medium

Hazard Score: 6
Data may be linked to the wrong patient at the time of analysis and there can be
errors in focusing health indicators, it is an intolerable risk. Correctly identifying
the patient is very important and implementation of unique patient identifiers will

improve this situation in the future.

2.1. Potential failure mode: forms are printed misaligned

Potential effect: documents unscannable

Severity: low

Probability: low

Hazard Score: 1
The probability of unscannable documents is low; forms are outsourced to

professionals and they are designed to make sure that are well aligned.
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2.2. Potential failure mode: overwriting an existing file

Potential effect: data loss

Severity: high

Probability: low

Hazard Score: 3
Files need to be saved after scanning. If they are overwritten, there can be
possibility of data loss. The level of risk is unacceptable. To prevent this, there is
a naming system in place. There is a step-by-step procedure for saving files,
confirming and checking before saving and that could prevent overwriting. This

hazard has been addressed in the MINET user manual.

2.3. Potential failure mode: disruption during the scanning process

Potential effect: incomplete data entry

Severity: low

Probability: medium

Hazard Score: 2
There can be disruption during the scanning process, which can be due to
mechanical problems with the machine, power failure or due to the inexperienced
operator. Such disruption can be detected during the scanning process and the
problem can be fixed so that it would not have a significant impact on the
system. There will be only impact on the scanning job at the time and would

need to repeat the process. The risk has therefore been identified as acceptable.

3.1. Potential failure mode: MRN cannot be matched
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Potential effect: maternal and infant linked wrongly

Severity: high
Probability: medium

Hazard Score: 6

It is noted that different medical record numbers (MRNSs) are used in different
services; maternal MRN and infant MRN are different. There is a possibility of
wrong association of maternal and infant MRNs. The likelihood is higher when
the mother’s surname and child’s name are different. It was noted that this
probability of occurrence is about 20-30%. For example, a mother from a
different ethnic origin may not change her surname after marriage, with the result
that the mother’s surname and the infant surname may be different. If the parents
are not married, the surnames will be different. Sometimes, a mother’s surname
was changed from the previous childbirth history as a result of marriage or
divorce. Therefore, there can be duplication of MRNs for the same person at

different services or at the same service. The level of risk is unacceptable.

3.2. Potential failure mode: files cannot be linked

Potential effect: data unavailable for research purposes

Severity: high
Probability: low
Hazard Score: 3
Files cannot be linked if the system is unavailable. There can be different causes

for system unavailability, including power loss and application failure. The
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Simpson Centre has yet to experience application failure. However, as the system

is not a real time one, power loss for a certain period is also acceptable.

3.3. Potential failure mode: file corrupted

Potential effect: data unavailable

Severity: high
Probability: low
Hazard Score: 3
There will be loss of data if the data file is corrupted. The Simpson Centre has

regular backup of data in order to prevent this.

3.4. Potential failure mode: data cannot be matched

Potential effect: impact in analysis of data

Severity: high
Probability: high

Hazard Score: 9

3.5. Potential failure mode: data has not reached to the Simpson Centre

Potential effect: impact in analysis of data
Severity: high

Probability: low

Hazard Score: 3

147



Data collected from Community Health in paper form has been misplaced -
probability is low. This could be prevented by direct data entry to the

computerised system.

Threats and vulnerability of the system

To assess MINET information security and vulnerability to threats, information
regarding the system was obtained. It is noted that the system is located on the
Local Area Network. Anti-virus software was installed on all servers, desktop
and laptops. There are Firewalls, both internal and external, to protect
information. There is an audit trail configured to log all transactions. Log file
analysis is carried out daily and reports of unusual/inappropriate/anomalous
activities are sent to the system administrator for necessary action. The system

ensures the prevention of unscrupulous system attacks.

MINET ensures confidentiality and privacy of the health data. Each patient has
consented to disclose the information for research purposes. There is an
authenticated log in to the system. There is a policy regarding the access. There
is a list of users who have access to the system. User access level is
predetermined and users can access only according to permissions. Access
control is available for system usage and user responsibilities. There is a user

group for MINET which determines access levels.

The system provides a password management function to allow password
changes to be announced. Account authentication cannot be eavesdropped. Each

individual has their own password. Guest/anonymous login is not allowed in case
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of breach of confidentiality, as it is difficult to trace back. Passwords include a
combination of alphabetic, numeric and special characters. A first time password

Is transmitted securely.

The system is a distributed system and data files and database are stored on the
server. The back up is performed at the Simpson Centre and the other community
health service centres. Back ups are stored securely under lock and key. The
Information Service Department has back up of data on tapes and the Simpson

Centre has a data back up on hard disks.

The Simpson Centre uses de-identified data for research purposes and maintains

patient confidentiality. The Centre follows the ‘Database and data extracts policy

and guidelines’ of the South Western Sydney Area Health Service.

4.1.Potential failure mode: the system is attacked by the intruder

Potential effect: breach of confidentiality

Severity: High
Probability: low
Hazard Score: 3
System vulnerability was tested. The system is in Local Area Network with no

access from outsiders.

4.2. Potential failure mode: Staff member stolen the patient information

Potential effect: breach of confidentiality

Severity: High
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Probability: low

Hazard Score: 3

The level of access to the system is predetermined. Staff members can access the
data but the threat is unlikely as all staff members need to follow the privacy and
confidentiality guidelines.

Table 6.10 lists all potential hazards, together with their frequency of occurrence

and severity.
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Potential failure mode: Potential effect Severity Probability | Hazard
Score

1.1. Forms are not marked incomplete data high medium 6

appropriately

1.2. Forms missing incomplete data high medium 6

1.3. Different MRNs for the same data unavailable or medium medium 4

person misleading data for the
research purpose

1.4. Same MRN for different misleading data for the | high medium 6

patients research purpose

2.1 .Forms are printed malaligned Documents Low Low 1
unscannable

2.2. Overwriting an existing file Data loss High Low 3

2.3. Disruption of the scanning Incomplete data entry Low Medium 2

process

3.1. MRN cannot be matched Mother and infant high Medium 6
linked wrongly

3.2. Files cannot be linked Data unavailable for High Low 3
research purpose

3.3. File corrupted Data unavailable High Low 3

3.4. Data cannot be matched Impact in analysis of High High 9
data

3.5. data has not reached the Impact in analysis of High low 3

Simpson Centre data

4.1.The system is attacked by the Breach of High Low 3

intruder confidentiality

4.2. Staff member stolen the patient | Breach of High Low 3

information

confidentiality

Table 7.10: Possible failure modes for MINET
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There is a high probability that data cannot be matched properly as different
versions of IBIS have different data units. These need to be fixed at the time of

form download.

Wrong linkage of data can lead to incomplete or inaccurate data. This can have a
great and immediate impact on patients, assuming this relates to the clinical data.
The Simpson Centre uses aggregated data for statistical analysis and records that
are not perfectly matched are excluded from the analysis. Exclusion of records
will lead to change in data and this can change the percentage of health outcome

or health indicators as all data cannot be included in statistical analysis.

The Simpson Centre uses de-identified data for research purposes and maintains
patient confidentiality. The Centre follows the ‘Database and data extracts policy

and guidelines’ of the South Western Sydney Area Health Service.

The Simpson Centre uses data mainly for health service research. Health services
research is important as it could effectively improve the public health. Health
service research can focus on the healthcare processes, disease pattern, disease
surveillance, prevention of disease and promotion of health. The Simpson Centre
IBIS data are uploaded to the system via batch processing. If the data is real time,

it can be useful for surveillance of disease outbreak or bioterrorism.

The focus of the Simpson Centre MINET database is on maternal and child
health. The IBIS manual clearly explains the format of questions, why the data is

collected, what the data is about and standard for completion. It is noted that
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IBIS data has been considered for data completeness, legibility and integrity of
information. Data are gathered with a clear understanding of what they would be
used for in the future. This is very important as there can be errors in
interpretation and outcome if the purpose is not clearly specified (Warren et. al
2003; Shortliffe and Barnett 2001). There is a clear explanation of privacy policy
and those involved with data entry and/or, data processing also are aware of the
confidentiality. Access level is decided by the user group and the administrator

needs to set the access level accordingly and ensure data privacy.

As data from different databases are used for research, common data standards
are important for different databases. Inaccurate or incomplete information can
have an impact on both research and disease surveillance. Completeness of data
is essential for MINET databases, as incomplete data will result in statistical

analysis error, which will impact on healthcare indicators.

7. 4. Chapter Summary

It is noted that as in the literature, different electronic health record systems are
in use in different health care organizations. Although NSW has targeted to
implement a full electronic health record system by 2010, it can be seen that a
hybrid approach (both paper and electronic) is still predominant in the health
record system case studies conducted as part of this study (CHIME and MINET).
Based on probable near miss events these systems have been modified

accordingly.
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While CHIME has been in use in the Illawarra for less than two years now and
although users have received the appropriate training, the system is not yet
mature and users are still in a period of transition. During the course of this
study, it was found that to date users are not confident enough to use the system,

and moreover believe that it impedes their workflow.

CHIME electronic health records fulfil the primary purpose of electronic health
records categorised by Scholeffel and Jelson, as CHIME constitute a documented
record of care by means of communication among clinician’s, thereby
contributing to the patient’s care. According to EPR (Electronic Patient Record)
levels identified by NHS UK (discussed in Chapter 2) CHIME can be categorised

as a level 2 EPR.

CHIME has diverse groups of stakeholders such as the Commonwealth
Department of Health and Aged Care, New South Wales Health, Community
Health, Illawarra Area Health Service, clinicians, nurses, and administrators. It
also caters for different community health services; it is not customised for

specific user groups.

The main Stakeholder of MINET is the Simpson Centre. The system is
implemented for a specific purpose and is customised according to the needs of

the Simpson Centre — namely health services research.

It can be seen that implementation is a process of modifying the system

continuously and both CHIME and MINET have been modified subsequently to
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adapt to the needs of users. Potential system risks, such as misidentification of
patients, security breaches due to initial password, and incorrect linkage of data
were identified and notified to the appropriate personnel. Improvements to both
systems have been achieved through system modification based on the results

discovered from the case studies.

Both MINET and CHIME are based on community health data focusing on
different information management. However, both systems need to have unique
patient identification to decrease duplication of records for better information
management. Also the search function in CHIME needs to be improved so that

longitudinal healthcare data will be available for patients.

Both systems are hybrid ones, with information also stored in paper-based form.
Data for the Simpson Centre needs to be filled using templates which are
scanned in later. There could still be problems of loss of records before scanning;
computerising the record systems could solve this problem. However, as the data
collection is conducted in different locations, there is a need for infrastructure,

which is currently impossible to implement because of resource limitations.

As discussed earlier, in CHIME the notes or observations from clinical
encounters need to be filled in as free text format, and there is no structure for
health care episodes. If the data were in a structured format, it would be easier
for data entry, retrieval, and search. In CHIME, users need to move from one
screen to another to fill in data, appointments, service requests, and so on, which

is time consuming. This highlights that the system needs to be easy to use. User
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of the system also pointed out in the feedback that the system is not easy to learn
and is impeding the workflow. Impeding clinician’s workflow will have an

impact on the safety and quality of healthcare.

Therefore, the system quality attributes-such as ease of use, response time and
usability of the data are as important as the data quality attributes for the safety
of the electronic health record systems and they should be included in any safety

assessment of electronic health record systems.

It is noted that users consider an 80 percent match of an integrated record as
being ‘highly matched” from the perspective of legacy databases integration.
Users would not use the data to analyse health status or for healthcare research if
they are not fully matched, but a matching algorithm needs to be improved for

safety. The following description illustrates what 99.9 percent means for data

Please see print copy for Table 7.11

Table 7.11: what 99.9% means (http://www.npsf.org/listserv)
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Therefore, perfect match of data is very important and data should be linked
perfectly. User awareness and understanding of safety is very important for

building safer health systems.

Safety attributes of electronic health record systems have been identified in
Chapter 4. Empirical studies from CHIME and the Simpson Centre described in

this chapter proved that these attributes (Table 4.9) are essential.

The importance of uniquely identifying patients could be seen from both case
studies. Problems and possible effects from having duplicate records or patients
not being able to be identified were discussed in the CHIME case study. Potential
near miss events have been identified and the newer version of CHIME will have
the patient’s name and identification displayed on every screen. MINET uses
data for research purposes and uses aggregated data. Therefore, a patient’s name
and identification on every screen is not applicable to the MINET data. However,
there were lots of problems in linking data as patients could not be uniquely
identified,-for example, duplication of MRN, same MRN for different patients,
different MRN for same patients, impossible to link the mother and the baby and
so on. These supported the contention that unique identification of patients is

very important for patient safety.

Both MINET and the CHIME ensure privacy and confidentiality of data. Neither
systems, is directly connected to the Internet and thus attacks from the outside
world are prevented. To prevent attacks from email attachments and intrusions,

internal and external firewalls are present in both systems; antivirus software is
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also installed. However, there was no data encryption in either system. Details of
authorization and access levels of CHIME and MINET were discussed in
Sections 6.2 and 6.3. Patient consent was taken in paper-based form in both
systems. There is a policy regarding access to data. User access level is
predetermined and user can access only according to their associated

permissions.

Neither system is integrated with the physician order entry system or pharmacy
databases. Based on this study, it is recommended that CHIME should

incorporate or integrate with medication management system.

Results on case studies demonstrated that safety attributes identified for EHRS in

Chapter 4 are appropriate for EHRs. Table 7.12 demonstrated the relationship

between the results from the case studies and the safety attributes.
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Attributes Case studies discussed
Identification Near miss incident in CHIME and
impact of wrong linkage of data due to patient v
not identified uniquely in MINET
System security | Both case studies highlighted the importance of v
system security
Privacy Both case studies highlighted the importance of
health information privacy, and discussed the v
importance and prevention of privacy breaches.
Confidentiality | was highlighted in both case studies v
Consent was involved in both studies. v
Disaster To ensure accuracy and availability of data in v
recovery both studies (claimed by both organisations)
storage To ensure data quality in both studies v
Backup It was discussed in both studies regarding v
importance of back up and the data loss
Retention It was to have the historical data for the MINET v
period database(claimed by both organisations)
Data standards | discussed in both studies - enhances data v
interpretability and the relevance
Data was discussed in both studies v
interoperability
Data integrity | was highlighted in both studies v
Medication The MINET database needs to include the history
of medication for research purposes. It was v
suggested to CHIME for error prevention in
medication
Alerts It was suggested by the author to include
different alerts for CHIME for safety purposes v
(but no action taken at this stage)
Data entry The importance of accuracy in data entry was v
discussed in both studies
Attributes of Data quality attributes were reviewed in both v
data quality studies to ensure safety
System quality | Importance of usability, accessibility and ease of v
use were highlighted in both case studies.

Table 7.12: Relationship of identified safety attributes and case study results

Awareness of safety is very important for an organization. Healthcare
organisations need to accept that there could be different risks to their system.

During this study the author has noted that some aspects of questions are
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sensitive for the organisation and interviewees would prefer to claim that the
system exhibits minimum risk only and that all aspects are covered. The safety
culture of an organisation is important and reporting adverse incidents should not
be taken as a reason to blame or litigate. Therefore, a culture, where
acknowledgement of error is not acceptable (Nieva and Sorra 2003) should be
changed in health care organisations and reporting incidents and identifying
errors should be seen as a positive move towards building the safer health care

systems.

There needs to be collaboration and understanding among the administration,
technical staff and healthcare providers as the latter need to use the system for
different purposes. Thus feedback from users should be considered as input for
system improvement and not as negative criticism. However, aspects of social

and organisational behaviours are beyond the scope of this research.

Risks associated with electronic health records can have an impact on diagnosis,
treatment and preventive care. When designing EHR systems, it is important to
decide how safe is ‘safe enough’, without under-designing or over-designing the
system. Whenever a new system is implemented or changes affected within it,
time is needed for users to adopt and adjust. Especially in EHR systems, where
there is reluctance to use the system, system developers should assist and
increase efficiency and workflow. Including safety measures should hinder

neither the adoption nor use of EHR systems.
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This study also demonstrated that a federated system approach would be
preferable to a standard EHR architecture. Problems encountered from CHIME
users clearly demonstrate that the system is not tailored to specific user needs
and instead tries to incorporate all different programs. In CHIME, users need to

adapt to the system; and the system does not tailor to the clinicians needs.

In conclusion, this study has identified an appropriate risk assessment method of
the electronic health record systems conducted safety assessment of the
electronic health record system and highlighted the role of electronic health

record systems in building safer health systems.
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CHAPTER EIGHT

Conclusion and Recommendations

In this concluding chapter, a summary of the key findings of this dissertations are
presented. This research has identified a relationship between dependability and
data quality of EHRs and attributes for safety assessment. The research involved
(i) developing a theoretical basis of safety, based on dependability and data
quality, (ii) defining the safety attributes of EHRs, (iii) identifying a risk
assessment method applicable to EHRs, and (iv) conducting EHR case studies in
different healthcare settings. Answers to the research questions were also

realised.

8.1. Summary of research findings

The research questions posed in Chapter 1 were, “How can the safety of EHRs
be measured?” and “what are the safety attributes of EHRs?” The safety
attributes of EHRs were identified from this study and described in Section 4.12.
Results from the empirical case studies reinforced that the safety attributes
previously identified are appropriate for EHRs. Chapter 5 identified the
appropriate risk assessment method for EHRs and answered the research
question, “how can the safety of EHRs be measured?” The following section
documents the research carried out and demonstrates that the research aims have

been met. The general research aims were:
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To demonstrate that EHRs need to be dependable

The importance of dependability of EHRs was discussed in Chapter 4, including
detailed case examples for EHRs. The empirical case studies of MINET and
CHIME clearly demonstrate that of dependability attributes: - availability,

reliability, safety and security - are critical for the EHRs.

To identify the appropriate risk assessment method applicable to EHR

Systems

This research has identified that risk assessment methods traditionally used in
other industries can be applicable to the safety and risk assessment of EHRs.
These risk assessment methods applicable to EHRs were thoroughly discussed in
Chapter 5. Failure Mode Effect Analysis (FMEA) was identified as the
appropriate risk assessment method for EHRs as this risk assessment method is a
proactive risk assessment. It is important to identify and prevent potential failures
before happening. With FMEA, possible failure modes involved in all the
processes can be identified and recommended the necessary action to prevent
adverse events. Risk assessment case studies conducted on CHIME in the
Illawarra Area Health Service and MINET in the Simpson Centre (SWSAHS)
verify that FMEA is indeed the appropriate risk assessment method for the

EHRs.

To demonstrate that EHR systems are safety related system

Sections 4.9 and 5.2 discussed and established that EHRs are safety- related
systems; this was also supported by the findings from the case studies discussed

in Chapter 6.
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Safety systems are systems whose failure may result in injury or loss of life
(Sommerville 2001). Data in EHRs could be essential in healthcare decision
making process and an error or inaccurate information can impact in healthcare
process. This could have undesirable outcomes on patient’s health and may even
endangering patient’s life. Potential near miss events, potential harm events and
dangerous situations have been identified in both case studies, for example,
potential near miss events in CHIME from not being able to uniquely identify the

patient.

iv.  To identify the risks associated with EHRs by evaluating safety, privacy and

availability of such systems

This has been established by way of the empirical CHIME and MINET studies.
Potential risks of CHIME and MINET were identified in tables 6.7 and 6.12
respectively. These include potential risks such as system unavailability,
incomplete data entry, breach of confidentiality, data loss, impact on data

analysis and so on.

Research findings from the empirical studies indicated that the research questions
have been answered. Sections 6.2. and 6.3 described in detail risk assessment
case studies conducted in CHIME, Illawarra and MINET Simpson Centre
respectively. The case studies supported that the safety attributes identified in
Chapter 4 are appropriate for EHRs and that FMEA is a suitable method for risk
assessment of EHRs. The importance of uniquely identifying patients was

discussed in both case studies. The importance of data entry, verification and
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validation were also highlighted in both case studies. Data interoperability and
data linkages with other systems are essential in both systems. These studies also
highlighted the significance of data quality attributes such as availability,
accuracy and completeness. Privacy, confidentiality and security of systems are
essential in both systems, and there are appropriate principles, policies and
systems in place in both CHIME and MINET. Both studies demonstrated the
dependability attributes: - availability; reliability; safety and security - are
important for patient safety. The case studies also highlighted that system
quality attributes such as ease of use and usability should also be included in the

safety attributes of EHRs.

To sum up, the key original contributions made by this dissertation are

summarised in Table 8.1

SUMMARY

10. identification of the appropriate risk assessment method for EHRs

11. identification of the safety attributes of EHRS

12. outlining the relationship framework for dependability and data
quality of EHRs

13. identification of factors which need to be considered in EHR risk
assessment

14. EHR Risk assessment case studies of 2 healthcare organisations

15. Recommendations for modifications and changes to EHRs based

on results obtained from these case studies

Table 8.1. Original contributions made by this dissertation
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In conclusion, this research has identified the appropriate risk assessment method
for electronic health record systems and identified safety attributes essential to
EHRs. As purposes, functionalities and processes can vary from one EHR to
another, any risk assessment needs to be tailored to the specific needs of the EHR
concerned. By focusing on EHR risk assessment, this study has addressed some
of the issues and challenges concerning the safety and quality of healthcare,

thereby contribution to the building a safer health system(Kohn et al 2000).

8.2. Recommendations for future research

Improving patient safety in healthcare is a pertinent concern for today’s
healthcare industry. As a result of the risk assessment of the EHR systems further

research questions for future research could include:

=  Research of healthcare culture on safety

As the data included in EHRs are patient sensitive health information, only the
test data and training system can be used for the purpose of risk assessment in
this study. This research focused on the failure of technology and not on the
human failures. Organisational culture and behaviour also impact on system
failure. However, these are beyond the scope of this research. As it can be seen
from current research, the culture of healthcare plays an important role in system
safety. ldentifying and reporting errors should not be treated as reasons for blame

but should be considered as striving towards improving safety. Awareness of

166



safety in healthcare organisation is very important. Analysing the organisational
culture will have a beneficial effect on the prevention of medical errors.
Therefore researching the following areas will be beneficial to the safety of the
healthcare organisation:

1. Organisational behaviour and culture of clinical incident reporting, and

2. Research into how to promote clinical incident reporting without

blaming.

= Socio-technical probabilistic risk assessment

Risk assessment of EHR systems was undertaken in this research. Active and
latent failures (discussed in Chapter 4) are caused by human, organisational and
technical failures. As these are all interrelated, analysing socio-technical
probabilistic risk assessments would be beneficial from the viewpoint of
healthcare system safety. Therefore extending the probabilistic risk assessment
method conducted in this research to the socio-technical probabilistic risk

assessment would be beneficial.

= Consumer involvement in improving patient safety

Consumer health informatics is important for patient safety. Information stored
in EHRs is of consumer health information and if this information could be
available to consumers/patients, people could take greater responsibility for their
healthcare. As discussed in Chapter 4, consumers need to know where their
information is stored, for what purpose and who can access this information.

Consumer feedback is also important for adverse drug reactions (O’Brien and
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Yearwood 2003). Health information available to consumers is important as it
would encourage consumers to be active partners in their healthcare. Consumers
receive their healthcare from different healthcare providers, thus granting
consumer access to EHRs would enhance consumers to be full partners in
managing their own health. Implementing web-based Personal Health Records
would enhance consumer involvement in healthcare and play an important role in
patient safety. Therefore, research of consumer involvement in healthcare,
availability of health information to consumers, the current state of personal
health record systems, and the role of consumers in enhancing safety would all

add value in improving patient safety.

= Mobile data devices

Patients may consult different healthcare providers throughout their life, likewise
healthcare providers may need to visit patients for different purposes - for
example, ambulatory care provider, making home visit, doctors visiting patient at
their bed site, ward rounds in hospitals. Therefore, it can be seen that healthcare
is mobile and integrating mobile data processing would be beneficial to
healthcare. Therefore, studying whether wireless technology will have added

value to healthcare safety would be an important area of research to investigate.

Patient safety is an important issue in the healthcare industry. This research
identified the appropriate safety assessment for the EHRs, outlining the
relationship framework for dependability and quality of EHRSs. It can be seen that
data in EHRs reflect the process and outcome of healthcare delivery and

conducting risk assessment of EHRs can indeed enhance the quality and safety of
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healthcare. Therefore, identifying the appropriate risk assessment for EHRs is

indeed a valuable asset for health informatics.
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