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ABSTRACT 
 

This dissertation examines the major determinants of GDP growth in Iran using annual 

time series data spanning the years from 1960 through 2003. The Iranian economy has 

been subject to a multitude of structural changes and regime shifts during the sample 

period. Thus after applying conventional unit root tests like Augmented Dickey–Fuller 

(ADF) and Phillips-Perron (PP) procedures, time series properties of the data are 

analysed by applying the Zivot-Andrews (ZA, 1992) model, Perron’s (1997) 

Innovational Outlier (IO) and Additive Outlier (AO) models and finally the Lumsdaine 

and Papell (LP, 1997) approach to determine endogenously the more likely time of 

major structural breaks in various macroeconomic variables of the Iranian economy. 

Based on the above models, the presence of one and two unknown structural breaks in 

the data are considered. After accounting for the single most significant structural break, 

the results from the ZA, IO and AO models clearly indicate that for all series under 

examination, the null hypothesis of at least one unit root cannot be rejected, a result 

consistent with those of conventional unit root tests. In other words, the empirical 

results based on both the conventional unit root tests as well as on all the above new 

models of unit root tests which take into account the presence of potential structural 

breaks, indicate that there is not enough evidence to reject the null hypothesis of unit 

root for any of the variables under investigation. However, when two structural breaks 

are incorporated into the testing procedure within the framework proposed by LP, the 

test results indicate that the unit root hypothesis is indeed rejected for some of the 

variables under investigation at the 10 per cent level or better. 

It should be noted that the critical values reported by LP (1997) cannot be used 

to make a decision about the stationarity of the series under investigation in this 

research. The empirical literature shows that the critical values are heavily dependent on 

the sample size and as the sample size in the present study differs markedly from LP’s, 

applying this testing procedure, only the existence of two significant potential structural 

breaks in the data can be determined and it is not possible to adequately examine the 

stationarity of the data under investigation. 

Empirical results indicate that for a majority of the variables under investigation 

the endogenously determined break dates based on the above mentioned methodologies 

closely correspond to some important phenomena in the economy such as  (a) the oil 
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boom in the 1974-75; (b) the effects of the Islamic Revolution (regime change) in 1979 

and finally (c) the outbreaks of the Iraqi war in the1980s. 

In order to address the role of exports in economic growth, i.e. to examine the 

export-led growth hypothesis (ELG) in an oil based economy, an extended Feder-type 

aggregate production function model is proposed, which considers the broad range of 

externality effects of exports (both oil and non-oil) on the economy. In this model, by 

following the endogenous growth theory as well as recent empirical findings on the 

trade-GDP nexus, factors such as: physical capital (R&D effects), human capital 

(representing knowledge spillover effects), export expansion (proxying positive 

externality effects), and total imports (capturing learning-by-doing effects) are 

considered in order to determine their effects on economic growth. 

A production function approach which includes all of the above-mentioned 

factors is then used in the cointegration analyses: both conventional cointegration 

approaches such as the Johansen-Juselius (1990) technique as well as newer 

cointegration approaches (e.g. Gregory-Hansen (1996) and Saikkonen and Lütkepohl 

(2000)) are employed to determine the long-run drivers of economic growth in the 

presence of structural breaks in Iran. This latter cointegration technique accommodates 

potential structural breaks which could potentially undermine the existence of a long-

run relationship between GDP growth and its main determinants. 

As both traditional cointegration tests (like Johansen-Juselius), as well as tests 

for cointegration in the presence of structural breaks (i.e., GH (1996) and SL (2000)) 

have all shown that there exists only one cointegrating vector, therefore applying the 

autoregressive distributed lag (ARDL) procedure is the best way of determining long- 

run and short-run relationships. The ARDL procedure is more appropriate with mixed 

order I (0) and I (1) processes. For this reason, the error correction version of the ARDL 

procedure is then employed to specify the short- and long-term determinants of 

economic growth in the presence of structural breaks. The estimated model tracks the 

historical data very well and satisfies various specification and stability tests.  Empirical 

estimates indicate that, in the long-term, policies aimed at promoting various types of 

physical investment, human capital, trade openness and technological innovations will 

improve economic growth. 

More specifically, empirical results show that while the effects of gross capital 

formation and oil exports are highly significant and important, as expected, for the 

expansion of the Iranian GDP over the sample period, non-oil exports and human 
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capital are generally less pivotal and have an even smaller effect than had been 

anticipated.  However, whilst the long run non-oil exports are small, they are 

statistically significant. It is also found that the speed of adjustment in the estimated 

models is relatively high with 40-60 percent of disequilibrium eliminated within one 

year. The empirical findings of this research indicate that in order to achieve high and 

stable economic growth and to protect the economy from the negative effects of oil 

price fluctuations, the Iranian government should continue its quest for more efficient 

and effective non-oil export promotion policies as well as its diversification strategies 

aimed at weaning the economy from its dependence on the oil sector.  
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CHAPTER 1 

INTRODUCTION 
 

1.1.  Background of the Study 

The literature on international economics suggests that there are a number of ways in 

which the expansion of exports promotes economic growth.  Increased export earnings 

help reduce the foreign exchange gap and thus facilitate the importation of capital goods 

and technical knowledge, and these would lead to economic growth. According to 

Bhagwati (1978) and Krueger (1978), the expansion of exports leads to specialization, 

economy of scale and the efficient allocation of resources.  This, in turn results in an 

increase in the real income, economic growth and productivity of a country, a sequence 

of events which they call the Export-Led Growth Hypothesis (ELG).  Despite the 

expected positive effect of exports on GDP, however, developing countries, depending 

on their economic requirements and their structure, have not only relied on such export 

promotion policies but also pursued import substitution strategies or, indeed, a 

combination of these two. 

 Governments deciding on which economic policy to follow, are immediately 

faced with the following questions: 

•  Do the economic benefits accrued from the adoption of outward looking 

strategies exceed those of inward looking strategies? 

•  Does attaining a given level of economic development constitute the pre-

requisite for benefiting from the expansion of exports? 

•  Is there any relationship between the degree of effectiveness of outward looking 

strategies for a developing country and the level of economic growth in its major 

trading partners? 

Although there has been much progress in determining the relationship between export 

expansion and economic growth, a number of theories as well as empirical studies have 

set forth differing answers to these questions. Some economists are of the view that an 

export expansion policy leads to improvements in the productivity of individual sectors 

and in the concentration of capital in the production sector but can we now assume that 

this export expansion is the sole reason behind the production growth? Perhaps the 

direction of causality functions in the opposite manner:  could growth in GDP, indeed, 

lead to the expansion of exports? 
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           Although empirical studies show that by adopting export promotion policies, 

newly industrialized countries (for example those in South East Asia) have constantly 

demonstrated higher rates of growth compared to other countries, it remains to be seen 

whether these higher growth rates are due, in fact, to these policies.  In addition, a 

strategy to quantify the potential effectiveness of export expansion on economic growth 

would be of great help to governments evaluating appropriate economic policies.  

Leaving aside those developing countries which are wholly oil-dependent and therefore 

at the mercy of the huge fluctuations of the international oil market, this study turns its 

attention to the case of Iran, which in addition to policies regarding its huge oil reserves 

and exports, has attempted to implement policies aimed at increasing non-oil exports. 

Using data from 1960 to 2003, this study examines the relationship between the 

expansion of exports and economic growth in Iran, to evaluate the effectiveness of both 

oil and non-oil export promotion policies. 

 

1.2.  Objectives of the Study 

The primary objective of this study is to investigate the nature of economic growth in 

Iran and to identify its major determinants.  To do this, we use an augmented production 

function model that includes human capital accumulation and trade flow between the oil 

and non-oil sectors of the economy. In particular, the study proposes to investigate the 

relationship between trade (exports and imports) and economic growth in order to test 

the degree of meaningful effects of export promotion policies on the country’s 

economic growth through empirical investigation of the Export-Led Growth hypothesis 

(ELG) for an oil-based economy. In other words, the study attempts to find out whether 

the export sector (oil and non-oil) has promoted economic growth in Iran or not? 

Therefore both total exports, as well as exports disaggregated into oil and non-oil 

exports, were used to test the hypothesis of ELG in Iran.  We proceeded in the 

following manner: 

•  Theoretical and recent empirical works on the topic of the trade-GDP nexus 

were reviewed. 

•  A model was developed for an oil-based economy to examine the export-led 

growth theory (ELG) based on the prevailing literature regarding the trade-GDP 

nexus, and in particular on the export ratio and the export multiplier derived by 

Feder (1982) and extended by Salehi-Esfahani (1991). 
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•  Recent cointegration techniques were applied to examine and identify the 

relationship between the expansion of exports and economic growth. 

•  The effectiveness of the oil and non-oil exports promotion policies on overall 

economic growth (GDP performance) was examined. 

•  The impact of structural breaks on the time series property of Iran’s 

macroeconomic data was evaluated. 

•  A dynamic error correction model (ECM) was established in order to determine 

any long-run relationship as well as any short-term equilibrium model between 

trade and GDP. 

In fact, the major contribution of this study is the application of the new cointegration 

techniques in the presence of structural breaks to determine the trade-GDP nexus in 

Iran. This study will examine the possible effects of transferring the resources from the 

non-export to the export sector first investigated by the Feder (1982) model as well as 

the extended Feder type model for an oil-based economy. The relative growth of the 

export sector appears to affect the rate of growth of the non-export sector and the rest of 

the economy as well. This study will find out the policy implications relating to non-oil 

export promotion in the Iranian economy. 

 

Hypotheses: 

1. GDP growth leads to growth in total exports. 

2. The growth of non-oil exports in Iran does not demonstrate a significant effect on the 

growth of GDP. 

3. Iranian oil exports demonstrate a sizeable effect on the growth of GDP. 

4. The expansion of international trade will have a positive effect on the Iranian 

economy. 

5. The Iranian economy has been subjected to numerous structural breaks, which have 

significant effects on the time series properties of the data, e.g. unit root tests and 

cointegration results.  

 

1.3.  Econometrics Methodology 

This study uses separate production function models and comprehensive econometric 

methodologies which investigate non-stationarity and cointegration in time series data 

between 1960 and 2003.  In particular, in order to test for non-stationarity of the data 
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employed in this research, both conventional unit roots tests and new testing procedures 

like the Innovational Outlier (IO) and Additive Outlier (AO) models are applied.  In 

order to determine any long-term relationship between trade and economic growth 

based on an extended Feder-type model, this study applies Johansen cointegration tests 

and some new cointegration techniques (Gregory-Hansen (1996) and Saikkonen-

Lutkephol (2000). Finally, in order to identify the long-run as well short-term 

determinants of economic growth in Iran, an error correction model (ECM) version of 

the ARDL was applied.  Applying several different econometric techniques, this 

research can achieve more robust results and in addition, using these new cointegration 

techniques in the presence of the structural breaks provides more efficient short-run and 

long-run coefficient estimates and avoids the problems of a potential ‘spurious 

regression’. 

  

 1.4. Organization of the Thesis 

The study is divided into eight chapters. Chapter 2 of this research explores Iran’s 

economic performance during the period under analysis (1960-2003) and provides a 

historical background to the Iranian economy from pre-revolutionary times to the post-

revolutionary period. While providing a general picture of the main features of the 

Iranian economy, the sectoral composition of the Iranian GDP is also highlighted. The 

review reveals that the country has undergone a number of structural changes, e.g. the 

Islamic revolution, the eight-year war with Iraq, and a number of huge fluctuations in 

the price of oil.  Quantitative analysis shows that Iran’s dependency on oil has 

continued to affect the economy very significantly. In terms of GDP, we find that GDP 

performance closely follows the performance of the value added in the oil sector.  This 

dependency becomes even worse during the first decade after the 1979 revolution 

because it coincides with eight years of war with Iraq, and the continuing US trade 

embargo. The enormous cost of the devastating war with Iraq deprived the country of 

many opportunities for development.  However, after the war as part of the 

reconstruction effort, three comprehensive Five-Year Development Plans (FYDP) were 

implemented and the fourth one is still in progress.   Through offering shares in the 

Tehran stock market and establishing free trade zones in order to attract foreign direct 

investment (FDI), these FYDPs are aimed at  privatization and trade liberalization.  

  Chapter 3 provide an analysis of the Iranian foreign trade sector, looking at the 

share of trade represented by disaggregated exports and imports, as well as the 
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importance of both the oil and the non-oil sectors in Iran’s GDP performance.  What we 

observe in Chapter 3 is essentially the  role played by the oil sector over all other sectors 

in the Iranian economy.  Indeed, oil continues to act as the leading driver of the Iranian 

economy. 

 Chapter 4 reviews the pertinent theoretical literature, including recent debate 

concerning the relationship between trade and growth. In fact this chapter includes both 

the theoretical basis of the trade-GDP nexus as well as empirical econometric studies 

which measure the macroeconomic impact of trade (especially export) on GDP. We 

explain earlier models of the trade-GDP relationship and then re-examine this 

relationship in the light of new endogenous growth models. Following this examination 

of the theoretical background, attention is directed to the empirical issues, examining 

them in the light of a comprehensive literature review in the area of the export-led 

growth hypothesis.  

        Chapter 5 derives and explains the model to be employed in this research.  Based 

on theoretical considerations and on the empirical review presented in the previous 

chapter, Chapter 5 specifies a Feder-type model for an oil-based economy. In this 

model, the positive effects of the export sector on the rest of the economy are 

highlighted. In the same manner, the second model (the extended Feder model) is used 

to examine the effects on GDP growth performance of disaggregating exports into the 

oil and non-oil sectors in the presence of other variables like physical and human capital 

as well as imports. 

 In order to overcome several potential problems of previous studies on the trade-

GDP nexus, we adopt both cointegration techniques as well as the error correction 

model (ECM) version of the ARDL approach, applying them to a special form of the 

production function, which treats exports as a kind of production factor.  Trade is 

assumed to exert externalities through international knowledge spillover, etc as 

suggested by endogenous growth theories. Until now, most empirical research 

concerning the trade-GDP nexus had been done using conventional econometric tests.  

Because the Iranian economy has been faced with significant structural breaks, applying 

only conventional tests would most likely result in misleading empirical findings (so-

called “spurious regression”). For this reason, therefore, in Chapter 6 more recent 

methodologies like IO and AO unit root tests for investigating the non-stationarity of 

the Iranian macroeconomic data are applied. 
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 In Chapter 7, the nature of economic growth in Iran is investigated using recent 

cointegration techniques. This chapter applies a multivariate cointegration analysis to 

determine the long-run relation between exports and other components of the GDP. In 

order to explore the sources of economic growth in Iran, we apply the ARDL approach 

and finally, in order to check for the direction of causality between exports and 

economic growth, we applied the ECM version of the ARDL model as well. The final 

chapter outlines the major findings of the study and looks at the policy implications of 

these findings. 
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CHAPTER 2 

AN OVERVIEW OF THE IRANIAN ECONOMY (1960-2003) 
 

2.1. Introduction 

Before starting the empirical work in this study, we must take a closer look at the main 

characteristics of the Iranian economy during the period under study (1960 to 2003). 

This period has been divided into two sub-periods, namely the pre-revolutionary period 

(1960-78) and the post-revolutionary period (1979-2003).  Before the 1979 revolution, 

the most salient feature of the Iranian economy was the oil boom in 1973-74, which led 

the economy to sharp economic growth. However, after the Islamic revolution in Iran in 

1979, the Iranian economy was subject to a number of major problems, disruptions and 

shocks. The after-effects of the revolution itself, the Iran-Iraq war and continuing U.S. 

sanctions shackled the economy, preventing it from fully realizing its potential (Pesaran, 

2000). The country was unable to take full advantage of its strategic geopolitical 

situation, its rich resources and the opportunities which were made possible by rapid 

technological advances, the increasing globalization of the world economy and the 

“opening up of new markets in Eastern Europe and in central Asia” (Pesaran, 2000: 28). 

This chapter is divided into several sections. Section 2.2 discusses the 

geographical position and climate of Iran followed by an analysis of the population and 

the Iranian labour force, both active and unemployed in Section 2.3. Section 2.4 reviews 

the growth of the Iranian GDP and its sectoral composition. In Sections 2.5 to 2.8, the 

individual domestic sectors of the economy, which make up GDP, i.e. agriculture, oil 

and gas, industries and mining, and services are then analysed. Finally, a summary and 

some concluding remarks are offered concerning Iran’s macroeconomic performance 

and policy during the period of the study (1960-2003). 

 

2.2. Geographical Position of Iran 

Iran means the ‘land of the Aryans’, and it refers to those who settled some four 

thousands years ago in the Middle East region. Iran is situated in southwestern Asia and 

its area is 1.648 million square kilometers.  Its geographical location has been important 

to its politics and history.  Iran is bounded on the north by the Caspian Sea (740km), the 

Azerbaijan Republic (611 km), Armenia (35 km) and Turkmenistan (992km). To the 
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west it shares borders with Turkey (497km) and Iraq (1,458km).  To the south-west lie 

the Persian Gulf and the Sea of Oman and to the south-east Afghanistan shares a 936 

km border and Pakistan a 909 km border with Iran  (Razzaghi, 1992). 

  Due to its vast area, the country is subject to differening climate systems. The 

Caspian Sea area is humid and has heavy rainfall.  The mountain areas of the north have 

huge amounts of snow.   An extremely dry climate is  found in the desert area in the 

central plateau of Iran, which contains extensive deposits of minerals, including 

chlorides, sulfates and carbonates.  In the remaining areas of the country the climate is 

less extreme with moderate temperatures and rainfall (Salehkhou, 1999). 

 

2.3. Population and Employment 

The Iranian population has increased very significantly.  Indeed it more than doubled 

due to the baby boom in the early years after the revolution, and rose from 

approximately 30 million in 1977 to 62.8 million in 2000 (Central Bank of Iran ‘CBI’, 

2001a). According to the Management and Planning Organization of Iran (hereafter, 

‘MPOI’, 2002), the population growth rate increased from an average 2.7 percent 

between 1966 and 1976 to 3.9 percent between 1978 and 1987.  According to Azimi 

(1992), there were 3 million unemployed in 1988.  He noted that in this year the active 

proportion of the population constituted 26.4 percent of the total population, which 

means each employed person had to support at least 4 people.  After 1989, however, 

due to the effects of family planning and population controls programs as well as health 

and contraception education, the population growth rate decreased very significantly 

and the annual average rate of population growth between 1986 and 1991 was 2.4 

percent. This trend continued during the period between 1991 and 1996, decreasing to 

1.4 percent and finally for the period between 1996 and 1998 the population growth 

decreased to as low as 0.9 percent.  It should be noted that due, on the one hand, to the 

significant increase in the population growth rate during the 1980s, the first decade after 

the revolution, and on the other, to the government’s inability to provide growing job 

opportunity, during the past twenty years the Iranian economy has been faced with a 

serious problem of unemployment.  In fact, between 1966 and 1976 unemployment 

increased from 9.2 percent to 10.1 percent.  This increasing trend continued and by 

1986 unemployment had reached as high as 14.2 percent.  

However, after the ceasefire in 1988, which led to a massive reconstruction 

effort with the implementation of the first Five Year Development Plan  (1989-1994), 
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resulting in sound economic growth, many new job opportunities were created and 

consequently the unemployment rate decreased sharply.  The unemployment rate 

between 1991 and 1996 decreased from 11.1 percent to 9.8 percent. Unfortunately, after 

1996, because of a serious economic recession in the country and low economic 

performance, the unemployment rate grew instead and increased to 16.1 percent by 

2000 and 15.7 percent by 2001 (MPOI, 2002). Official data indicate that due to this 

post-revolution population explosion, by 2000, people less than twenty years of age 

constituted more than 48 percent of the total population (CBI, 2001a). The total number 

of employed in this year reached 15,576 thousand. The unemployment rate was about 

15 percent in 2000 and the unemployed population reached 2.7 million in that year 

(CBI, 2001a). Some economists believe, however, that the real unemployment rate is 

higher than that of the official data and with this young population a high 

unemployment rate will be one of the feature of the Iranian economy at least for the 

next decade. According to Valadkhani (2004), there has been a marked disequilibrium 

between supply and demand in the labour market.  Between 1996 and 2000 an average 

692,750 new job seekers entered the labor market competing for the 296,250 new jobs 

created each year. According to the third Five Year Development Plan (FYDP) (cited in 

Valadkhani, 2004: 457) between 750,000 and 800,000 job seekers would look for job 

opportunities each year during the third FYDP.  During this same period of time, 

because of this serious disequilibrium between labour supply and demand, 

approximately half a million people are expected to join the ranks of the unemployed 

each year.  Given this picture, one can claim that the problem of a high unemployment 

rate remains a serious issue for the government over at least the next ten years. 

 It is interesting to note that between 1960 and 2003, the relative percentages of 

employment by sector also changed.  For example, in 1966 around 10 percent of the 

labour force was employed in the agricultural sector, 18.5 in industry and mining and 

71.5 percent in construction, services and energy.  By 1986, these figures had changed 

completely.  Employment in the agricultural sector increased to 16.5 percent while 

employment in the industrial and mining sector decreased to 13.5 percent.  In 1996, the 

ratio of the labour force employed in the agricultural sector again decreased to as low as 

9.9 percent and the ratio of the labour force employed in the industrial sector reached 

17.5 percent.  This means that the percentage of the workforce represented by 

construction, services and energy remained relatively constant at over 70 percent 

(MPOI, 2002). It should be noted that the majority of unemployed workers in Iran are 
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unskilled simple workers from rural areas who move to cities and towns in order to find 

a job in the service sector.  For this reason, a considerable number of these unskilled 

workers in the cities are engaged in ‘unproductive activities’ (Valadkhani, 1996). 

 Another interesting issue is the share of the labour force employed by the private 

and by the public sectors of the economy.  In 1976, the labour force employed in the 

private sector comprised more than 80 percent of the total labour force and the share of 

the public sector was around 19 percent.  In 1986, ten years later, due to an economic 

recession and the movement towards greater government intervention in the economy, 

the share of the labour force in the private sector decreased to 64 percent while the share 

of the labour force in the public sector increased to around 32 percent.  Finally, in 1996, 

due to the implementation of adjustment policies and the privatisation of the economy 

based on the second FYDP (1995-1999), this picture changed again and the private 

sector increased to 68 percent of the total employed labour force and the government 

share fell to around 29.2 percent (MPOI, 2002). 

 

2.4. Gross Domestic Product (GDP) and its Sectoral Composition 
One of the most important steps in analyzing the Iranian economy is to review the 

structure of GDP and its sectoral composition. The statistical data used in this chapter 

are expressed in 1997 constant prices and have been collected from the Central Bank of 

Iran ‘CBI’ (2001b; 2004), unless otherwise indicated. Figure 2.1 show that the Iranian 

GDP growth performance between 1960-2003 was quite volatile.  The pattern of GDP 

growth during the past four decades indicates that before the revolution there was a 

significant rising trend in GDP due to the oil price boom and rising exports.  After the 

revolution, however, this upward trend did not continue.  The revolution, the Iran-Iraq 

war as well as unfavorable conditions on the world oil market had severe negative 

effects on GDP growth (Haerian, 1996). 

           Figure 2.1 shows clear breaks in the Iranian GDP growth rate trend that coincide 

with the effects of the 1974 oil shock, the Islamic Revolution in 1979 and the Iraqi war 

beginning in 1980. In other words, the most notable feature of this figure is that the 

Iranian GDP growth is unstable and subject to wild and periodic fluctuations: in fact, 

clear upward and/or downward movement is evident and they coincide with the oil 

boom in 1974-75, the Islamic revolution in 1979, the war with Iraq beginning in 1980 

and the oil price collapse in 1986.    
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Figure 2.1 

Annual Growth Rate of GDP at Constant 1997 Price 

(1960-2003) 

 

 

Pre-revolution (1960-78): The rate of GDP growth in the 1970s was very high 

compared with the 1960s due to the high annual rate of oil production and huge oil 

export revenues. In 1975, for example, the oil price increased by four-fold, and this led 

to the sharpest growth in GDP in 1976 (17.6 percent).  The Iranian government’s 

policies have always seen the oil industry as the leading sector, and the source of 

foreign exchange for development projects.  According to Jalali-Naini (2003), already 

by the Third Development Plan (1963-1967), before the revolution, import substitutions 

had become the official policy.  The same general patterns were followed in the Fourth 

Development Plan (1968-1972).  Because of the huge oil windfall during the Fifth 

Development Plan (1973-1977), however, the government began to let domestic 

protection slip and tried to implement open-door policies. 

      The National Account of Iran, (CBI, 2001b) showed that in fact, during the entire 

period before the revolution (1960-1978), GDP enjoyed an annual growth rate of about 

9 percent.  Jalali-Naini (2003), noted that significant share of the oil revenues in GDP, 

the low inflation rate, the stable exchange rate and the channeling of resources to the 
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industrial sector through the Five-Year Development Plans all constituted an 

environment very favorable for a high rate of economic growth in Iran in this period.  

He argued that even the growth rate of non-oil GDP followed suit during the pre-

revolutionary period (1960-1977).  According to Hakimian (1999:1), “favorable GDP 

growth rate during this period made Iran one of the few developing countries which 

succeeded in reducing their relative income gaps with the industrial countries. The 

situation, however, changed radically after the late 1970s as Iran experienced a 

retraction in GDP per capita standards throughout the 1980s followed by a generally 

lack–luster performance in more recent years.” 

 

2.4.1. First Decade after the Revolution (1979-88) 

The beginning of the Islamic revolution in 1979 brought about significant changes in 

economic policies. There was greater state control on prices and extensive 

nationalization was undertaken.  This policy was implemented in regard to large-scale 

modern industries, the entire banking system, the insurance system as well as foreign 

trade (Jalali-Naini, 2003).  In addition to nationalization, the government’s continuing 

inward orientation and its expansion of social subsidy programs were other basic 

features of the new economic policy. Moreover, during the first decade after the 

revolution, Iran was faced with an eight-year war with Iraq and this assured that these 

policies would continue (Jalali-Naini, 2003).  The average real growth rate of GDP for 

this post-revolutionary period declined significantly between 1978 and 1981. The flight 

of capital and skilled workers and the commencement of the eight-year war were the 

major factors relevant to the dramatic decline in GDP in the early post-revolution years 

(Pesaran, 1995). The Iran-Iraq war, of course, was devastating to the Iranian economy. 

There was a serious decline in GDP because of lost oil revenues due to war damage on 

the oil infrastructure and hence oil exports.  The direct expenditures of the war 

comprised on average 16.9 percent of total expenditures of the Iranian government 

between 1981 and 1986 (Mazarei, 1996).  The physical damage of the war is estimated 

by the Iranian government at about 30,811 billion Rials (Mazarei, 1996), not to mention 

the toll in human suffering, the direct effects on the labour force and the loss of human 

capital due to emigration.   

  The oil crisis and a sharp drop in foreign exchange from oil revenue in 1986 led 

to a recession during the 1986-88 period. According to Mazarei (1996), the difficulty in 

importing intermediate and capital goods due to lack of foreign exchange was one of the 
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causes of serious problems in the supply side of the Iranian economy at this time. Table 

2.1 indicates the real growth rate of GDP between 1979 and 1987. Real GDP, measured 

in constant 1997 prices, decreased from 209 919 billion Rials in 1979 to 191,312 billion 

Rials in 1987.    During the war period (1980 - 88) the real GDP growth rate declined to  

–1.5 percent and the per capita GDP growth rate declined by -3.7 percent (Hakimian, 

1999).  The two main reasons for unsatisfactory GDP growth performance in this period 

were, according to Jalali-Naini (2003), the war’s destruction of valuable productive 

assets and the negative terms of trade because of the oil price collapse of the mid-1980s. 

He also noted that the high level of uncertainty and adverse incentive/price signals were 

caused by the nationalization process, economic mismanagement and institutional and 

public sector inefficiency.  In fact, Jalali-Naini argues that credit, loans, foreign 

exchange rates and imports were all controlled by the government and that situation led 

to low rates of private sector investment in the economy. Obviously, low investment 

rates, lack of efficiency and low productivity caused the per capita GDP growth rate to 

be negative during this period. 

It should be mentioned that the drastic decline in the GDP per capita growth rate 

during the first decade after the revolution resulted from rapidly expanding population 

on the one hand and severe decline in the real GDP on the other.  It should be noted 

however, that during two years of this period, that is, 1982 and 1983, the Iranian 

economy experienced instead, a very strong GDP growth, due to the boom in oil prices 

on the international market (see Table 2.1). 

 

Table 2.1: GDP During the First Decade after the Revolution  

    

                 
 

          In summary, the two most important reasons for the low growth performance of 

the economy during the first decade after the revolution were:  first, the cost of the 

physical damage inflicted by the war and second, the negative effects of the war on the 

economy because of massive war-related expenditure. 
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        The total damage of the eight years of war was estimated by Amirahmadi (1990) to 

be about $US 592 billion of which $US 369 billion related to damage inflicted on the 

infrastructure of the country’s machinery, buildings, equipment, materials, oil refineries, 

factories and other national wealth. This estimate, however, excludes the loss of oil 

export revenues (Amirahmadi, 1990). The war damage is estimated to have ranged 

between 12.4 to 47.94 percent of the GDP in every year from 1980 to 1988.  Moreover, 

the huge military expenditure is estimated to be between $US105 billion to $US110 

billion (Iran Chamber of Commerce, Industrial and Mining (ICCIM), cited in Haerian, 

1996: 60). In addition,  $US3 billion extra charges went for shipping oil exports beyond 

the war zone and a further $US3.5 billion for the cost of re-orienting imports to ports 

unaffected by the war (Amirahmadi cited in Haerian 1996: 60).  

 

2.4.2.  GDP Growth During the First Five Year Development Plan (1989-93) 

With the end of the war in late 1988, a new period of post-war reconstruction efforts 

and economic adjustment policies were implemented under the First Five-Year 

Development Plan (FYDP). According to Pesaran (2000), the first FYDP (1989-93) 

aimed to regenerate the economy, reconstruct the war-damaged regions, and promote 

foreign investment, to reform foreign exchange and implement trade liberalization 

policies. With the beginning of this FYDP real GDP increased by 5.9 percent in 1990. 

Moreover, re-building of the war damaged areas and infrastructure contributed to an 

economic growth rate of 14.1 percent in the second year (1991) of the plan.  As can also 

be seen from Table 2.2, during the first FYDP, real GDP increased at an average annual 

rate of 7.5 percent, which was slightly below the plan’s target (8.1 percent). 

Liberalization of trade and foreign exchange markets together with the utilization of 

previously unused capacities in the economy were the main drivers of the high 

economic growth achieved from 1989 until 1993 (Pesaran, 2000). Moreover, according 

to Jalali-Naini (2003: 32), the upturn in economic growth in this period “ partly reflects 

the unwinding of some of the government controls and partial correction of the prices 

system” imposed in the period of the post-war reconstruction. 
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Table 2.2: GDP Growth Rate During the First Five-Year Development Plan  
   

 

Iran’s post-revolution Five-Year Development Plans (FYDP) followed IMF policy 

recommendations for all developing countries.   Jalali-Naini (2003) (among others) has 

called such reforms “structural adjustment policies” and has noted that they contain a 

privatization strategy which leads to  more reliance on the market mechanism, price 

reforms and the removal of restrictions on foreign-trade.  According to Salehkhou 

(1999), the main objectives of the first FYDP are: 

 

•  Privatization:  The economy would gradually be privatized by reducing the size 

of the government and selling shares of state controlled industries and 

nationalized companies to the private sector. For this reason, the Tehran Stock 

Market (TSM) was re-opened. 

•  Price liberalization: Commodity price control would be eliminated by 

gradually decreasing subsidies. 

•  Trade liberalization: By eliminating tariffs and superfluous customs 

regulations and formalities, as well as reducing restrictions on imports and 

exports, trade was  to be liberalized and reformed. 

•  Post-war re-construction:  Reconstruction of the regions affected by the 

massive damage of the war would be fostered through major new investment 

projects in infrastructure.   

•  Non-oil export promotion policy: Applying an export promotion policy would 

increase the quantity and value of non-oil exports. 
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2.4.3. GDP Growth During the Second Five Year Development Plan (1995-1999) 

With the achievements and failures of the first FYDP in mind, the government was 

especially keen to be sure that the second FYDP would be efficient and effective. The 

completion of infrastructure and development projects initiated under the first FYDP 

were the main priorities of the second FYDP (Salehkhou, 1999). The target growth rate 

of  the second FYDP was 5.1 percent, which was less than the first FYDP target. 

However, as a result of the oil price collapse during the second FYDP period, the 

projected GDP growth rate  slowed down. The average GDP growth rate remained at 

3.3 percent, against the 5.1 percent projection for the second FYDP (see Table 2.3). 

 

Table 2.3: GDP Growth Rate During the Second FYDP (1994-98)  

   

 

  

 

 

 

    

 

In a similar way, the second FYDP drew up targets for economic sectors as well as 

identifying key areas needing reform.  According to Salehkhou (1999), some of the 

most important strategies to be introduced included: 

 

•  Establishing the Export Guarantee Fund (EGF) and the Export 

Development Bank (EDB): In order to achieve and enhance the policies of the 

non-oil export promotion strategy, the EGP and the EDB were established 

together with a comprehensive export insurance system. 

•  Environmental Concerns:  Consistent with worldwide efforts, threats to the 

environment, especially air and soil pollution, were to be addressed. 

•  Long-range policies:  Long-term solutions in the areas of infrastructure, 

communication and transportation were sought. 

•  Privatization:  Like the first FYDP, the second FYDP continued to gradually 

decrease the role of government in the economy through privatization. 
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At the end of the second FYDP in 1999, the Management and Planning Organization of 

Iran (MPOI) introduced the third FYDP for the period of 2000 to 2004. According to 

the CBI (2002a) the policy framework of the third FYDP mandated: 

1. The establishment of the “High Administrative Council” to reform the 

administrative system; 

2. The assessment of the financial position of national companies with the 

aim of privatization; 

3. The creation of the “Oil Stabilization Fund” (OSF) in order to protect the 

national economy from the negative effects of potential collapses in the 

oil price; 

4. The introduction of appropriate conditions for private banks and private 

non-bank credit institutions and, 

5. The removal of non-tariff barriers in order to promote foreign trade. 

  

With overall improvement in general economic conditions, GDP exceeded the projected 

target and grew by 5.1 percent during the first year of the third FYDP. This growth was 

due to a positive upturn in the oil market with crude oil prices increasing by 36 percent 

to US$25.3 per barrel, an increase in Iran’s OPEC quota, a consequent rise in the 

production of crude oil and the implementation of new foreign trade regulations which 

improved the export of non-oil production as well (CBI, 2002b). 

 

Table 2.4: A Comparison of GDP Growth Rate in Different Periods 

    

 

 

 Table 2.4 clearly shows that before the revolution the average GDP growth rate was 

around 9 percent.  In fact this growth peaked in 1974-1975 due to the continuing oil 

boom and reached approximately 17.6 percent in 1976. After the revolution however, 
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the average growth rate was 2.5 percent and declined to as low as -15 percent in 1980 

due to the effect of the flight of capital (due to the revolution) and the extensive damage 

of the Iran/Iraq war. Table 2.4 shows clearly, however, the rise in GDP growth after the 

ceasefire, with rebuilding and reconstruction efforts and then the implementation of 

FYDPs 1, 2 and 3. 

 Per capita GDP also shows a negative trend during the post revolutionary era, 

which is partly due to the decline in GDP growth rate. According to Dadkhah and 

Zangeneh (2001), the economic shock of the 1979 revolution followed by the process of 

nationalization through the confiscation of properties, the resultant flight of both 

physical and human capital as well as mismanagement, the destruction of the war with 

Iraq, and finally the U.S. trade embargo have left the Iranian real per capita GDP 

income below its 1978 level.   

The following section will examine the individual domestic sectors which make 

up GDP, i.e. agriculture, oil and gas, industries and mining, and services. 

 

2.5. Agricultural Sector 

The sectoral composition of the Iranian GDP after the revolution has changed 

significantly.  For example, official data show that the contribution of the agricultural 

sector to the GDP increased from an average of 11.2 percent before the revolution 

(1960-1978) to a peak of 15.8 percent in 1988  (CBI, 2001b). This was due mostly to 

increases in the acreage under cultivation as well as increased yields. Following the 

ceasefire, in the period between 1989 and 2000, the average share of GDP represented 

by the agricultural sector stood at approximately 15 percent (CBI, 2001b). 

Overall, according to Salehkhou (1999), the Iranian government’s agricultural 

policy has two basic aims:  to achieve self-sufficiency in strategic agricultural products, 

and to raise the quantity and the value of these products for export by increasing the 

productivity and efficiency of this sector. He noted that, in order to do this, the Iranian 

government used subsidies, preferential rate loans and guaranteed support prices for 

strategic products. More investment will most probably continue in agricultural 

mechanization, processing industries and storage facilities. Further investment in this 

sector is required nevertheless. Of the 51 million hectares of land capable of cultivation, 

only 18.5 million hectares are in fact presently being farmed (Salehkhou, 1999). 

      The agricultural growth rates are presented in Figure 2.2. During the pre-revolution 

period (1960-1978), the agricultural sector had an average growth rate of approximately 
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4.4 percent per annum. During the ten years following the revolution, the agricultural 

sector grew by approximately 4.3 percent annually. This shows that although the Iranian 

economy as a whole was affected very negatively by the war, the agricultural sector was 

less seriously affected than other sectors of the economy. 

Following the cease-fire, the agricultural sector had an annual growth rate of 6.4 

percent over the length of the first FYDP (1989–1993).  During the second FYDP 

(1995-1999), however, a serious and dramatic reduction in the amount of rainfall caused 

the average growth rate in the agricultural sector to fall to 2.2 percent, far below its 

target of 4.3 percent growth (CBI, 2001a). The agricultural sector enjoyed an average 

annual growth rate of 4.3 percent during the whole period after the revolution, reaching 

a peak of 11 percent in 1990.  The lowest rate of –7.3 percent occurred in 1999 due to a 

drought (See Figure 2.2). 

 

Figure 2.2 

Annual Growth Rate of the Agriculture Sector at Constant 1997 Price  

  (1960-2003) 
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2.6. Oil Sector 

Iran, with about 10 percent of the world’s oil reserves--approximately more than 

110,000 million barrels-- is one of the largest oil producing countries in the world 

(Salehkhou, 1999).  It could produce some 4 million barrels per day for 60 years. Oil 

fields in the Caspian Sea could raise that figure to 160,000 million barrels of oil  

(Organization of the Petroleum Exporting Countries, ‘OPEC’, 2000). After Saudi 

Arabia, Iran is the second largest OPEC oil producer. Apart from these enormous oil 

reserves, Iran also has around twenty three trillion cubic meters of natural gas, or some 

14.7 percent of the world’s total gas reserves. This means that after Russia, Iran has the 

second largest reserve of natural gas (Economic Intelligence Unit (EIU), 2000; 

Salehkhou, 1999). 

The Iranian government is attempting to decrease dependence on oil resources, 

but the oil sector still continues to play a significant role in the process of economic 

development in Iran. Official data indicate that the average contribution of the oil sector 

to GDP, however, has indeed dropped dramatically from approximately 40 percent in 

the pre-revolutionary period to about 12.9 percent in the war period due to the extensive 

damage to the oil infrastructure (EIU, 2000; CBI, 2001b). Prior to the revolution, Iran’s 

daily crude oil production had been as high as 6 million barrels per day (Salehkhou, 

1999).  

Following the Iran-Iraq war, this figure dropped to 2.9 million barrels per day in 

1988 (the ceasefire year). In 1987/8, nominal oil revenues stood at about 40 percent of 

their 1978/79 level (Mazarei, 1996). Following the cease-fire and the implementation of 

the first FYDP (1989-1993), the National Iranian Oil Company (NIOC) implemented an 

intensive reconstruction plan to restore fields damaged by the war (EIU, 2000). Oil 

production capacity rose to 3.3 million barrels daily in 1991 and reached 3.7 million 

barrels daily by 1999/00 (see Table 2.5). 

 

Table 2.5: Production and Export of the Crude Oil During (1989/90-1999/00) 
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The growth rate of the oil sector during the period 1960-2000 is shown in Figure 2.3. 

The average growth rate of the oil and gas sector was 7.6 percent during the post-

revolutionary period.  This rate decreased very significantly to -28.9 percent due to the 

effect of a series strikes in 1978 followed by subsequent revolutionary upheavals 

(Amirahmadi, 1990). This trend decreased even further with the beginning of the Iran-

Iraq war. The largest drop in the sector’s value added was in 1980 (-67 percent). The 

output of the sector did not change significantly during the next year, but sharply 

increased in 1982 by 128 percent (highest recorded rate of increase in the oil sector after 

the revolution).  

Figure 2.3 

Annual Growth Rate of the Oil & Gas Sector at Constant 1997 Price 

  (1960-2003) 

 
 

 

The average annual growth rate of the oil sector, from the beginning of the 

revolution until the ceasefire (1979-88) was 6.7 percent. During the first FYDP (1989-

93), the performance of the oil sector improved and its average annual growth reached 

9.1 percent. But this high growth rate dropped to -1.3 percent during the second FYDP 

(1995-99) due to oil price collapses during this time. The level of oil production in Iran 
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has always been affected by three factors: the need for foreign exchange to finance 

development plans, Iran’s OPEC oil production quota and the price of oil on the 

international market. 

Three FYDPs were implemented after the ceasefire with Iraq in 1988 and oil 

revenue was the major source of financing of these development plans (Haerian-

Ardakani, 1996).  In fact, the fourth FYDP is now underway and oil revenue continues 

its pre-eminent role. 

           More specifically, the Iranian government has used petrodollars in order to invest 

in the development and the expansion of the petrochemical industry.  Indeed, its first 

and second post-revolution development plans allocated huge amounts of money for 

investment for these purposes. For this reason Iran’s petrochemical production 

increased sharply from 0.8 million tons / year in 1989 to approximately 13.2 million 

tons per year in 1999 (Salehkhou, 1999). It should be noted that due to the huge oil 

reserves and comparative advantage of this sector, further investment in the 

petrochemical industry in Iran has obviously been a good place for government 

investment. 

 

2.7. The Industrial Sector 

The components of the industrial sector in Iran are: manufacturing, mining, 

construction, water, gas and electricity. National data (CBI, 2001b) indicate, however, 

that the largest part of this sector (in 2000 for example some 67.3 percent of its value 

added) has been related to manufacturing, despite the fact that most of the  

manufacturing industries have been dependent on imports from more advanced 

countries.  In fact, between 65 and 85 percent of intermediate and capital input has been 

imported from industrialized countries (Haerian, 1996).  This figure clearly shows that a 

major part of the manufacturing sector is comprised of imported intermediate inputs and 

as Pesaran (2000) argues, the heavy dependence of this sector on the importation of 

intermediate and raw materials has not been reduced efficiently. According to Mazarei 

(1996: 302) “the intensive reliance of Iranian industry on imported intermediate and 

primary goods is due largely to pursuit of import-substitution policies prior to the 

revolution.” In fact, as Hakimian and Karshenas (2000) added, the undesirable result of 

this strategy was to make the economy more and more dependent on oil-export revenues 

to pay for the importation of intermediate and capital goods. 
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       According to Iran’s National Accounts (CBI, 2001b) the average annual  share of  

industrial sector in GDP was about 10 percent before the revolution (1960-1978) 

compared with 15.8 percent during the first decade after the revolution. During the 

period of post-war reconstruction (first FYDP, 1989-1993), the average annual 

contribution of the industrial sector to GDP increased to 18.6 percent.  This share 

steadily increased to 19 percent for the period of the second FYDP (1995-1999). 
 

Figure 2.4 

Annual Growth Rate of Industrial & Mining Sector at Constant 1997 Price 

(1960-2003) 

 

 

The growth performance of the Industrial sector is presented in Figure 2.4.  As is 

clear from this figure, the sector enjoyed a growth rate of 13.7 percent per annum during 

the period before the revolution (1960-78). The oil boom in the 1970s enabled high 

investment in the industrial sector. The Figure shows the maximum growth rate (46 

percent) of this sector in 1976, due to the effects of oil boom.  The annual growth rate of 

the industrial and mining sectors took a downward trend after the revolution and 

especially with the beginning of the war with Iraq in 1980. During the war period 

(1980-88) the average growth rate of the sector was -0.7 percent. Between 1990 and 
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2000, with reconstruction and the implementation of the first and second FYDPs, this 

sector enjoyed a growth rate of 8 percent per annum. In fact, during the first FYDP 

(1989-93), the annual growth rate of the industrial and mining sectors trended upward 

and reached an average of 10.2 percent --See Figure2.4.  

It should be noted that during the first FYDP, the manufacturing sector, which 

represents the highest share of the industrial sector, did not meet its 15 percent targeted 

growth rate, growing only by 9.1 percent (Valadkhani, 1996).  Between 1995 and 1999 

(second FYDP) the performance of industry and mining continued to be favorable and 

the value added of this sector increased by an average of 5 percent, though of course 

this was far less than the 10 percent growth rate of the first FYDP. 

 

2.8. Services Sector 

The Iranian National Accounts (CBI, 2001b) show that the average share of the services 

sector to GDP was around 41 percent during the post-revolutionary period (1960-78). 

During the decade after the revolution this share increased very significantly and 

reached as high as 59.6 percent and finally after the war (between 1989 and 2000) this 

share stood at approximately 52 percent. According to Haerian (1996), the surprising 

expansion of the services sector in Iran, rather than reflecting stable economic 

development, actually represented the ballooning of bureaucracy and the armed forces 

because of the war during the 1980s, and this instability created uncertainty in long-

term planning. Moreover, domestic trade, one of the most important activities within the 

services sector, increased significantly but only because of the sharp decline in 

profitability in other sectors of the economy (Tayebi, 1996). Government intervention in 

the economy brought about distorted prices and inhibited the market mechanism and 

this caused further economic uncertainty and encouraged rent-seeking activities, which, 

in turn, caused further expansion of the service and the informal sectors (Mazarei, 

1996). Finally, the relative simplicity of entry into small business activities and 

domestic trade led to a large amount of money from the private sector being diverted to 

domestic business activities and the service sector (Haerian, 1996). The average annual 

growth of the services sector in constant prices is shown in Figure 2.5.  

A close look at Figure 2.5 shows that, while the growth rate of the services 

sector shows an upward trend during the period before the revolution, the annual growth 

rate of the sector fell sharply after the revolution and especially during the war with 
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Iraq.  The service sector showed its largest negative growth rate in 1986 (-13.7 percent).  

The average growth rate of the service sector during the war period  was  approximately  

-3 percent per annum. However, after the ceasefire with Iraq, this rate increased to an 

average of 7.2 percent during the first FYDP.  During the second FYDP this growth rate 

averaged 4.9 percent. 

 

Figure 2.5 

Annual Growth Rate of the Services Sector at Constant 1997 Price 

  (1960-2003) 

 
 

 

 

2.9. Summary and Concluding Remarks 

 
This chapter has presented an overview of the Iranian economy between 1960 and 2003. 

The salient feature of the Iranian economy before the revolution was the 1973-74 oil 

boom, which fostered a sharp upward trend in economic growth. During the first decade 

after the revolution in 1979, the Iranian economy was subjected to a number of major 

problems, disruptions and shocks. The after-effects of the revolution itself, the 

destructive Iran-Iraq war, the oil price collapse of 1986 and continuing U.S. sanctions 
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shackled the economy, preventing it from fully realizing its potential.  Moreover, the 

high level of uncertainty and lack of price incentives were the main reasons for low 

rates of private sector investment in the economy.  Due to low investment rates and low 

productivity, the per capita GDP growth rate was negative in this period. 

        During the second decade after the revolution, which was characterized by the 

post-war reconstruction and the implementation of the First and Second FYDP, the 

economy began an upward trend again. This was also due to a number of effective 

economic policies:  trade liberalization, privatization, foreign exchange reform, and the 

promotion of foreign investment on the one hand and of exports on the other. Despite 

government policies aimed at the diversification non-oil export, Iran’s dependence on 

oil revenue continued and the country’s GDP growth rate remained tied to fluctuations 

in the price of oil in the international market.   

        The composition of the GDP shifted dramatically after the revolution.  While the 

agricultural and the industrial shares in GDP had a modest increase, the share of the oil 

and gas sector of the GDP decreased significantly due to war damage and lack of 

investment in the sector and finally the services sector share in GDP increased 

markedly. The increase in the services sector was due, however, more to the expansion 

of bureaucracy and the armed forces and to the unstable economic situation and the 

government’s interventionist economic policies rather than to solid economic growth 

and development. 
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CHAPTER 3 

THE STRUCTURE OF THE IRANIAN FOREIGN TRADE SECTOR 

 
3.1.  Introduction 

In Iran, particularly after the 1979 Islamic revolution, there was an imbalance in the 

external sector and in the balance of payments.  This resulted from a number of factors: 

the eight-year war with Iraq (1980-88), the collapse in the international price of oil, and 

capital outflow due to the political uncertainty. According to Tayebi (1996), in order to 

solve the balance of payments problem, the government made an attempt to control 

imports through various restrictions, compression policies and by limiting the 

importation of consumer goods in particular. Other policies introduced by the Iranian 

government included an export promotion policy and control of the foreign exchange 

market.  

       The purpose of this chapter is to shed some light on the structure of the Iranian 

foreign trade sector. In fact, this chapter analyses the structure of Iran’s foreign trade 

sector and assesses the performance of the oil and non-oil export sectors in the pre-and 

post-revolution eras. The export and import sectors, the composition of imports and 

non-oil exports, the balance of payments and the geographical distribution of imposts 

and exports are in turn analysed.  

 

3.2. The Export Sector 

In Iran, crude oil export revenues have always dominated the structure of the export 

sector.  In fact, petrodollars have been the mainstay of the Iranian economy since the 

late 1960s, especially after the 1973-74 oil boom which saw its price tripled, the oil 

sector has functioned as the leading sector in the Iranian economy.  This happy situation 

continued until 1979 when the political uncertainty immediately preceding the Islamic 

revolution caused massive strikes in the oil industry and these reduced both production 

and export in this sector.  During the 1980s, the period of the eight-year Iran-Iraq war, 

oil revenue made up about 80 percent of total export revenue and about 40-50 percent of 

the government budget (EIU, 2000; CBI, 2001b).  Figure 3.1 shows the annual growth 

rate of oil export revenue and real GDP over the period between 1960 and 2003. 
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Figure 3.1 

Cycle of Economic growth and Oil Exports Growth  (1960-2003) 
At constant 1997 Price 

 
 

 

       A close look at Figure 3.1 shows that the fluctuations in oil exports have continued 

to affect Iran’s economic growth due to what Hakimian (1999:15) refers to as the 

“remarkably-interlinked nature of the two cycles”. 

       According to Karshenas and Pesaran, 1995, “Oil export earnings can play three 

vital roles in the Iranian economy:  provision of foreign exchange, addition to national 

savings, and contribution to government revenues”. Funds provided by the oil and gas 

sector should be used for investment not only in this sector but in other sectors of the 

economy in order to built a platform for strengthening the whole economy in the long 

term (Valadkhani, 1996:50). Unfortunately, however, this has not been the case.  

Instead, such oil revenues have been used to support inefficient manufacturing 

industries which were protected by high tariffs.  The result, of course, was that instead 

of diversification and rapid growth of non-oil exports, which would have enabled the 

economy to rely less on imported intermediate goods, the oil sector actually aggravated 

the country’s reliance on imports (Valadkhani, 1996). 
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According to Dadkhah and Zangeneh (2001) the Iranian government appears to 

have two choices. It can either allow the economy to remain dependent on oil income 

and stagnate or it can allow it to open and grow as a part of the global economy.   

Official statistical data indicate that Iran’s share in world exports declined from 

a high of around 1.5 percent in 1975-78 to 0.2 percent in 2000. At a time of world-wide 

growth in exports, Iran’s economy has been constricted by overwhelming and 

inefficient state intervention with such practices as artificially low foreign exchange rate 

deals granted to government owned companies, rife.   Privatization is taking place but 

not quickly or efficiently enough (Dadkhah and Zangeneh ,2001). 

         The data in Figure 3.2 indicate that the share of total exports (valued at 1997 

constant prices) as a proportion of the GDP increased from 33 percent in 1960 to about 

50 percent in 1974, following the 1973-74 oil boom. This share declined to about 26 

percent at the beginning of the revolution (1978) and decreased dramatically to 

approximately 8 percent in 1981, due to the destructive war which had began in 1980. 

According to Amuzegar (1993), the main reasons for the low performance of the oil 

sector between 1978 and 1981 were first of all, the 1978 three-month general strike, the 

reduction of oil production (and hence export) in early 1979 as a result of the revolution  

and of  course the heavy damage to the oil refineries inflicted in the course of the Iran-

Iraq war. 

         The total export share in GDP however, increased again and reached 15 percent in 

1983. This ratio dropped to 10 percent in 1986 when oil prices fell sharply. The average 

share of total exports (both oil and non-oil) in GDP during the first decade after the 

revolution was about 15 percent. With the end of the war in 1989 and subsequent export 

promotion policies, this share increased steadily during the first Five-Year Development 

Plan (FYDP) (1989-93) to an average of 20 percent of GDP. Moreover, this share 

increased significantly to reach its peak of 25 percent in 1994. After that, the share 

decreased gradually to an average of 18 percent of GDP during the period of the second 

FYDP (1995-99). 

Figure 3.2 clearly indicates that almost all of the change in the increasing share 

of exports in GDP --particularly during the 1973-74 periods and the first decade after 

the revolution (1979-1989)-- has been caused by increasing both the volume as well as  

the value of oil exports. Official data indicate that during the 1980s, oil exports 

represented over 90 percent of total commodity exports.  This share began to decrease, 

however, because of  the implementation of the Five-Year Development Plans and the 
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government’s non-oil export promotion policies.  Figure 3.2 clearly illustrates this and 

shows the dramatic differences between total export and oil-export share of GDP during 

the post-war period.   By 1994, the year after the completion of the first FYDP, the 

contribution of total exports to the GDP was 23 percent while the shares of oil export to 

GDP was less than 10 percent. 

 

Figure 3.2 

Share of the Total exports and Oil Exports in GDP (1960-2003) 
At constant 1997 Price 

 

 

          Figure 3.3 shows the revenues resulting from crude oil compared with non-oil 

export revenues during the period under analysis. As can be seen from this graph, while 

there is a substantial increase in the level of non-oil exports, there are very large 

fluctuations in the levels of crude oil export revenues. Fluctuations in the level of crude 

oil prices on the international market are regarded as the main cause for the 

unsustainable trend in the revenue of oil export in this period.  

         As  is clear from Figure 3.3 above, several oil shocks (booms and collapses) can 

be identified during the period of this study.  According to Yavari (1996), the first, a 
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boom, occurred in 1973 as a result of the Arab-Israeli conflict, the second occurred in 

1979 when the Islamic government in Iran cut oil production. This later shock was 

followed by an after-shock in 1980 (the beginning of the destructive war between Iran and 

Iraq).  The third shock, a collapse, occurred in 1986 and the fourth, also a collapse, in 

1998. 

 

Figure 3.3 

Oil and Non-Oil Exports Revenues ($US million) 

 (1960-2003) 

 

 

 

       The first oil shock in 1973-74 brought about a huge windfall in oil revenues to all 

oil-exporting countries and speeded up the process of economic growth in Iran as well 

(Yavari, 1996).  Iran’s oil exports increased from $US 2185 million in 1970 to $US 

21,014 million in 1974--See Figure 3.3. 

The 1979-80 oil boom again had positive effects on all major oil-producing 

countries, but it had negative effects on the Iranian economy because of the revolution 

and the Iran-Iraq war.  While total exports increased very rapidly in all oil-exporting 

countries, it led to a sharp decline in Iran’s oil production and this resulted in a crash in 
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total exports (Yavari, 1996).  In 1979 Iran’s oil exports were $US 24,158 million and 

decreased by 1980 to $US11, 639 million--See Figure 3.3. 

The third and fourth oil shocks, both collapses in the oil price, had a negative 

effect on the Iranian economy as they did to other oil-exporting nations. (In 1986 Iran’s 

oil exports decreased very significantly to less than $US 6,235 million and in 1998, it 

was around $US 9,932 million--See Figure 3.3. 

Official data shows that during the first decade after the revolution (1979-88) oil 

prices fluctuated between $US 34 and $ US 12 per barrel. The Iran-Iraq war (1980-88) 

caused a significant decrease in crude oil production in Iran, from 3,126 million barrels 

per day in 1979 to 1,315 million barrels per day in 1981 and then stabilised at 

approximately 2 million barrel daily until the cease-fire in 1988.  By 1990 due to the 

post-war reconstruction of production capacity, oil production increased to 3.5 million 

barrels daily. In this year the average price of crude oil reached $US 20 per barrel due to 

the Persian Gulf War and the Iraqi invasion of Kuwait. 

The oil price was approximately $US17 per barrel, during the time of the first 

FYDP (1989-93), and for Iran, this represented annual revenues of about $US 15 

billion.  During the second FYDP (1995-99), the oil price hit a period of serious 

instability.   In fact, while the 1996 average price of crude oil (OPEC basket) was a little 

over US$ 20 per barrel, by 1998 the price had reached as low as $US 12 (CBI, 2001a).   

Reasons for this sharp decline include on the one hand, the financial crisis in Asia in 

1997 which resulted in diminished demand and on the other, a noticeable increase in 

OPEC production. This downward trend of oil prices, however, was reversed again at 

the beginning of 1999 and reached as high as $US 17.23 per barrel (CBI, 2001a). In this 

year Iran’s crude oil exports amounted to $US 17.089 billion. This increasing trend 

continued and Iran’s crude oil export reached about $US 24.280 billion in 2000 --See 

Figure 3.3.  

 

3.2.1. Non-Oil Export Trends (1960-2003) 
Over the past twenty years, the Iranian government has been attempting to promote 

non-oil exports.  It should be noted, however, that the idea of specific policies aimed at 

non-oil export expansion was first put forward well before the revolution. In the early 

post-revolution years, mainly because of the war with Iraq, these policies were dropped 

(Iran Exports Magazine, 2002).  The huge fall in oil prices and fluctuations in oil export 

revenue, meant that the government was forced to re-introduce non-oil export 
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promotion policies (Amirahmadi, 1990). It should also be borne in mind that the non-oil 

export sector not only gives access to foreign exchange which can finance the 

importation of capital, intermediate and other goods, but it is also  necessary for the 

transfer of technology as well as the development of manufacturing potential.  

The three development plans after the Iran-Iraq war attempted to increase non-

oil exports. In Iran, as in many other developing countries, export promotion is 

introduced in order to deal with foreign currency shortages as well as to reduce 

dependency on crude oil exports and to stimulate diversification.  

According to Shafaeddin (2001) there are three main reasons why the economy 

needs to be weaned from its dependence on oil:  the present oil resources are limited and 

cannot be exported indefinitely,  the economy’s dependence on oil exports and revenues 

involves high risks, and the capital intensive oil sector does not provide the jobs 

required for the young and growing labour force in Iran. Moreover, he noted that in 

2000 the proven reserves of crude oil in Iran were estimated to be about 96.4 to 100 

billion barrels and even if the present level of oil exports (2.5 mb/d) were able to be 

maintained, since domestic consumption is also rapidly increasing, the present export 

situation could not last for more than 30 years.  

          In addition to all of this, new sources of energy may be found to replace oil, the 

OPEC agreement is unstable and there still remains the general political risk of 

international trade embargos or sanctions. In fact, diversification of oil exports is 

urgently needed, not only for Iran but for all oil-exporting countries (Shafaeddin, 2001). 

Figure 3.4 shows that before the revolution the value of Iran’s non-oil exports 

never reached $US 1 billion. In fact, the 1973-74 oil boom caused the share of non-oil 

exports over total foreign exchange revenues to fall from 12 percent in 1960 to less than 

5 percent in 1974-- See Figure 3.5. At the beginning of the revolution in 1979, non-oil 

exports brought in $US 542.8 million, falling to $US 339.5 million in 1982 as a result of 

the war. As can be seen from Figure 3.4, between 1979 and 1984, non-oil exports fell, 

but this trend began to improve after 1985. The value of the country’s non-oil exports 

jumped from $US 464 million in 1985 to $US 1161 million and 1035 million in1987 

and 1988, respectively. The upturn continued over the following years with the value of 

Iran’s non-oil exports increasing from $US 1044 million in the beginning of the first 

FYDP (1989-1993) to $US 3747 million at the end of the plan. 
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Figure 3.4 

Non-Oil Exports Trend ($US million) 

(1960-2003) 

 
 

 

In 1994 total exports amounted to $US 19.4 billion, $US 4.8 billion of which (25 

percent of the total exports) was comprised of non-oil exports. This positive trend was 

due to the government using the first FYDP policy recommendations to provide 

exporters with incentives, including a reduction in the surrender requirement for non-oil 

exports. By 1994 exporters were no longer required to exchange their foreign currency 

at the official rate and within the national banking system as they had been  prior to this 

time (Zangeneh, 1997). The removal of many trade restrictions and the liberalization of 

the exchange rate system led to a surge of non-oil exports which placed Iran among the 

best performing economies in the region  (IMF, 2002). 

        The highlights of the first FYDP (1989-99) with respect to the export sector 

(http://www.irvl.net/Firan5.HTM; Salehkhou, 1999) were: 

•  the reform of import/export laws and regulations, 

•  policies aimed at making production more competitive, 

•  the introduction of more efficient foreign exchange and tariff policies, 
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•  the establishment of an export guarantee fund (EGF) to provide suitable 

insurance coverage for exports, 

•  supporting the Export Promotion Bank (EPB), 

•  the elimination of bureaucratic customs regulation and formalities through trade 

liberalization policies, and 

•  an increase in manufactured and agricultural exports through allocating a certain 

portion of production to exports. 

 

      Other policies introduced in the FYDP to promote non-oil exports included: 

adopting suitable tax and credit policies for export promotion; fighting against non-

official commodity export smuggling through border controls; and effectively operating 

free trade zones to promote exports. 

         In the beginning years of the second FYDP (1995-99) and especially between 

1995 and 1997, however, a series of policy reversals occurred due to a tight debt 

repayment schedule. In this period, according to the IMF (2002), the non-oil export 

sector was particularly constrained by (a) import restrictions of up to 50 percent in some 

years which were needed to make room for external debt repayment, (b) the extension 

of the US embargo on trade and investment which restricted market-access to Iran’s 

exports, and (c) the tightening of exchange rate controls, including the re-imposition of  

export surrender requirements. As a result, non-oil exports decreased sharply and fell to 

1990s levels --See Figure 3.4. 

         A review of the second FYDP (1995-99) reveals that in 1995, non-oil exports 

amounted to $US 3.257 billion, amounting to 17.7 percent of total exchange earnings. 

In 1996 this fell to  $US  3.12 billion, around 14 percent of total export earnings. It 

further declined to $ US 2.9 billion in 1997, equal to 15.8 percent of total export earning 

(see Figures 3.4 and 3.5).   Based on the IMF (2002) report, at the end of 1997 and early 

1998 Iran initiated a series of reforms again in the context of the non-oil export sector: 

the various exchange rates were unified, exporters were granted easier access to inputs 

at international prices, most export barriers were removed and as a result, non-oil 

exports were once more on the increase--See Figurer 3.4. 

         In fact, by the end of 1997 all the non-oil export earnings could be used for 

imports or they could have an ‘import certificate’ that would be tradable on the Tehran 

Stock Exchange (TSE) market.  In other words, after 1997 it became possible for 
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foreign exchange transactions to take place outside of the banking system (Pesaran, 

2000). In 1998, foreign exchange earnings from non-oil exports rose to  $US 3.040 

billion, or 24 percent of total exports --See Figures 3.4 and 3.5.  

 

Figure 3.5 

Share of the Non-Oil Exports in Total exports 

(1960-2003) 

 

 

          In summary, the implementation of export promotion policies has resulted in an 

increase in the level of non-oil export revenues and while these are encouraging results, 

they are less than optimal due to several factors.  First of all, not all the government’s 

policies were consistent, especially in regard to the exchange rate system. Due to the 

veto power of the U.S.A, Iran remained unable to join World Trade Organization 

(WTO).  The lack of foreign direct investment (FDI) in export infrastructure,  illegal 

trade such as the smuggling of some commodities, as well as the export of low quality 

goods were other reasons for the smaller than expected increase in the level of non-oil 

exports (ICCIM, 1999). 

             During the third FYDP (2000-2004), the government introduced more realistic 

foreign exchange policies for non-oil export earnings and set levels which were very 

close to the market rate.  In fact, this policy  made non-oil exports more profitable. 
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Furthermore, permission was no longer required for exports (except for a small number 

of goods such as antiques and cultural heritage items) (Export Promotion Center of Iran 

(EPCI, 2002); CBI, 2001a). Consequently, the third FYDP policies, which led to the 

exemption of exports from surrender requirements, resulted in the improvement in both 

quality and quantity of non-oil export products during the third FYDP (see Figures 3.4 

and 3.5).  According to the (CBI, 2002a), in order to promote non-oil exports, during 

the third FYDP the government: 

•  removed all taxes and levies from exported goods and services, 

•  lifted non-tariff barriers in order to promote foreign trade, and 

•  refunded all taxes and charges laid against both raw material and intermediate 

imports for exportable goods, as soon as these had been, in fact, exported. 

 

3.2.2. Composition of Non-Oil Exports by Sector 

Iran’s non-oil exports fall into four major categories, namely: agricultural products, 

mining and mineral products, industrial products and carpets and handicrafts.                   

However, the nature of non-oil goods which have been exported, has been heavily 

weighted in favour of traditional and agricultural products.  For instance, industrial 

goods accounted for only 8.7 percent of total non-oil exports in 1985, whereas the 

shares of agricultural and traditional goods was 82.8 percent of total non-oil exports in 

this year (Amirahmadi, 1990). Following the implementation of the first and second 

FYDP, exports of manufactured and industrial products such as steel, petrochemical 

products, textiles and other industrial goods increased significantly. Official data show 

that while in 1989 the export of industrial products stood at 11.7 percent of total non-oil 

exports, this share had increased to 32.1 percent by the end of second FYDP in 1999. 

 

Table 3.1: Share of Different Groups in the total Value of Non-Oil Exports 
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            In contrast, the share of agricultural products and traditional goods (such as 

carpets, pistachio nuts, caviar, and saffron) over total non-oil exports decreased very 

significantly from 68 percent in 1979 to around 38 percent in 2000 (EPCI, 2001; CBI, 

2001b). The top ten non-oil export items in this year were: hand-woven carpets, 

chemical products, pistachios and other nuts, ironware and steel, other industrial 

commodities, textiles, copperware, animal hides, as well as benzene and its derivatives 

(ICCIM, 2000). 

           Table 3.1 shows that In 2001, Iran exported $US 3.7 billion non-oil goods of 

which 18.6 percent consisted of agricultural products, 45.8 percent industrial and 

petrochemical products and about 15 percent mineral materials. Hand-made Persian 

carpets, which had an almost exclusive hold on the world market before the revolution, 

were badly affected by the Iran-Iraq war, and this allowed other nations like India, 

Turkey and China to enter the market.  Nevertheless, carpets remain Iran’s most popular 

export product. Total exports of carpets amounted to $US 619 million in 2001, equal to 

16 percent of total non-oil exports.  The next largest non-oil exports were pistachio nuts 

worth $US 318 million and comprising 8.4 percent of total non-oil exports (Iran exports 

Magazine, 2002).  

 

3.3. Import Sector  

The import capacity of the Iranian economy heavily depends on oil exports. The 1973-

74 oil boom greatly increased Iran’s total imports and these had reached as high as 

$US25 billion by 1977. The value of total imports declined to around $US 10.89 billion 

in 1980 at the beginning of the war with Iraq, but it increased to as high as 18.02 billion 

in 1983 (its peak during the first decade after the revolution, when the oil revenue and 

the GDP were also at their peak) (Tayebi, 1996). It should be noted that a substantial 

portion of imports during this period (1980-83) was used to support the war effort. 

However, due to the U.S. freeze on Iran’s foreign assets, the urgent situation brought 

about by the war with Iraq and a shortage in foreign exchange due to the universal drop 

in oil prices, the Iranian government was forced to adopt import restriction policies.  

The year 1986 saw the lowest level of imports since the revolution, while at the same 

time revenues from oil as well as from other exports declined to their lowest level --See 

Figure 3.6. In this year some $US 8.5 billion were paid for imports. After the ceasefire 
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in 1988, the country’s First Five-Year Development Plan reflected a shift towards trade 

liberalization policies.  The relaxation of import restrictions during this plan caused an 

increase in the importation of commodities such as consumer goods. Such steps resulted 

in a record  $US 25 billion peak in the level of imports in 1991 (see Figure 3.6). Given 

Iran’s limited export capacity, these high levels of imports were unsustainable and led 

to a deterioration of the country’s external current account.  

           The high levels of external debt were also another problems which exerted 

pressure on the economy due to the high level of imports in this period.  In fact, 

according to Dadkhah (1996), by 1993 Iran’s $23.4 billion external debt led to the 

government’s adoption of an import ‘compression’ policy which led to a very 

significant decline in the value of imports during the second FYDP (1995-99). The 

average value of imports was around $US 13.92 billion per annum during the second 

FYDP --See Figure 3.6. 

According to Dadkhah and Zangeneh (2001), there are many tools used to 

restrict imports in Iran.  Almost all items require a licence in order to be imported into 

Iran.  There are quotas, restrictions, customs regulations as well as outright bans and 

these are applied not only to imported goods but to the sale of foreign exchange earned 

from export of goods and services as well. 

The data in Figure 3.6 indicate that for all years between 1960 and 1990 (except 

for the year 1986) Iranian exports were roughly equal to or exceeded Iranian imports. In 

addition a close look at this graph shows that the two variables (exports and imports) 

follow each other very closely during the decade 1980-90 (except in 1986 because of 

the sharp decline in the price of oil in that year). It is worth noting that oil exports, in 

fact, had been major sources of the financing of investment projects as well as major 

source of  capital and intermediate imports in the Iranian economy. 

Figure 3.6 also shows that there was a sharp rise in the level of imports after 

1990. As a result of the liberalization of imports during the first FYDP (1989-1993), the 

import trend changed. In particular the value of commodity imports in 1991,1992 and 

1993, were more than that of exports, which resulted in a negative trend in the external 

accounts of the country during these years. 
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Figure 3.6 

Total Exports and Imports Trend ($ US million) 

(1960-2003) 

 

 

During the second FYDP (1995-99), the implementation of import restriction 

policies caused the value of commodity imports to exceed the value of exports. In sum, 

due to the liberalization of imports during the first plan (1989-93) and a cap on imports 

during the second plan (1995-99), exports and imports no longer moved in tandem (see 

Figure 3.6). 

 

3.3.1. Composition of the Commodity Imports 

Official statistical data show that from 1960 to 1978, the share of raw material and 

intermediate goods was never less than 50% of total imports, indicating the high 

dependence of the Iranian industrial sector on foreign exchange. During the first decade 

after the revolution, the share of capital imports over total imports declined as well.  

According to Amirahmadi (1990), by 1980 it fell to about 16 percent from a high of 

37.5 percent in 1977, two years before the revolution.  As Amirahmadi (1990) states, 

this together with the war damage to national infrastructure as well as the low level of 

capital formation during the first decade after the revolution, all had a seriously negative 
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impact on the Iranian economy.  During the war period (1980-88), the government gave 

the highest priority to the importation of essential consumer goods like wheat, sugar and 

rice, as well as intermediate and capital inputs for the industrial sector and  the military 

needs of the war (Tayebi, 1996). The Iranian government attempted a two-pronged 

strategy:  to gradually increase the level of the importation of capital goods while at the 

same time  decreasing the level of consumer-imported goods.  By 1983, only four years 

after the revolution, capital imports reached as high as 26 percent of total imports.  In 

that year the share of intermediate inputs out of total imports was about 58 percent and 

the share of consumer goods was only 16 percent (Amirahmadi, 1990). 

      Turning to more recent data, Table 3.2 shows the composition of imports in 

1998 and 1999 (the final year of the second FYDP). By 1999 official data showed that 

the share of raw materials and intermediate goods over total imports had increased over 

the previous year from 44.1 percent to 49.1 percent. During the same time, the share of 

capital imported goods in total imports dropped from 41.9 to 35.5 percent. Finally, the 

share of consumer goods in total imports declined slightly, from 15.4 percent to 14.6 

percent (CBI, 2001a). 

 

Table 3.2: Compositions of the Iran’s Imports in 1998 and 1999                        

 

In sum, Table 3.2 shows that in 1999 approximately 50 percent of total imports were 

comprised of raw materials and intermediate goods. As mentioned earlier, this is simply 

because the structure of  Iran’s imports was dominated by the needs of the industrial 

sector. For example, the value of manufacturing and mining inputs registered about 45 

percent of Iran’s total imports in 1999 (CBI, 2001b). Even now, manufacturing inputs 

continue to be the largest component of Iran’s imports due to the nature of Iran’s 

manufacturing which consists primarily of the assembly of parts sourced from 

industrialized countries.   
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3.4. Balance of Payments  

Iran’s balance of payments has shown a widening gap between imports and non-oil 

exports. In the mid-1970s, oil revenue brought Iran a foreign exchange surplus, but 

when this fell sharply in 1978 due to the effects of a strike, the result was a serious 

current account deficit.  It is obvious that Iran’s current account is significantly affected 

by the value and amount of oil exports.  After the Iran-Iraq ceasefire and the 

implementation of the non-oil export promotion policy however,  non-oil exports began 

to have a more significant role in the balance of payments. The share of non-oil exports 

in total exports increased from 10 percent during the first decade to around 20-25 

percent during the second decade after the revolution. Despite this growth, however, 

non-oil exports still failed to have a strong impact on the trade balance surplus, as they 

remained too small to compensate for the large value of Iran’s imports. 

As Tayebi (1996) indicates and Table 3.3 shows, during the war period (1980-

88), the trade balance was in surplus, the current account was not positive. Moreover, 

for most years of the first decade after the revolution (1979-89) the current account 

showed a deficit ranging between $ US 1-5 billion. The main reasons for this large 

deficit during these years were the sharp decline in oil prices, war damage to oil fields 

and refineries and the high level of military imports related to the war.  Table 3.3 shows 

that during the war period, current accounts had an annual average deficit of about $US 

1,131 million. Then, the post-war period of reconstruction caused an almost two-fold 

increase in the value of imports between 1989 and 1991 (up from $US 13.5 billion to 

$US 25 billion) (Hakimian and Karshenas, 2000). By 1991, the current account was in 

deficit by $US 9.5 billion and by 1992 this reached $US 6.5 billion (see Table 3.3). 

           During the first FYDP (1989-93) the average current account deficit was around 

$US 4 billion per annum. This created major repayment difficulties for the government 

as the country’s foreign debts are estimated to have been around  $US 23.2 billion by 

the end of the first plan in 1993/94. It was a particularly difficult problem because as 

much as three-quarters of this amount were in the form of up to one year (short-term) 

debts (Pesaran, 1995; 2000). The external debt forced the Iranian government to reverse 

its open door policy and according to Hakimian and Karshenas (2000: 50) to solve this 

problem: “in the short term, the government embarked on urgent debt rescheduling 

negotiations to avoid default and to manage its arrears. In the medium term, however, it 

came to rely mainly on import controls to meet its new priority of paying back foreign 
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dues”.  During the second FYDP (1995-99),  the high degree of import restrictions and 

better than predicted oil revenues as well as the expansion of the non-petroleum 

commodity exports, allowed Iran to pay off some of the debt arrears and so the position 

of the country’s current account improved very significantly (Pesaran, 2000). The 

import restriction policy introduced by the FYDP resulted in a significant decrease in 

total imports and a surplus in the current account.  Table 3.3 shows a decrease in 

imports from an annual average of $US 19.9 billion between 1989 and 1993 to $US 

13.6 billions between 1995-1999. The trade surplus averaged about $US 4,687 million, 

and the current account surplus averaged around $US 2,772 million during the second 

FYDP (see Table 3.3). 

           It should be noted that although the policies implemented during the second 

FYDP were partially successful in reducing the current account deficit and the country’s 

foreign debts, these measures were not without costs.  The re-introduction of import 

restriction policies negated the liberalization policy, which had been introduced at the 

beginning of the first FYDP, and this caused a large drop in the growth rate of the GDP 

during the second FYDP (Hakimian and Karshenas, 2000). 
 

Table 3.3:  Foreign Trade\ Current Account Balance  ($ US Million) 
 

 

 

 

 

Improvement in the external sector of the Iranian economy, which started during the 

second FYDP, continued during the third FYDP (2000-2004). For instance, in 2000, the 

growth of total exports (oil and non-oil) led to a remarkable positive upturn in the trade 

surplus $US 13,138 million and current accounts surplus $US 12,634 million (CBI, 

2001a). In fact, this positive situation enabled the establishment of the Oil Stabilization 

Fund (OSF), which was proposed by the Management and Planning Organization of 

Iran in order to insulate the government budget from fluctuation in the oil price (IMF, 

2002).  Moreover, in the case of a collapse in oil prices, OSF foreign exchange reserves 
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would provide a reserve of funds, which could be allocated to investment projects. In 

recent times, however, the allocation of OSF reserves appears to have strayed quite 

considerably from the original intent. 

 

3.5. Iran’s Major Trading Partners 

 Although since the revolution Iran has attempted to widen the circle of its trading 

partners, its primary trading partners still remain the advanced industrialized countries.  

Official data show that imports from developed countries such as the USA, Western 

Europe, Canada and Australia fell to as low as 62.7 percent of Iran’s total imports in 

1982 compared to the 85 percent share it had in 1976.  This dramatic decline reflected 

the impact of the American trade embargo after the revolution (Tayebi, 1996).   

In fact, as Table 3.4 indicates, imports from European markets have comprised 

around 50 percent of Iran’s total imports in recent years, followed by approximately 30 

percent from Asian countries.  This table indicates that imports from the American 

continent declined from about 15 percent in 1995 to around 13 percent of total imports 

in 1999. Imports from Australia and New Zealand also declined from 4 percent in 1995 

to about 2.6 percent of total imports in 1999. Finally, imports from African countries 

registered 0.9 percent and 1.6 percent of total imports in 1995 and 1999, respectively. 

Non-oil exports to developed countries also increased. From a low of 46 percent 

in 1976, it rose to about 53 percent of total non-oil exports in 1985 and 57 percent in 

1986 (Amirahmadi, 1990). Despite the seemingly high level of Iran’s exports to 

European countries, it is only Iran’s traditional goods such as carpets, pistachios and 

caviar which are traded, while the country’s manufacturing exports have not been able 

to compete in the international market. 

  

        Table 3.4: Iran’s Non-Oil Exports \ Imports by Continent 
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         Table 3.4 shows the geographical distribution of Iran’s non-oil exports and 

indicates that 49.6 percent of Iran’s non-oil exports went to Asian countries in 1995, 

increasing to 56.8 percent in 1999.  European countries were the second most important 

destination for non-oil exports from Iran with a 46.4 percent share in 1995 and 37 

percent in 1999.  In 1999, only 4 percent of Iran’s non-oil exports went to America, due 

to the American trade embargo, followed by 1.6 percent to Africa and finally 0.4 

percent to Australia and New Zealand. 

           As can be seen from Table 3.5, Germany, Italy, the United Arab Emirates 

(UAE), South Korea and France together accounted for about 35 percent of Iran‘s total 

imports in 1999.   Germany with a share of 10.9 percent was the largest followed by 

Italy with 7.1 percent. The third largest share of Iran’s imports was from the UAE (CBI, 

2001a). It should be noted, however, that the main reason for the high amount of 

imports (6.1 percent) from the UAE is the use of the Dubai Free Trade Zone in order to 

circumvent American trade sanctions. Most of the commodities in the Dubai Free Trade 

Zone are originally imported from developed countries, especially the USA, and these 

are then re-exported to Iran and other countries in the Persian Gulf region. Finally South 

Korea and France represent 5.6 and 5.4 of Iran’s total imports in 1999, respectively (see 

Table 3.5). 

 

Table 3.5: Iran’s Five Major Trading Partners in 1999 

  

 

          The five major countries, to which Iran exports its goods, are also shown in Table 

3.5 and they are the UAE, Germany, Turkey, Italy and India.  These countries represent 

approximately a 45 percent share of Iran’s total non-oil exports. In 1999, the U.A.E 

share was 17.8 percent, to Germany 12.6 percent, to Turkey 5.5 percent, to Italy 5.4 
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percent and to India 3.8 percent (CBI, 2001a).  Again, the reason for the UAE’s first 

place among these countries is its role as intermediary “source” of Iranian goods to the 

American market. In fact, many Iranian expatriates living and doing business in the 

USA have established “branches” of their companies in the UAE so as to legally both 

import as well as export goods which are forbidden from direct trade by American 

sanctions. 

 

3.6. Summary and Concluding Remarks 

In this chapter, an attempt has been made to explain the structure of the Iranian foreign 

trade sector over the period between 1960 and 2003 with a special focus on the post-

revolutionary period and recent years. Oil dependency is the most important 

characteristic of both the pre-and the post-revolutionary period in the Iranian economy. 

Oil has always been the main source of foreign exchange for the economy. The 1973-74 

oil boom brought a huge windfall to oil revenues and significantly intensified the role of 

the government in the economic development process. Over the pre-revolutionary 

period, as the result of rapid growth in the price of oil, the economy grew at an average 

annual rate of 8.2 percent.  

Between 1960 and 1977 major shifts in the Iranian economy occurred due to the 

1973-74 oil boom and the 1986 oil bust, the 1979 regime change, the prolonged 

devastating 1980-88 war with Iraq, and the American trade embargo. Oil export booms 

had the biggest positive impact on the Iranian economy but an exogenous capital 

outflow due to the Islamic revolution  in 1979 and the devastation of the Iran/Iraq war, 

caused a huge negative shift in the economy during the 1980s. Because oil revenues will 

not, in any case, earn enough foreign exchange beyond the next generation, the Iranian 

government especially since 1990 tried to achieve export diversification by 

discouraging over-dependence on oil exports and encouraging non-oil exports. In fact, 

oil is an exhaustible resource and is subject to extreme price fluctuations on the 

international market. The non-oil export promotion policies were, in fact, partially 

successful. The performance of these exports, however, has been less than optimal due 

to both a chronic instability in government trade policies as well as to the U.S. embargo 

on trade and investment which restricted the access of Iranian exports to international 

markets.  
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CHAPTER 4 

TRADE AND ECONOMIC GROWTH (SURVEY) 

 
4.1. Introduction  

Competing viewpoints are held on the possible relationships between trade and 

economic growth. The lack of consensus on this issue pertains to the fact that expanded 

trade opportunities can accelerate economic growth through exports but at the same 

time it may impede the growth of infant industries and impact adversely on the balance 

of payments (Jayme, 2001).  The literature reflects these two divergent perspectives in 

both conventional ‘welfare gain’ models and the newer ‘endogenous growth’ models.  

The most important distinction is the alternative focus on the effect of trade on 

economic growth in general and the export sector of the economy and its externality 

effects in particular. It is the second approach, which forms the basis of the present 

study. 

The aim of this chapter is to review the existing literature on the relationship 

between foreign trade and economic growth. We begin by earlier models of welfare 

gains of trade followed by trade and new endogenous growth models and finally we 

present a comprehensive empirical literature review about the relationship between 

trade and economic growth. In particular, we summarize the empirical studies of the 

relationship between the two major components of trade (i.e. exports and imports)  and 

economic growth.  

 

4. 2.  Earlier Models of the Trade/Economic Growth Relationship 

The literature shows two different perspectives on the relationship between foreign 

trade and economic growth. As Jayme (2001) explains, some economists argue that 

open economies lead to growth while others believe that such economic growth could 

be prevented by openness because of the negative effects of trade liberalization on 

infant industries. In fact, as Jayme noted, in the case of developing countries in 

particular, there is empirical evidence to support both of these points of view. 

The traditional theory of comparative advantage argues that trade leads to the 

more efficient use of resources because cheaper goods and services can be imported 
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rather than produced domestically at a higher cost. Thus, an open economy can be 

assured of greater welfare gains (Jayme, 2001).  

Jayme (2001) notes that, according to the Riccardian model of comparative 

advantage, if each country specializes in producing the commodities it can produce 

efficiently, that is at less comparative cost to other countries, and then sells these on the 

international market, there will be benefits not only to that country but to the world 

marketplace as well.  In addition, Jayme stresses that Hecksher-Ohlin’s two-country 

trade model shows welfare gains only when each country specializes ‘based on its factor 

endowments’. In other words, international trade leads to greater efficiency and 

productivity and this leads to greater economic growth. The Ricardian and Hecksher-

Ohlin models, however, as  Jayme notes, do not explain clearly what, if any, long term 

effect international trade might have on economic growth, nor how such a relationship 

might function. 

Krugman (1986) saw that increasing bi-lateral trade in similar products between 

developed countries and the low levels of exports from many poor countries cannot 

simply be the result of differences in factor endowments or insufficient technological 

progress. According to the Bhagwati (1958) model cited in Jayme (2001: 12), when 

technological progress leads to economic growth, this may have a negative effect on 

national welfare.  In fact, following economic growth, the terms of trade may deteriorate 

and such conditions can reduce consumption, thus contributing to a negative effect on 

welfare of the economy as well as on economic growth. 

According to traditional comparative-statics methodologies, changes in trade 

policy lead only to one-time changes in the levels of production, whether there are 

economic distortions or not. In the same way, according to the standard neoclassical 

model of exogenous growth, trade-policy changes are thought to bring about changes in 

“the pattern of product specialization but not in the steady-state rate of growth.”  

(Baldwin 2003:16). 

Recently economic theory has stressed the importance of market structure and 

product diversification in explaining the direction, the volume, and the composition of 

world trade because a country’s trade performance is also affected by its geography, 

size and access to information.  In particular, economists like Krugman (1986) see trade 

as more likely to grow between countries of comparable economic size, especially 

among countries with high GDPs.  Despite the fact that these theories do not address the 

issue of the relative importance of the various factors contributing to international trade, 
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they are nevertheless important because they identify more clearly the factors which 

will be important in later empirical and theoretical studies. 

 

4. 3. Trade and New Endogenous Growth Models 

By the late 1980s, ‘dynamic endogenous growth’ theories had emerged (e.g. Lucas, 

1988; Grossman and Helpman, 1990a, 1991; Romer, 1990).  According to Romer 

(1990) the primary difference between new endogenous growth models and the 

traditional neoclassical growth model is inherent in its very name. The newer theories 

insist that growth is an endogenous outcome of an economic system and not the result 

of  factors which are external to the system. In the new endogenous growth model the 

relationship between trade and growth became, in fact, a focal point. The newly 

emerging endogenous growth theories began to emphasize the role of exports in 

economic growth (Sengupta, 1993).  Pack (1994) noted that exports must also be 

incorporated in the model because trade plays an important role in explaining 

international productivity differences.  

Endogenous growth theories emphasize the fact that exports work as a conduit 

of knowledge spillover from advanced economies and encourage technological change. 

This knowledge spillover also works as a factor that enables the economy to realize 

increasing returns. According to Sengupta (1993), this new endogenous growth model, 

however, have inherited a great deal from the traditional neoclassical model of the 

exports-growth relationship: they treat exports as a kind of production input, which 

raises national output through externalities.  An increase in exports is supposed to bring 

about more externalities, and so raise output.  

On the other hand, in this new endogenous growth model, it is argued that an 

importing country gains knowledge, especially through learning by doing, and 

technology embedded in the products traded, which is then adopted by local 

manufacturers to increase their competitiveness in domestic and global markets. This 

positive externality continues to emerge as long as there is a local R&D sector capable 

of exploiting this opportunity. This is an important insight. According to endogenous 

growth theories, knowledge spillovers between countries are important in increasing 

returns through the economy of scale and thereby spreading growth among trading 

partners (Jones and Monuelli, 1990; Rebelo, 1991). 

Long and Wong (1997) noted that along with other exponents of endogenous 

growth models, Lucas (1988), saw ‘learning by doing’ as one of the most important 
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feature of these endogenous growth models.  They saw it as a channel through which 

human capital and knowledge (of an individual or an economy) accumulates. While in 

previous static models, countries were seen to specialize in producing specific goods 

and services according to their comparative advantages, the Lucas dynamic model 

highlights the increasing role of human capital in the process of economic growth. 

According to this model, a country will accumulate only the type of human capital that 

is specific to the goods produced.  This means that free trade will cause different 

countries producing different goods to have different growth patterns. 

In a similar vein to Lucas, Van and Wan (1997), cited in Long and Wong (1997: 

48), applied the concept of ‘learning by doing’ to the issue of technological transfer 

through international trade, arguing that technological progress and foreign trade work 

together to promote economic growth.   Thus, foreign trade provides an opportunity for 

an economy to learn from other economies, and physical capital accumulation, rather 

than being a source of growth, is, instead, the consequence of economic growth. 

 Weinhold and Rauch (1997) found that increasing trade liberalization in 

developing countries can lead to higher productivity as well as increased specialization 

through ‘learning by doing’ and the economies of scale due to the larger market.  

Based on the new endogenous growth model, Grossman and Helpman (1990a) 

introduced a model of the relationship between openness and trade. They look at several 

mechanisms that show the effect of openness on growth.  First, because of the economy 

of scale on the global market, firms have a great deal of incentive to exploit their 

research successes and invest in new technology.   Second, modern communication 

permits such innovation to easily and rapidly spread worldwide.  In this way, countries 

can take advantage of the knowledge spillover of their trading partners. Third, 

participation in international capital markets can provide more opportunities for 

financing investments in all forms of capital.   

According to Grossman and Helpman (1990a), one of the most important 

features of the endogenous growth model is the idea that trade conveys knowledge to 

the importing country, especially through the technology embedded in intermediate and 

capital imports. Local manufacturers can make use of such knowledge to increase their 

competitiveness on local and world markets. Grossman and Helpman (1990a) warn, 

however, that this functions only if local industry has a domestic R & D sector capable 

of exploiting the conveyed knowledge. 
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Grossman and Helpman (1990b) stress the importance of the growth effects of 

the economy of scale and technological progress in their dynamic two-country model of 

trade and growth with endogenous technological progress.  They also identify the 

importance of knowledge accumulation, which enables innovation in the production of 

new intermediate products and makes further research less expensive.  They contend 

that the diffusion of technology and knowledge leads to the creation of links between 

trade and growth. 

 Jayme (2001) highlights some further aspects of the trade/growth relationship in 

the Grossman and Helpman model as follows:  

•  First, stronger relative demand for the country’s final good, with 

comparative advantage in R & D, lowers the country’s long-term share of 

the number of middle products; and this slows long-term growth in the world 

economy.  

•  Second, a country’s steady state share in middle products and R & D is 

lessened by a small export subsidy or import tariff on final goods. If the 

policy-active country has a comparative disadvantage in R & D, then the rate 

of long-term growth in the world economy will be increased. 

•  Third, national R & D subsidies can increase long-term growth in a country 

if the level of trade between it and its trading partner remain stable. 

Otherwise, the long-term growth rate may rise, but it may also fall. 

 

In a later study, Grossman and Helpman (1991) suggest a different theoretical 

analysis. Their new theoretical argument relates productivity with trade volume.  

According to this model, if the residents of a country interact with those of their foreign 

trading partner, they may obtain opportunities to acquire technical information that 

might contribute to their country’s general knowledge.  Such opportunities might not 

arise if the country remains under autarchy. 

 Grossman and Helpman (1991) go on to suggest that international trade can 

lead to knowledge transfer in a number of ways: (a) the foreign knowledge embedded in 

the imported capital and intermediate inputs increases the productivity of domestic 

resources; (b) the resultant improved communication can lead to the learning of new 

production techniques and product design; and (c) finally, a country’s productivity is 

also improved through being exposed to new technologies. 
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According to Romer (1994), through the importation of new technology and 

knowledge spillover from more advanced economies, developing countries can improve 

their economic performance. Chuang (1998) introduces a two-country model of trade 

and economic growth and concludes that trade, however, is not always beneficial:  it is 

only trade with advanced economies, which leads to technology spillover effects and 

economic growth for developing economies. 

Barro and Sala-i-Martin (1995) introduce a model in which the diffusion of 

technology between advanced industrialized countries and those still in the process of 

development is explained in terms of what they call the “catch up effect”.   The model 

implies a kind of convergence because a developing economy may grow faster than an 

advanced economy in cases where the technology gap between the two countries is 

large. 

Grossman and Helpman (1994) introduced ‘capital accumulation’ into the 

endogenous growth model as well. They noted that capital could be used to produce 

intermediate as well as final goods. Technological innovation, however, occurs in the 

production of these intermediate goods and with the resultant improvement in their 

quality, the productivity of physical capital is enhanced.  These researchers look at 

international growth in terms of comparative advantage in the research sector as well. 

     The role played by research and development (R & D) is one of the other 

important distinctions between new endogenous growth models and the traditional 

models. In endogenous growth models, however, the effect of the quality of R & D is 

more important than the effect of its quantity on productivity growth (Braconier and 

Sjoholm, 1999). Coe and Helpman (1995) investigate the R & D effects in one country 

on its own productivity as well as on that of its trading partners. Their findings show 

that domestic productivity is related to domestic spending on R & D as well as trading 

partners’ R & D expenditure.  Foreign spillovers can be achieved directly through 

technology transfer or indirectly through the importation of hi-tech products. They 

concluded that the larger the level of international trade, the greater such spillovers will 

be.  Coe and Helpman show that the benefits of foreign R & D are larger for a small 

open economy’s total factor productivity (TFP) than their domestic R & D.  They 

conclude that the difference between small and large economies in this regard is due to 

the volume of international trade.  

More recent studies by Engelbrecht (1997) and Keller (1998) on international 

knowledge spillover reconfirm the earlier finding of Coe and Helpman.  These studies 
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show that international trade has significant spillover effects on the productivity of 

trading nations because, as we have seen, the R & D of trading partners has a greater 

spillovers effect than domestic R & D.  In another study Coe, Helpman, and 

Hoffmaister (1997) report that developed economies also benefit from international R & 

D because ideas tend to move between countries and the flow of technology which is 

promoted by international trade in fact helps facilitate the flow of technology.  

        In a recent study, Baldwin (2003) noted that developers of the endogenous growth 

models accepted the idea of increasing returns as a ‘driving force for endogenous 

growth’ but also introduced concepts like ‘knowledge spillovers’ as well as foreign 

product  ‘imitation’ as sources of such growth.  In addition, Baldwin argued that these 

theorists saw that growth rates were generally slowed, instead, under import protection 

and restriction policies. 

Baldwin (2003) concluded, however, that some doubts still remain among 

economists about the beneficial effects of trade on economic growth. He argued that 

despite several wide-ranging research studies on the trade/GDP nexus using comparable 

analytical frameworks, economists nevertheless continue to disagree about the essential 

nature of the trade/economic growth relationship.  

In sum, although earlier ‘welfare gain of trade’ models discuss the benefits or 

harmful effects of trade on economic growth, ‘endogenous growth’ models question the 

accuracy of the various competing models.  Jayme (2001) noted that McCombie and 

Thirlwall (1999), for example, were critical of the Grossman and Helpman (1990, 1991) 

models for having neglected balance of payments constraints. 

  Frankel and Romer (1999) point out that one of the most important problem in 

testing the trade-GDP nexus, is that it is necessary to be aware that the trade share may 

be an endogenous variable. They build a model analysing the important effects on the 

trade performance of a country’s geographical location and the size of its economy.  

Their aim was to propose an alternative instrument for measuring trade in order to 

overcome this problem and they proposed the use of geographical features as 

instrumental variables to estimate trade impact on income and growth.   However, 

several studies challenged Frankel and Romer’s findings by suggesting that geography 

may affect income through channels other than trade (Rodriguez and Roderick, 1999). 

 

 



 54

4. 4. Review of the Empirical Studies on the Trade/GDP Nexus 

When export promotion policies in Asian Newly Industrialized Countries (NICs) in the 

1980s led to remarkable economic growth, attention drawn to the linkage between 

exports and economic growth in other developing countries.  Some Latin American 

countries that followed import substitution strategies and continued to perform poorly 

also became interested in export-oriented strategies. Bhagwati (1978), Balassa (1985) 

and Ghatak et al. (1997) suggested that export expansion might generate positive 

externality through more efficient allocation of resources, efficient management, 

improved production techniques, specialization, competition and the economy of scale.  

Hence various development theories have emerged in the literature suggesting that 

export expansion further accelerates economic growth due to the above-mentioned 

factors and this is referred to as the Export-Led Growth (ELG) hypothesis in the 

literature. 

 
 
4.4.1. Export-Led Growth Hypothesis (ELG) 

In order to study the relationship between export and economic growth, researchers 

began applying a number of different empirical methodologies to the available data.  

Earlier studies such as Michaely (1977), Krueger (1978; 1986), Balassa (1978), and 

Tyler (1981) examined the correlation between export expansion and economic growth.  

They concluded that there is a positive correlation between export expansion and 

economic growth. Michaely (1977), in particular, argued that GDP in a country would 

be affected by the expansion of its exports only once it achieves a minimum level of 

development and growth.  

Krueger (1978) regressed export growth for each of 10 countries against the rate 

of GNP growth. He found a strong positive correlation between the two variables. 

Again Krueger (1986) argues that a trade regime with export–led growth tends to 

produce more quality products for international markets. He concluded that there is a 

positive association between openness and GDP growth. Analysing a group of semi-

industrialised countries, Balassa (1978) found a significant and positive correlation 

between growth in real exports and average growth in real GDP. His sample consisted 

of eleven countries with an established industrial base consisting of both import 

substitution and export promotion policies. He argues that export-oriented policies lead 
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to better growth performance than policies favouring import substitution. The results of 

his study indicate that export growth favourably affects the rate of economic growth. 

Tyler (1981) examined a cross-section of 55 countries during the period from 

1960 to 1977. He found that GDP growth depended on both export performance as well 

as capital formation and that there is a significant positive correlation between economic 

growth and total exports. He also found that using the growth rate of manufacturing 

exports as a proxy of total exports yielded consistently similar results. Finally, he 

identified a lower economic growth rate in countries that did not utilize export 

promotion policies.  It should be noted that some researchers state that the results might 

involve spurious correlations due to the fact that exports are a part of GDP.  This issue 

led some researchers to use GDP excluding exports or other alternative variables as 

more appropriate measures.  

 A second group of studies like Feder (1982) tried to establish a kind of 

production function and they included exports like other explanatory variables such as 

labour, human capital, investment, etc in their analysis.  Feder takes into account the re-

allocation of existing resources from less efficient non-export sectors to higher 

productivity export sectors. He differentiated between the productivity of export and 

non-export sectors and concluded that there are substantial differences in marginal 

factor productivity between the export sector and the non-export sector.  He shows that 

productivity is significantly higher in the export sector; and economies that shift 

resources into the export sector will gain more than that of inwards-oriented economies.  

Moreover, he mentioned that export-oriented policies led to an optimal allocation of 

resources and increased productivity in the countries that pursued these policies.  His 

results indicate that there is a positive relationship between the expansion of exports and 

economic growth. 

Following Feder, a number of researchers made an attempt to expand his 

production function approach by including exports in the production function and 

considered the broad range of externality effects through exports.  For instance, Balassa 

(1985) examined the export and economic growth nexus for a group of developing 

countries after the 1973-1974 oil shock, and showed that the rate of growth in exports, 

in addition to the domestic investment share of GDP and average labour force growth, 

affected the growth of GDP.  Similar to Balassa (1985), Ram (1987) also analysed the 

role of exports in economic growth.  He estimated the average real GNP growth as a 

function of labour force growth, and the share of investment in GDP and export growth 
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as explanatory variables.  He found that the impact of export performance on growth 

was small in the Less Developed Countries (LDCs) during the first period of his 

research (1960-1970), while in a later period, (1970-1977), this impact rose 

substantially. A few years later, Fosu (1990) regressed GDP growth on labour, capital 

formation and export growth.  He found that exports had a significant effect on 

economic growth in several African countries, but the magnitude of effect in these 

countries was relatively smaller, on average, than that of other LDCs. 

Sengupta (1993) has considered the role of exports in a production function 

framework for a group of NICs. He treats exports as a kind of production input, which 

raises national output through externalities. He noted that endogenous growth theories 

emphasize the fact that exports work as a conduit of knowledge spillover from advanced 

economies that encourages technological change. He argued that by international 

knowledge spillover or through trade externalities, human capital also could increase. 

His empirical finding supports the hypothesis of export-led growth in NICs.  

Amirkhalkhali and Dar (1995) investigated the role of export growth in a 

production function framework for a group of 23 developing countries. Their results 

indicate that there is a significant positive relationship between export expansion and 

economic growth for all of the developing countries in his sample which followed 

outward-looking policies whereas data for those countries that applied strongly inward-

looking strategies did not support this relationship and in fact, the level of  economic 

growth was higher in the former countries than in the latter ones. 

In an attempt to avoid the problem of bias in estimation using single equation 

models, Sprout and Weaver (1993), Khan and Saqib (1993), Van den Berg and Schmidt 

(1994) and Lee and Cole (1994) all applied simultaneous-equation models to investigate 

the relationship between export and economic growth. However, in a comprehensive 

study of the literature on the relationship between export and economic growth Giles 

and Williams (2000) argued that the estimation of simultaneous equations models does 

not typically change the main conclusions of previous studies of the export-GDP nexus.  

Sprout and Weaver estimated a two-stage least square (2SLS) model. Their 

findings showed that the effect of export expansion varies widely among different 

LDCs, and those countries with more “processed exports” benefit more from foreign 

trade.  Moreover, they concluded that the performance of the export sector influences 

the way in which the economy operates.  They argued that primary exporting countries 
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experience meager economic growth compared with more diversified-export-base 

economies.  

By using both single and simultaneous equation models, Khan and Saqib (1993) 

investigated the relationship between export expansion and economic growth for 

Pakistan between 1972-88. They disaggregated total exports into primary goods and 

industrial goods and found that the effect on GDP growth of the export of primary 

goods was higher than the effect of the export of industrial goods.  Lee and Cole (1994), 

by applying a simultaneous-equation system, introduced export as an endogenous 

variable as it plays a more significant role in economic growth. Van den Berg and 

Schmidt (1994) investigated the relationship between foreign trade and economic 

growth and showed a positive long-term relationship between export expansion and 

economic growth in twelve out of seventeen countries of their sample.  Overall they did 

not refute the interplay between international trade and economic growth. 

In  1994, Yaghmaian challenged the results of the neoclassical theory of export-

led growth. Although the theory of export-led growth has been promoted as a more 

efficient strategy than import substitution, according to Yaghmaian this has been 

challenged by a number of empirical works. He indicates that in most countries the 

process of development, although initiated with some sort of import substitution policy, 

was most often continued with export promotion policy and in fact, in some cases when 

this did not occur, the process of development stalled. 

Vohra (2001) specified two forms of production functions and showed that the 

significance of the export variable is stronger in the middle-income countries than in the 

low-income economies.  As a result, he argued that the positive and meaningful effect 

of export expansion on economic growth is greater when a country has reached a certain 

level of development.   

Ibrahim and MacPhee (2003) presented an updated and new economic estimate 

of the relationship between exports and GDP growth based on the Feder (1982) model.  

They used a system of simultaneous-equation models to determine the relationship 

between exports and economic growth.  Their findings support the view that “higher 

productivity in the export sector is associated with the size and trade orientation of a 

country as well as the extent of manufacturing” (2003: 281). They further reiterated that 

if the export sector heavily relies on primary products rather than manufactured 

products, then the positive externality effect of the export sector would be weaker and 

vice-versa. 
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4.4.2.  Exports, Imports and Economic Growth 

While the above-mentioned researchers concentrated on the role of exports in economic 

growth, a number of other researchers like Salehi-Esfahani (1991), Metwally (1993), 

Chaudhri and Wilson (1995), and Van den Berg (1997) incorporated, along with the 

role of the export sector, the importance of the import sector in the process of economic 

growth.  In order to avoid the problem of bias involved in the estimation of single-

equation models, Salehi-Esfahani (1991) developed a simultaneous-equation model in 

which there were three equations in the system. In other words, in addition to the 

equation for GDP growth,  two other equations were specified to model the growth rates 

of exports and imports. He found that the expansion of exports is an integral part of the 

economic growth process.  Moreover, he concluded that the contribution of exports to 

economic growth was mainly attributable to the provision of foreign exchange for the 

importation of intermediate and capital goods. 

Using a simultaneous equation model, Metwally (1993) examined these factors 

for 10 Asian countries.  He included real GDP, real exports and imports as endogenous 

variables for each economy as well as real GDP growth of the major trading partners of 

each country and was able to show the interdependence between each of the sample 

economies and the rest of the world.  

      Chaudhri and Wilson (1995) introduced the concept of ‘Meta-production 

Function’ in order to determine the drivers of economic growth in Australia and in some 

Asian countries. Along with international trade, they introduce investment, government 

consumption and human capital as the major drivers of productivity growth. Their 

empirical results show that the role of government consumption, international trade and 

investment is positive and significant in influencing the level of labour productivity of 

their sample countries. 

  By using a single equation model, Van den Berg (1997) assumed that the growth 

rate of GDP is a function of the growth rate of capital, labour, export and import. Then, 

he specified a simultaneous equation system by using the three-stage least square 

estimation method and found a positive relationship between international trade and 

economic growth. Van Den Berg argued that R & D activity in a country involved in 

foreign trade will lead to more growth than profit–motivated R & D activity in a country 

under autarchy.  
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In sum, the empirical literature shows that there is a  production function model 

for the study of the relationship between exports and economic growth which includes 

both exports as well as imports as additional inputs. Studies applying this model found 

evidence in favour of the export-led growth hypothesis (ELG).  Even the use of a 

simultaneous-equation model supports this conclusion.  Table 4.1 at the end of this 

chapter summarizes the empirical studies which used correlation and production 

function approaches to analyse the relationship between exports, imports and economic 

growth. 

 

4.4.3. Causality: Exports, Imports and Economic Growth 

 It should be noted, however, that Yaghmaian (1994) argued that the neoclassical theory 

of export-led growth has also been challenged for its causality between GDP and 

exports. Consequently, some economists believe that export expansion is a consequence 

rather than the cause of economic growth.  For this reason, they questioned the validity 

of the empirical results that assumed that the direction of causality runs from exports to 

economic growth. Instead they were interested in conducting causality tests to examine 

the relationship between exports, imports and economic growth.  Some of these studies 

include:  Jung and Marshal (1985), Chow (1987) Kugler (1991), Ahmad and Kwan 

(1991), Bahmani-Oskooee et.al. (1991), Chowdhury (1992), Giles and McCann (1992),  

Bahmani-Oskooee and Alse (1993), Dodaro (1993), Sharma and Dhakal (1994), 

Riezman et.al.(1996),  Ghatak et.al.(1997), Paul (1998), Karunaratne (1998), and 

Ribeiro-Ramos (2001) 

Jung and Marshal (1985) used the Granger causality method to explore the 

direction of causality between exports and economic growth for 37 developing 

countries.  Their results were surprising as they could establish a causal link from export 

growth to output growth (ELG) only in four of these countries.  Despite arguing that the 

evidence in favour of export expansion to accelerate GDP growth was weaker than 

previous empirical findings, they did not recommend that a policy of export expansion 

should be abandoned solely based on their findings. 

Chow (1987) tested the causality relationship between growth of total exports 

and the development of manufacturing output in eight newly industrialized countries 

(NICs). This study indicated a positive relation between export growth and industrial 

development. In addition, in almost all the cases, causality analysis indicated that the 

positive relation indicated that the causality was bi-directional, that is, growth in total 
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exports caused development of manufacturing industries and vice-versa. He concluded 

that export expansion in these countries has led to economic growth. 

Using Johansen’s methodology as well as the Granger causality test, Kugler 

(1991) conducted his research in order to identify the relationship between GDP, 

consumption and investment on the one hand, and exports on the other hand.  His 

results showed little evidence supporting the export led growth hypothesis. 

  Ahmad and Kwan (1991) utilize Granger causality tests to investigate the 

relationship between exports and economic growth for 47 African countries. The 

causality inferences indicate no causal relationship between exports and economic 

growth in these countries. A few of their sample countries nevertheless provide some 

evidence for uni-directional causality running from economic growth to export 

expansion. 

Based on the empirical analysis of Bahmani-Oskooee et al. (1991), one can 

conclude that previous studies which mainly used the Granger causality test suffered 

from several shortcomings. Bahmani-Oskooee et al. (1991) have addressed these issues 

by applying more appropriate techniques. Nevertheless, their new approach lends some 

empirical support for the export-led-growth (ELG) hypothesis for only 5 out of 20 

countries. Two countries showed exactly the opposite result consistent with the growth-

led export expansion hypothesis, while 5 showed a bi-directional causality between 

exports and economic growth.   Finally, the remaining 8 countries showed no evidence 

of causality at all in the growth-export nexus.  

Chowdhury (1992) investigated the relationship between trade and economic 

growth for a sample of 12 countries in the Asia-Pacific region. In his study, he utilized 

the Granger causality method as well as the Finite Prediction Error (FPE) and 

Hocking’s Sp criteria. In his empirical work he included trade (exports plus imports) 

and tried to identify the relationship between trade and GNP. He argued that failure to 

include import variables might cause a biased conclusion. He found that there was 

substantial support in favour of the hypothesis that trade acted as a growth engine in 

these countries. Using the FPE criterion, he concluded that in approximately 75 percent 

of the sample countries there was uni-directional causality from trade to economic 

growth and using the Sp criterion, he found that the causality was bi-directional. 

Giles and McCann (1992), using cointegration technique to examine the case of 

New Zealand,  argue that the commodity composition of exports is also important in 

investigating the relationship between exports and economic growth. They used both 
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disaggregated and aggregated export data in their study and found that the export of live 

animals and meat, minerals, chemicals, manufactured goods and metals contribute 

positively to that country’s economic growth. 

Bahmani-Oskooee and Alse (1993) also re-examined the question of causality 

between export growth and economic growth.  They used cointegration techniques and 

an error correction model (ECM) so that they would not lose the long-run information 

in the data.  They found evidence of cointegration between exports and GDP in the log 

level for the nine countries under the investigation, favoring the hypothesis of export-

led growth. 

In his study of 87 developing countries, Dodaro (1993) investigated the 

relationship between real export growth and real GDP growth. He employed individual 

country time series data and concluded that causality tests offer very weak support for 

the neoclassical theory of export led growth and his result approved the ELG hypothesis 

in only eight poor and low-income countries. However, he noted that he could rule out 

export promotion policy as the best way to promote growth. He also suggested that 

more detailed models and data are needed for the investigation of the export - growth 

casualty relationship. 

Sharma and Dhakal (1994) carried out a study using the Granger causality test 

on 30 developing countries over the period 1960-88. The study revealed that although 

no causal relationship was found in the data for 11 of the sample countries, there was 

indeed a causal relationship in the case of the remaining 19. Of these 19, export growth 

caused economic growth (ELG) in 6 of the sample countries. In 8 countries, including 

Iran, the opposite was the case.  In these 8, it was growth in real GDP which led to 

increases in the value of exports (GLE) and they found that there was bi-directional 

causality (BD) for the remaining 5 countries.   Based on these findings, they 

recommended the adoption of export promotion policies. 

Riezman et al (1996) also estimated the export-income relationship including 

import growth for nine Asian countries. They argue that ignoring the role of imports in 

the process of economic growth could result in both a spurious rejection of export-led 

growth as well as a spurious detection of it. 

Karunaratne (1996), examined growth and trade dynamics for the Australian 

economy in the presence of regime shift. He applied Granger causality analysis, ECM 

and multicointegration analysis for the period 1979(2)-1994(2) to determine the 

relationship between trade and economic growth in Australia. He found that trade acted 
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as an engine of growth. Because the Australian economy faced in the mid-1980s some 

radical policy shifts as it moved from a protectionist to a liberal trading regime, he 

applied a superexogeneity testing procedure in order to counter Lucas’ critique that 

policy change itself might be the cause of structural breaks and thus invalidate the 

results of the Granger causality testing procedure. As Karunaratne (1996: 61) noted, 

superexogeneity testing had been applied previously ‘to test the effect of regime shift on 

monetary, exchange rate, consumption and savings rate behaviour’ but he applied this 

testing procedure for the first time in order to determine whether changes in trade policy 

caused structural changes in the ‘underlying growth trade dynamics’ of a country.  The 

results of the superexogeneity testing procedure showed that the policy shift to trade 

liberalization ‘did not cause a structural variance in Australia’s trade growth dynamics’ 

as the Lucas critique would have predicted and confirmed his findings that trade had 

indeed acted as an engine of economic growth in Australia. 

Ghatak et.al, (1997) examined the export-led growth hypothesis by using  

cointegration techniques and causality testing for the period of 1955-99 for the 

Malaysian economy. Their results yield support for the ELG hypothesis in the 

Malaysian economy. In addition, by disaggregating total exports into traditional and 

manufacturing exports, they saw that in the case of Malaysia, (as has been seen in the 

majority of advanced developed countries) industrial exports have a stronger role in 

economic growth than traditional exports. 

Paul (1998) investigated these issues in the Australian economy and found that 

both export and GDP variables in log levels had unit roots but they were not 

cointegrated, suggesting that both GDP and export series have grown independently.  In 

his findings, however, there was evidence in favour of the causality running from 

exports to GDP growth and based on that he concluded that the export-led growth 

hypothesis is applicable in Australia but only in the short term. 

As he had in his 1996 study, Karunaratne (1998) again applied Granger causality 

analysis, this time to 1971(1)-1991(4) data on the Australian economy in order to test 

the hypothesis that trade acts as an engine of growth. He applied the Johansen 

maximum likelihood approach to determine the number of cointegrating vectors in the 

trade-growth nexus in the presence of some other relevant variables. His results 

confirmed that there is at least one cointegrating vector, or long-run relationship, 

between trade and economic growth in the Australian economy.  More specifically, by 

applying ECM, he again showed that trade has indeed acted as an engine of growth in 
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Australia. In addition, Karunaratne found that there is evidence of bi-directional 

causality (feedback effects) between trade and economic growth within the Australian 

economy. As in 1996, these findings were again confirmed using superexogeneity 

testing and he found that the growth-trade relationship is ‘robust to provide credible 

policy insight’ in the Australian economy. These findings support the view that export 

promotion policies should be encouraged. 

Finally, Ribeiro-Ramos (2001) incorporated imports in the causality analysis of 

the export-growth relationship for Portugal. His empirical findings did not show a 

unidirectional causality between the variables, however he showed that there existed a 

feedback effect between export-GDP growth and import-GDP growth in Portugal.  

By using Lucas’ (1988) human capital model of endogenous growth theory, 

Dutta and Ahmed (2004) examined the relationship between trade liberalization and 

industrial growth in Pakistan. They applied both the Johansen cointegration technique 

as well as Error Correction Modelling (ECM). Their empirical findings indicate that 

there is a unique cointegration relationship among the aggregate production functions of 

the industrial sector and their major determinants, including physical and human capital, 

the labour force, exports and import tariff collection. In addition, by  applying ECM 

they found that while the effects of real capital formation, the labour force and real 

exports are highly significant in the economy of Pakistan, human capital has an even 

smaller effect than had been anticipated. 

Using similar theoretical frameworks and econometrics methodology for the 

economy of Turkey, Cihan and Dutta (2005) applied the human capital model of 

endogenous growth theory developed by Romer (1990). In addition, by incorporating an 

index of trade liberalisation, they augmented the Romer model in this study. Using 

cointegration techniques as well as error correction modeling (ECM), they found that 

there exists a unique cointegration relationship between GDP and its major 

determinants, i.e. real capital stock, the labour force, real net imports as a proxy of trade 

liberalization and finally, the secondary school enrolment ratio. The short-term dynamic 

behaviour of this relationship indicates that the above-mentioned factors have emerged 

as playing a significant role in the process of GDP growth in the Turkish economy. 

Their empirical findings, however, indicate that the estimated coefficient of real net 

imports signals a very weak relationship with GDP. 

In sum, adopting the Granger causality and cointegration techniques shed some 

doubt as to whether economic growth was the result or the cause of  export expansion.  
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It has been recommended that both the long- and the short-term relationships needed to 

be considered in order to identify the direction of causality between these variables.  A 

selective summary of the causality and cointegration studies of the export-GDP nexus is 

presented in Table 4.2 at the end of this chapter. 

 

4.4.4. Relevance for the Oil Exporting Countries and Iran 

As one might expect, export performance in oil exporting countries is highly dependent 

on the export of oil. Approximately eighty to ninety percent of OPEC members’ export 

earnings are from the export of crude oil. Consequently many studies attempt to 

examine the relationship between oil export and economic growth in these countries. 

However, there are not many studies on the relationship between ‘non-oil’ exports and 

economic growth in these countries. 

         Metwally and Tamaschke (1980) studied the effect of oil export growth on the 

economic development of six major oil-producing countries: Saudi Arabia, Iran, 

Kuwait, Iraq, Libya, and Algeria between 1960-75. To determine the time lag between 

export growth and economic growth, the researchers used a Koyck distributed lag 

scheme. They found a strong and positive relationship between exports and GDP 

growth in all of their sample countries. Their results showed that in these countries, the 

current period effects of oil exports on the rest of the economy is greater than the lagged 

period effects. Finally, in four of the sample countries (i.e. Saudi Arabia, Iran, Algeria 

and Iraq) capital formation and investment were found to be wholly dependent on the 

growth of oil exports. 

          In order to evaluate the impact of the oil sector on the economy of OPEC 

countries, Yusefi (1994) applied the Koyck distributed lag model.  His empirical results 

show that oil revenue has a positive impact on the economy of OPEC countries in the 

current period except for Saudi Arabia and Kuwait.  Moreover, the results show that, 

while current income from oil exports has a negative effect on the non-oil sector of 

these countries, the lagged oil export revenues provide more significant results. 

          Using time series data for the period between 1960-92, Haerian  (1996) 

investigated the role of oil exports on Iranian economic development. He tested the 

hypothesis that oil exports act as a ‘leading sector’ in the Iranian economy. In his single 

equation model, he applied a Koyck type lag model to test the spread effects of the oil 

export sector. He notes that large oil revenues have financed the Iranian economy. His 
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results also approve the hypothesis of the oil sector being a leading sector in Iran’s 

economy. Moreover, the results of a simultaneous equation model were the same. 

         Using data from 4 major oil-producing countries, Al-Yousif (1997) applied both 

the production function method and cointegration techniques and investigated the 

relationship between exports and economic growth. In his Feder-type model, he 

estimated the real aggregate output as a function of domestic investment as a percentage 

of GDP, growth of government expenditure, labour force growth, and the share of 

exports in GDP. By applying cointegration techniques he found a significant 

relationship between export growth and real output growth in all of the countries in his 

sample. The summary of previous empirical studies of exports and economic growth 

relationship in oil-exporting countries is given in Table 4.3 (at the end of this chapter). 

 

4. 5.  Summary and Concluding Remarks 

In this chapter on trade and economic growth, we first examined the earlier model of the 

welfare gain of trade, which was based on the theory of comparative advantage. The 

keystone of these earlier theories is that international trade is the way to achieve static 

productivity efficiency and international competitiveness.  Economic growth is merely a 

result of this strategy. 

Next attention was directed to trade as analysed using new endogenous growth 

models. These described how importing countries gain knowledge, especially through 

technology embedded in the product traded and how such  countries can take advantage 

of knowledge spill-over as well as technology transfer through international trade.  

‘Learning by doing’ is another feature of the endogenous growth model which is related 

to trade and this concept describes a channel through which human capital and the 

knowledge of individuals or an economy accumulates. 

Having dealt with theoretical matters, a comprehensive review of the empirical 

literature concerning the relationship between trade and economic growth was 

presented.  The earliest empirical research on this nexus used correlation and production 

function studies of export-led growth (ELG), while more recent studies make use of 

causality and cointegration techniques.  Correlation studies have shown that there is a 

positive correlation between export expansion and economic growth.  Other researchers 

applied Feder-type models by including exports in a production function framework and 

they showed the rate of growth in exports, added to labour force and investment growth 
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resulted in GDP growth, i.e. ELG.  Finally, there were other studies which included 

intermediate and capital imports into the analysis and some of them showed that there is 

a positive correlation between trade expansion and GDP growth.  

Finally, a selective summary of causality and cointegration studies of the 

relationship between exports, imports and GDP growth was discussed. Some 

economists argued that export expansion is a consequence, rather than the cause, of 

economic growth and instead of using typical production function models, they 

preformed causality tests to examine the relationship.  The results were mixed:  some 

found ELG, some found GLE and some found bi-directional causality between exports 

and economic growth.  Other empirical studies re-examined the question by using 

cointegration and error correction models.  It is argued that by taking into account the 

long run information, the results from cointegration and error correction models are 

more statistically valid.  Hence, the present study follows these more recent approaches 

in order to examine the relationship between exports and economic growth in Iran, by 

considering the recent empirical findings on the trade-GDP nexus in the context of 

endogenous growth models, showing that economic growth is determining by 

endogenous growth factors such as physical capital (R&D effects), human capital 

(representing knowledge spillover effects), export expansion (proxying positive 

externality effects), and capital and intermediate imports (capturing learning-by-doing 

effects).   In this research all of these determinants of economic growth are considered 

by including physical and human capital, as well as imports and exports in the model.
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Table 4.1: Summary of the Correlations and Production Function Studies on the Relationship Between  
Exports and Economic Growth 
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Table  4.2: Summary of Causality and Cointegration Studies Relating to the Exports and Economic Growth Relationship 
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Table 4.3: Summary Of The Empirical Studies Relating Exports and Economic Growth in Oil-Exporting  
Countries and Iran 
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CHAPTER 5 
 

THEORETICAL FRAMEWORK AND ECONOMETRIC 
METHODOLOGY* 

 
 
5.1. Introduction 
 

As mentioned in the literature review, one of the most common approaches to the 

export-growth relationship is to use the neoclassical production function model. The 

growth theory demonstrates the importance of export expansion in promoting 

productivity growth (Sharma and Dhakal, 1994). It can even improve productivity in 

non-export sectors through its positive externality effects. Using a simple neo-classical 

model, Feder (1983) showed that there is a productivity differential in favour of the 

export sector. 

Feder identified that export-lead growth (ELG) happens in two ways:  through 

positive externalities from the export sector to the rest of the economy and through its 

greater efficiency leading to a factor productivity differential in favor of the export 

sector. Therefore a larger allocation of resources in the export sector contributes to 

higher GDP growth.  

Following Feder, Salehi-Esfahani (1991) specified a model emphasizing the role 

of exports as a main source of the foreign exchange for the importation of intermediate 

and capital goods.  In the following section a modified version of Feder/Salehi’s 

framework is used to develop a model for identifying the relationship between trade 

(exports and imports) on the one hand, and the growth of the Iranian GDP on the other. 

Our approach differs, however, from Feder and Salehi-Esfahani’s models because they 

examine semi-industrialized countries and cross-sectional data, but we are using this 

framework for an oil-based economy. 

 

5.2. Model Specification in the Present Study 

As mentioned in the literature review, recent empirical studies take a production 

function form in which exports enter into the model in addition to labour and capital 

inputs.  It is argued that export expansion might generate positive externality to the rest 

                                                 
*  A modified version of this chapter has already been published in the International Journal of Applied 
Econometrics and Quantitative Studies, (2005), 2 (4). 



 74

of the economy through more efficient allocation of resources, efficient management 

and improved production techniques, specialization, competition and the economy of 

scale (Balassa, 1985; Ghatak et al. 1997).  

Moreover as Salehi-Esfahani (1991) noted that export expansion may also affect 

aggregate output by relaxing the foreign exchange constraint for importation of 

intermediate and capital goods. Most of the empirical studies conducted within the 

production function framework ignore the role of exports as the main source of foreign 

exchange for intermediate and capital imports.  

            Drawing upon the existing literature on the trade-growth nexus and following 

Feder (1983), Ram (1987), Lucas (1988), Salehi-Esfahani (1991), Sengupta (1993), 

Ghatak et al. (1997) and Van Den Berg (1997), we consider the following extended 

Feder type models in order to identify a long-run relationship between trade and 

economic growth in an oil-based economy. These models are basically a production 

function augmented by trade and human capital.  

Feder develops a model to show exports exert their positive externalities on the 

rest of the economy. These externalities are incorporated in the two sector general 

equilibrium. Following Feder and Salehi-Esfahani models, it is assumed that the 

economy consists of two sectors:  

 

Y= YD + YX                                                                                                                                                                     5.1 

Equation 5.1 shows the total output of each economy is produced through both the 

production of goods for domestic use,  YD , and production of goods for export, YX. 

These two sub-sectors have different production functions:  

 

[ , , , ]D D D D XY F K L M Y=          5.2 

[ , , ]X X X XY G K L M=                                                                                  5.3 

 Where dY and xY  are output of non-export sector and production of the export sector, 

respectively. F and G are their respective production functions.  In equation 5.2 it is 

assumed that there is a positive externality from the export sector to the non-export 

sector. 

   As in the Feder model, output in both sectors is produced with the labour (L) 

and capital (K) factors allocated to each sector.  In addition, adopting an endogenous 
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growth model we include intermediate imports (M) as a new factor in equations 5.2 and 

5.3. It is argued that intermediate and capital imports, are also important to carry on the 

production process in developing countries. As mentioned above, imports have been 

neglected in most studies of the relationship between exports and economic growth.  

However, endogenous growth models also address the role of imports in the model. 

Endogenous growth theories emphasize the fact that imports work as a conduit of 

knowledge spillover from advanced economies.  In turn, this knowledge spillover 

enables the economy to achieve increasing returns (Sengupta, 1993).   

Therefore in this study to capture the effects of capital and intermediate imports 

in the growth process of developing countries like Iran, the imports factor is also 

included in the production function.     

   Following Feder and others (above mentioned), we also assumed that the 

export sector of the economy generates an externality effect on the production sector for 

domestic use. According to Feder (1982), Salehi-Esfahani (1991), and Ghatak et al. 

(1997), the level of production for domestic use depends also on the volume of the 

exports, due to the positive external effects stemming from the export sector such as: 

competitive environment; improved production technique; better quality management 

and workers; and continuous flow of the imported inputs. 

           The externality effect of the export sector on production for domestic use is 

approximated by including exports as a factor in equation 5.2. This equation shows that 

output for domestic use YD is a function of capital DK , labour forces DL , intermediate 

and capital imports MD (imported inputs allocated into the production of YD) and total 

exports XY . Equation 5.3 also indicates that the export sector XY  is a function of capital 

XK , labour force XL  and capital and intermediate imports XM , which are necessary for 

the production in the export sector. A total differentiating of equations 5.1 to 5.3 yields:  

D XY Y Y= +& & &          5.4 

. . .D K D L D M D X XY F K F L F M F Y= + + +& & & & &       5.5 

. . .X K X L X M XY G K G L G M= + +& & & &        5.6 

where the dot above each variable indicates the corresponding rate of change in that 

variable. The Fx term in equation 5.5 represents the marginal externality effect of the 
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export sector on the output of the non-export sector (YD). By substituting 5.5 and 5.6 

into 5.4 we obtain:   

. . . . . . .K L M X K L MD D D X X X XY F K F L F M F Y G K G L G M= + + + + + +& & & & & & & &    5.7 

It is also important to note that Feder assumes that the ratio of the marginal factor 

productivities presented below in equation 5.8 in the export and non-export sectors 

differs by the amount δ . It is argued that because the export sector is more efficient, a 

factor productivity differential exists in favor of the exports sector. In other words, the 

factor productivity in the export sector is higher (by a fraction of δ ) due to the more 

competitive environment, induced innovation and better quality management of 

resources, more qualified workers in the export sector and so on. Following Feder/ 

Salehi-Esfahani the concept of productivity differential is formulized in the following 

equation: 

1K L M

K L M

G G G
F F F

δ= = = +         5.8 

In equation 5.8 capital letter subscripts denote partial derivatives and δ  is a parameter 

that measures the difference in the marginal factor productivities of inputs in the two 

sectors. It is assumed that δ  is positive and significantly different from zero. In this  

equation LG and LF  are the marginal productivities of labour force in the two sectors.  

kF  and KG are the corresponding marginal productivities of capital in these two sectors. 

It should be noted that if there is no limitation on the mobilization of input factors 

between the two sectors, δ  will be equal to zero. Using equation 5.8 in equation 5.7 

yields: 

. . . . (1 ) . (1 ) . (1 ) .K L M X K L MD D D X X X XY F K F L F M F Y F K F L F Mδ δ δ= + + + + + + + + +& & & & & & & &      5.9  

After rearranging we have: 

[ ] [ ] [ ] . [ . . . ]K L M X K L MD X D X D X X X X XY F K K F L L F M M F Y F K F L F Mδ= + + + + + + + + +& & & & & & & & & & &    5.10 

After expressing equation 5.8 in terms of Gs and substituting them into 

[ . . . ]K L MX X XF K F L F M+ +& & &  the result will be: 

. . .
1 1 1

K L M
K L MX X X X X X

G G G
F K F L F M K L M

δ δ δ
+ + = +

+ + +
+& & & & & &                             5.11 
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Given . . .X K X L X M XY G K G L G M= + +& & & &  [from equation 5.6], one can write the following 

equation: 

1
. . .

1K L MX X X XF K F L F M Y
δ

+ + =
+

& & & &                                                                              5.12 

Let us now assume that all factors are fully employed and so total capital stock and 

change in total labour force can be written as: D XK K K+ =& & &, D XL L L+ =& & &, 

D XM M M+ =& & &.  Moreover, as it can be seen, the right hand side of the equation 5.12 is 

the last term in equation 5.10, therefore after substituting equation 5.12 into equation 

5.10 one can obtain:  

 . . . [ ]
1K L M X XY F K F L F M F Yδ

δ
= + + + +

+
& & & & &                                                                 5.13 

In the above equation, the inclusion of intermediate goods into the production function 

is not considered, also the marginal productivities are equalized across the sectors 

(δ =0) and finally if there are no inter-sectoral externalities (Fx=0), then equation 5.13 

reduces to the familiar neoclassical sources of growth model. 

        In the above equation 5.13, let the marginal productivity of capital KF  be α ; the 

growth rate of the labour force LF  be β ; the growth rate of intermediate imports MF  be 

γ and the last term of the above equation [ ]
1XF δ

δ
+

+
 be θ  (representing the 

combination of the externality effects ( XF ) and productivity differential ( /1δ δ+ ), then 

the following equation can be written:  

. XY K L M Yα β γ θ= + + +& & & & &                                                                                     5.14 

This is similar to the neoclassical formulation of the sources of economic growth. In 

fact, this production function includes exports and imports as a kind of inputs exerting 

externality effects through international knowledge spillover etc.  

 In equation 5.14, the first three terms on the right–hand side show the sources of 

total output growth in the economy as a result of the growth of various inputs. 

Moreover, increasing the growth rate of exports leads to increases in the growth rate of 

the total real output.  This means that the higher the ratio of exports to total output, the 

greater the productivity of the export sector as compared to the non-export sector of the 

economy. In fact, the fourth term, represents the sum of the marginal externality effect 
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and inter-sectoral relative factor productivity differential effect of the export sector on 

the rate of total output growth. This can be interpreted as the gains brought about by 

shifting factors from a low productivity non-export sector to a high productivity export 

sector. 

  Equation 5.14 in the literature has been used to analyse the relationship between 

the growth of GDP, physical capital, labour, intermediate imports and exports. In fact, 

many empirical studies including Ram (1987), Salehi-Esfahani (1991), Sengupta 

(1993), Van den Berg (1996; 1997) and Ibrahim and MacPhee (2003) have directly 

adopted the Feder type model with some modifications. In order to analyse the broad 

externality effects of the trade on economic growth endogenous growth theories address 

the role of human capital as well.  The inclusion of human capital (along with physical 

capital et al.) as one of the inputs for the production sector and a major source of 

innovation in the R & D sector is one of the most important characteristics of 

endogenous growth models (Lucas, 1988; Romer, 1990; Coe and Helpman, 1995). 

 As mentioned above, in Feder model, GDP is considered to be simply a function 

of ordinary labour force together with the other relevant factors.  In the Iranian 

economy, however, due to the low productivity of the labour force and its surplus in the 

economy, we follow the human capital model of endogenous growth theory (Lucas, 

1988; Romer, 1990) and consider instead, human capital (the number of employed 

workforce with a university degree) rather than the total labour force. Mankiw et al, 

(1992) argue that the empirical estimation of the model yields better results by including 

human capital in the model. Because it shows that by adding human capital the 

accumulation of physical capital has larger impact on per capita income. Therefore, by 

including human capital into the model, we use the following modified Feder model in 

logarithm form to examine the trade-growth nexus in Iran: 

 

0 1 2 3 4 5( ) ( ) ( ) ( ) ( ) ( )t t t t t t tLn y Ln k Ln hc Ln xo Ln xno Ln m eβ β β β β β= + + + + + +           5.15        

In equation (5.15), y denotes real GDP, k is gross capital formation, m is total real 

imports and hc is human capital, (as represented in this research by the number of 

employed persons with a tertiary education). In this equation, the possible effects of 

exports on economic growth have been disaggregated into oil (xo) and non-oil (xno) 

exports. As outlined in Chapter 3, the non-oil export promotion policy is one of the 

most important policies introduced in Iran, after it faced huge fluctuations in oil market 
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prices.  The role of non-oil exports in Iran’s economy can be analysed within the 

framework of a straightforward production function that, like Feder type model treats 

exports as a production input.  This model includes exports in the typical production 

function used in most empirical studies on the sources of growth. Several researchers 

including Ram (1987), Salehi-Esfahani (1991), Sengupta (1993), Greenaway and 

Spasford (1994), Van Den Berg (1996) and, Ibrahim and MacPhee (2003) have 

followed the Feder methodology with some modifications. The present research follows 

the same models and empirical methodologies, but with some modifications due to the 

nature of the Iranian economy.  

           Since this research is devoted to determining the relationship between exports 

(oil and non-oil) and economic growth within the context of a specific oil-based country 

over a given period of time (1960-2003), a time series framework will be applied. 

Several statistical tests and econometric methodologies are considered before estimating 

the above-specified model. The results of several pre-testing procedures are considered 

before the specification of models and the estimation of the parameters of the final 

model. In fact, this study applies a production function model as well as cointegration 

techniques.  When working with time series, attention must be given to non-stationarity 

of data by applying unit root tests. 

      The econometric tools which will be used in this dissertation include:  conventional 

unit root tests (ADF and PP) without considering the existence of potential structural 

breaks; the Perron (1997) Innovational Outlier (IO) and Additive Outlier (AO) models, 

the Zivot-Andrews (1992) approach and the Lumsdaine-Papell (1997) model (all unit 

root tests in the presence of potential structural breaks). Then, after determining 

endogenously the times of the breaks, we will examine the existence of the long-run 

relationship between GDP and its determinants by applying cointegration techniques, 

therefore the Johansen cointegration technique as well as newer versions like Gregory-

Hansen’s (1996) and Saikanon-Lutkephol’s (2000) cointegration techniques (in the 

presence of endogenously determined structural breaks) are applied; and finally the 

error correction model (ECM) version of the autoregressive lag distributed model 

(ARDL) is applied in order to identify the long-term and short-term determinants of 

economic growth. 
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5.3. Summary and Concluding Remarks 

Using a production function framework, the externality effects of exports on GDP were 

described.  Based on the Feder model, exports exert their externalities on the non-export 

sectors as well as on the economy as a whole. It is argued that export expansion might 

generate positive externality through more efficient allocation of resources, efficient 

management, improved production techniques, greater specialization and competition 

and finally through the economy of scale.   

By considering recent empirical findings on the trade-GDP nexus in the context 

of endogenous growth models, it can be seen  that economic growth is determined by 

endogenous growth factors such as physical capital (R&D effects), human capital 

(representing knowledge spillover effects), export expansion (proxying positive 

externality effects), and capital and intermediate imports (capturing learning-by-doing 

effects).  In this research all of these determinants of economic growth have been 

considered by including physical and human capital, imports and exports within a 

production function framework. 
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CHAPTER 6 
 

AN EMPIRICAL INVESTIGATION OF THE STRUCTURAL 
BREAKS AND STATIONARITY IN IRANIAN MACROECONOMIC 

TIME SERIES* 
 

 
 
6.1. Introduction 

Before doing any cointegration or Granger causality analysis, it is necessary to check 

the stationarity of the data. In other words, because the majority of the macroeconomic 

variables are non-stationary, testing for unit root is needed as a first step. Therefore, it is 

prudent to begin any time–series work by first checking the variables for trends, and this 

is known as a unit root test. As mentioned in Chapters 2 and 3 of this research, the Iranian 

economy has been subjected to numerous shocks and regime shifts such as the 1974-75 oil 

shock, the upheavals following the 1979 Islamic Revolution, the destructive eight-year 

(1980-1988) war with Iraq, the freezing of the country's foreign assets, the volatile 

international oil market, as well as economic sanctions and international economic 

isolation. In other words, almost every year there has been some radical policy changes 

and/or external shocks to the economy resulting in the occurrence of a multitude of 

structural breaks in macroeconomic variables.  

Leybourne and Newbold (2003) argue that if structural breaks are not dealt with 

appropriately, the empirical results obtained from the use of cointegration techniques could 

be spurious and misleading.  In the context of Iran, only a few studies have considered the 

issue of structural breaks in the data. For example, Bahmani-Oskooee (1993) examined the 

presence of a structural break in the black market exchange rate and relative prices 

associated with the 1979 revolution. Bahmani-Oskooee (1993) assumed, quite logically, 

that the structural break occurred in 1979. In fact, however, the exact time of structural 

breaks cannot be deduced from logic as events may have both immediate as well as 

gradual effects and their timing is of paramount importance in any empirical analysis. 

More importantly, applying conventional unit root tests alone is insufficient and 

problematic since it is highly likely that there could be significant structural breaks in the 

time series data.     

                                                 
*  Modified versions of this chapter have already been published in the International Journal of Applied 
Econometrics and Quantitative Studies, (2005) 2(3-4) and Applied Financial Economics Letters, (2005) 1 
(3). 
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Therefore, in this research and as a matter of comparison, we use two different 

testing procedures.  First we test for nonstationarity by applying conventional unit root 

tests (ADF and PP) without considering the existence of potential structural breaks. 

Then we test for unit root in the presence of potential structural breaks by applying 

different approaches in order to examine the stationarity of the data with unknown and 

data-determined structural breaks without imposing predetermined dates for these 

breaks. 

The structure of the rest of this chapter is as follows: Section 6.2 briefly discusses 

conventional unit root tests (which do not take into consideration the potential existence 

of structural breaks) and presents empirical results based on the Augmented Dickey–

Fuller (ADF) and Phillips-Perron (PP) tests. Section 6.3 explains new testing procedures 

which do take into account the presence of potential structural breaks. Section 6.3.1 applies 

one of these new procedures, the Zivot and Andrews (ZA, 1992) method, to test the unit 

root hypothesis assuming the existence of one major unknown structural break. Sections 

6.3.2 briefly discuss the theoretical underpinnings of the Perron (1997) Innovational 

Outlier (IO) and Additive Outlier (AO) models, which are two other new testing 

procedures. The empirical findings based on these methodologies are then presented. 

Section 6.4 looks at the case of multiple potential structural breaks by applying 

Lumsdaine and Papell’s (1997) recursive, rolling or sequential approach.. Section 6.5 

presents some concluding remarks.  

 
 
6.2. Unit Root Tests without Structural Breaks 

According to the empirical literature, the standard and well accepted method of 

detecting nonstationary behavior is to examine the tests for the presence of unit roots 

using the Augmented Dickey–Fuller (ADF) test (Dickey and Fuller (1979, 1981).  In 

order to investigate the stationary properties of the data based on the ADF test, an 

analysis of each variable is done using a unit root test based on the following equation: 

1
1

k

t t i t i t
i

y t y c yµ β α ε− −
=

∆ = + + + ∆ +∑                   (6.1) 

Where yt is the time series being tested, t is a time trend variable, ∆ denotes the first 

difference operator, and k is the number of lags which are added to the model to ensure 

that residuals, εt, are white noise. The Schwartz Bayesian Criterion (SBC) and Akaike 

Information Criterion (AIC) are used to determine the optimal lag length or k.  
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 The ADF test is principally concerned with the estimate of α  in the above equation, 

i.e., we test the hypothesis 0H : α =0. The rejection of the null hypothesis in favor of the 

alternative hypothesis implies that yt is stationary and integrated of order zero, that is 

I(0). If the null hypothesis of unit root for the first difference is rejected, the first 

difference is stationary and the variable is integrated of order one.  

In order to identify the stationarity of the variables under study in this research, 

we start by applying the ADF test. The null hypothesis of a unit root is rejected if the 

value of the t-statistic for α (in absolute value) is greater than the critical value. From 

the results in Table 6.1, we find that the null hypothesis of a unit root cannot be rejected 

for any of the series at the 5 or 10 percent level. Since the ADF test is known to be a 

low power test that is biased towards not rejecting the unit root (especially with short 

time spans of the data), we then run a Phillips-Perron (PP, 1988) test as well. However, 

from Table 6.1, the results of the PP test also display strong evidence of unit root for the 

all variables under study. Furthermore, using the standard ADF and PP tests, the null 

hypothesis of unit root is tested against the alternative hypothesis of stationarity for the 

first difference of the data as well. The empirical results in Table 6.1 show quite the 

opposite result after the first differentiating of the data where all of the variables under 

study become stationary and this means that all of these variables are I(1) in log level 

and I(0) after the first differencing. 

  In sum, as it can be seen from the Table 6.1, the results of conventional ADF 

and PP tests (with constant and trend) up to a maximum of 5 truncation lags are shown 

that, all variables under investigation in log level are non-stationary (containing one unit 

root) for the sample period. Without considering the break points, an informal 

inspection of the graphs of these variables may also support the view that the series are 

not stationary. However, and as discussed earlier, applying the ADF and PP unit root 

tests may be biased towards non-rejection of the unit root hypothesis.   
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Table 6.1: ADF and Phillips-Perron Unit Root Test Results 

 

  
 

   

 
 
 

 

 
 

 
 

  

 
Since macroeconomic variables in Iran could be subject to several structural 

breaks or regime shifts, the ADF test is considered biased towards not rejecting the unit 

root (especially with short time spans of data). As we mentioned earlier, since 1970s, 

Iran has undergone important structural changes in its political and economic 

institutions and has been affected by significant internal and external economic and 

political shocks such as the 1979 revolution, war with Iraq, and oil price fluctuations. 
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Therefore, it is interesting to see how the unit root results can be affected if we allow for 

the existence of the structural breaks in the data. In the next section, we will investigate 

whether or not these results are reversed or robust when a structural change is included 

in the model. For this purpose we use both Zivot-Andrews (1992) and Perron (1997) 

Innovational and Additive outlier (IO, and AO) models to make robust conclusion about 

the time series property of the data for the series under investigation. 

 

6.3. Unit Root Test in the Presence of Structural Change 

The issue of structural change is of considerable importance in the analysis of 

macroeconomic time series. Structural changes occur in many time series for any 

number of reasons, including economic crises, changes in institutional arrangements, 

policy changes and regime shifts. An associated problem is that of testing the null 

hypothesis of structural stability against the alternative of a one or two-time structural 

break. Most importantly, if such structural changes are present in the data generating 

process, but not allowed for in the specification of an econometric model, results may 

be biased towards the erroneous non-rejection of the non-stationarity hypothesis 

(Perron, 1989; Perron, 1997; Leybourne and Newbold, 2003). The economic content of 

such a result is to incorrectly conclude that the series under investigation has a 

stochastic trend. This in turn implies that any shock – whether demand, supply, or 

policy-induced – to the variable will have effects on the variable into the very long run. 

It is therefore very important to allow for the presence of potential structural break in 

the data so as to more reliably conduct the test of non-stationarity.  

           Perron (1989) introduced a way to determine the existence of a structural break 

in a series, which appears to be non-stationary. Perron’s procedure enables the use of 

the complete sample period at one time, rather than considering this period in two sub-

samples. The null hypothesis in Perron’s methodology is the presence of a unit root 

against the alternative, i.e. that the series is trending stationary. Perron showed 

theoretically that if the data generating process has “a kink or jump” in the deterministic 

trend, a unit root test which did not consider this as a possibility, tended towards a bias 

for accepting the null hypothesis of unit root. He presented evidence that most 

economic time-series are trend stationary if one allows a single change in the intercept. 

He found that many of the variables that had previously been judged as non-stationary 

were actually stationary. Perron (1989) showed that the standard test of the unit root 
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hypothesis against trend stationary alternatives could not reject the null hypothesis of 

unit root. He derived the test statistics that enabled distinguishing the two hypotheses 

when a break is present.  In sum, Perron developed three models allowing for one-time 

change either in the level or in the slope of the trend function, or a one-time change in 

both trend and slope, and then calculated critical values for unit root under each of the 

three different data-generating processes. 

      Based on Perron (1989), the following equations are estimated to test for a unit root, 

which takes into account the existence of three kinds of structural breaks: a “crash” 

model (6.2), which allows for a break in the level (or intercept) of the series; a 

“changing growth” model (6.3), that allows for a one-time break in the slope (or the rate 

of growth); and a combination of both, which allows for one time change in both the 

level and the slope of the series (6.4): 

0 1 1
1

( )
p

t t t t i t i t
i

x DU d DTB t x x eα α β ρ θ− −
=

= + + + + + ∆ +∑                                              (6.2) 

0 1
1

*
p

t t t i t i t
i

x DT t x x eα γ β ρ θ− −
=

= + + + + ∆ +∑                                                                 (6.3) 

0 1 1
1

( )
p

t t t t t i t i t
i

x DU d DTB DT t x x eα α γ β ρ θ− −
=

= + + + + + + ∆ +∑                                   (6.4) 

       Where the intercept dummy tDU  represents a change in the level; 1tDU =  if (t > 

Tb), and zero otherwise; the slope dummy tDT (also tDT *) represents a change in the 

slope of the trend function; *tDT t TB= −  (or tDT *=t if t > TB) and zero otherwise; the 

crash dummy ( )tDTB =1 if t = TB +1, and zero otherwise.  

  If it is assumed that there is only a change in the level or intercept, equation (6.2) is 

applied for empirical studies; while if the slope of the trend function changes without 

any change in the level, equation (6.3) is appropriate; and finally, when there is a reason 

to believe that both changes in intercept and slope occur, equation (6.4) is applied in the 

estimation procedure. As can be seen from the above equations, the test statistics are the 

natural extension of the Dickey-Fuller (1981) test, i.e., the t statistic on the OLS 

estimation of ρ  in the above equations. 

It should be noted that in Perron (1989) procedure dating of the potential break is 

assumed to be known a priori in accordance with the underlying asymptotic distribution 

theory. Test statistics are then constructed by adding dummy variables representing 

different intercepts and slopes, thereby extending the standard Dickey-Fuller procedure.  
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However, this standard approach has been criticized, most notably by Christiano (1992), 

who has argued that data-based procedures are typically used to determine the most 

likely location of a break and this approach invalidates the distribution theory 

underlying conventional testing.   

In response, a number of studies have developed different methodologies for 

endogenising dates, including Zivot and Andrews (ZA, 1992), Perron and Vogelsang 

(1992), Perron (1997), Lumsdaine and Papell (1997) and Bai and Perron (2003). These 

study have shown that by endogenously determining the time of structural breaks, bias 

in the usual unit root tests can be reduced.  

According to Zivot and Andrews (1992), using the endogenously determined 

structural breaks may lead to the rejection or at least the weakening of the unit root 

hypothesis in some cases. Overall, ZA assume that the time of the structural break is 

unknown and must be established endogenously, argue that Peron (1989), who normally 

assumes that the time is a known event, over-estimates the evidence against the unit root 

hypothesis when the time of a structural break is unknown.  Zivot and Andrews, like 

Perron, consider structural breaks of three alternative forms: a change in the intercept, a 

change in trend or both. Their model is robust with respect to the presence of a shift or 

broken trends in the time series. In addition, their model has the advantage of treating 

the break points as endogenous. However, Zivot and Andrews (1992) argued that 

identifying a potential structural break does not necessarily provide proof that such a 

break exists. In fact, it simply implies that this is the most likely position for one, if, 

indeed, one exists. 

The purpose of this research is to employ the ZA (1992) test as well as IO and AO 

(Perron, 1997) models to examine for the existence of the structural breaks and testing 

for the stationarity of the Iranian macroeconomic data in the presence of structural 

breaks. The detection of structural breaks within these time series data will present clear 

evidence of the impact of this important change in the Iranian economy. This analysis 

also sheds some light on whether a particular break has an immediate or gradual effect on 

the series. For example if the results show that X has been subject to a structural break in 

1975 and we also know that for sure that the oil shock occurred say in 1974, then one can 

conclude that X was affected gradually by this structural break. However, if the time of the 

break, according to the above tests, happened to be 1974 (i.e. the same as actual shock), 

then one can support the immediate effect argument.  For this purpose in the following 

section this study use both Zivot-Andrews (1992) and Perron (1997) Innovational and 
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Additive outlier (IO, and AO) models to make robust conclusion about the time series 

property of the data for the series under investigation. 

 

6.3.1. Zivot and Andrews Unit Root Test with One Structural Break 

Zivot and Andrews (ZA, 1992) propose a variation of Perron’s (1989) original test in 

which the time of the break is estimated, rather than assumed as an exogenous 

phenomenon. The null hypothesis in their method is that the variable under 

investigation contains a unit-root with a drift that excludes any structural break, while 

the alternative hypothesis is that the series is a trend stationary process with a one-time 

break occurring at an unknown point in time. In this methodology, a regression is run 

for every possible break date sequentially from the year after the starting date until the 

year before the last observation. By endogenously determining the time of structural 

breaks, ZA argue that the results of the unit root hypothesis previously suggested by 

earlier conventional tests such as the ADF test may be changed.  

Their test is different from the usual unit root tests with respect to the treatment 

of the alternative hypothesis. The alternative hypothesis considered in the ZA method is 

more general and allows for shifts in the level or the growth rate of the series.  In this 

methodology, TB (the time of break) is chosen to minimize the one-sided t-statistic of 

α=1. In other words, a break point is selected which is the least favorable to the null 

hypothesis.  The ZA(1992) model endogenises one structural break in a series (such as 

yt) as follows: 

 

  H0:                            1t t ty y eµ −= + +         (6.5) 
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As can be seen, Model A allows for a one-time change in the intercept. Model B is used 

to test for stationarity of the series around a broken trend and finally Model C 

accommodates the possibility of a change in the intercept as well as a broken trend. 
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Model C is the least restrictive compared to the other two models; we thus base our 

empirical investigation on this model. 

In the above equations DUt is a sustained dummy variable capturing a shift in 

the intercept, and DTt is another dummy variable representing a shift in the trend 

occurring at time TB. The alternative hypothesis is that the series, yt, is I(0) with one 

structural break. TB is the break date, and : 

 

1  if  
0  if  t

t TB
DU

t TB
>

=  ≤
                                and                         

 if  
0  if  t

t TB t TB
DT

t TB
− >

=  ≤
 

The null is rejected if the α  coefficient is statistically significant. The “trimming 

region” where we search for the minimum t-ration is assumed to within 0.05T-0.95T or 

0.05 0.95T TB T≤ ≤ . In other words, according to the ZA test TB is endogenously 

estimated by running the above three equations (models A, B and C) sequentially 

allowing for TB to be any time within the above mentioned trimming region. The 

optimal lag length is determined on the basis of the SBC, AIC or the most significant t 

ratio known as the general to specific approach. In this research, the optimal lag length 

is determined on the basis of the t-test which is referred to as the ‘general to specific’ 

approach in the literature. 

 

 

6.3.1.1 . Empirical Results Based on the Zivot and Andrews Unit Root Test 

Table 6.2 summarizes the results of the ZA test in the presence of one structural break 

allowing for a change in both the intercept and trend (model C). The results obtained 

from the ZA model reveal that all variables examined contain unit root despite capturing 

one endogenously determined break in the data. This is also consistent with the results 

obtained by the conventional unit roots tests (ADF, and PP tests). 

The estimated coefficients for equation (6.8) together with the corresponding 

TBs for each of the variables are presented in Table 6.2. Empirical results show that, (a) 

the estimated coefficients for µ and θ are all statistically significant, supporting the view 

that at least one structural shift in the intercept has occurred during the sample period 

for all variables; (b) the trend variable is significant in all cases indicating that all series 

exhibit an upward or downward trend; (c) the estimated coefficients for γ are 

statistically significant for all variables except Ln (X) and Ln (Xno) implying that with 
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these two exceptions at least one significant structural shift in the trend has occurred in 

the variables under investigation. 

 
Table 6.2: The Zivot-Andrews Test Results: Break in Both Intercept and Trend 

(model C) tjt
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  The timing of any structural break (Tb) for each series using the ZA approach is also 

shown in Table 6.2.  The computed break dates correspond closely with the expected 

dates associated with the effects of the oil boom in 1974, the Islamic revolution in 

1978/9 and the gradual effects of the Iran-Iraq war beginning in 1980.  

           Given the fact that all of the estimated coefficients for the indicator and trend 

dummy variables are statistically significant (in six out of eight series for both intercept 

and trend and in the other remaining two series only for the intercept), one can argue 

that the estimated structural break dates are indeed statistically significant. Figure 6.1 
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shows the plots of the estimated t̂α  within the trimming region using the ZA procedure. 

The lowest value for t̂α  in each graph determines TBs. 

 

Figure 6.1 
Plots of the estimated timing of structural breaks by ZA procedure allowing for a 

break in both intercept and trend (model C) 



 

     As it is clear from the above graphs, most significant structural break in these 

variables coincided with the Islamic revolution of 1978/9, which led to the overthrow of 

the Shah and the House of Pahlavi. See TBs for Ln (X), Ln (XO), Ln (K), and Ln (OS).  

The ZA test also provides empirical support that the break in GDP (Ln (Y) takes effect 

in the middle of the Iraqi war due to the huge damage of the war in the economy. It also 

appears that the 1974-1975 oil shock created a major structural break in Ln (Yno) and Ln 

(IM). This oil boom in Iran (or an oil shock in the western countries) resulted in 



 93

quadrupling petrodollars, which in turn led to a sharp increase in the imports of goods and 

services. 

          As we have seen, test statistics proposed by Perron and Vogelsang (1992) and 

Perron (1997), identifies two types of structural break. These are:  the Additive Outlier 

(AO) model, which is applied to series with a sudden change in the mean (the crash 

model), and the Innovational Outlier (IO) model, which identifies more gradual 

changes. Perron (1997: 356), for example, argues that “…if one can still reject the unit-

root hypothesis under such a scenario it must be the case it would be rejected under a 

less stringent assumption”. It should be noted that Perron and Vogelsang (1992) applied 

these two models for non-trending data, while Perron (1997) modifies them for use with 

trending data.  As a matter of comparison with our findings, (based on the ZA (1992) 

model) as well as to identify both sudden and gradual effects of potential structural 

breaks on the stationarity of the data, in the following section we follow the Perron 

(1997) model and then we apply the Innovational Outlier and Additive Outlier models. 

 

6.3.2. Innovational Outlier (IO) and Additive Outlier (AO) Models 

According to Perron (1994; 1997), the IO1 model allows for gradual changes in the 

intercept and the IO2 model accommodates gradual changes in both the intercept and 

the slope of the trend function, such that: 

IO1: 1
1

( )
K

t t b t t i t i t
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x DU t D T x c x eµ θ β δ α − −
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IO2: 1
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= + + + + + + ∆ +∑              (6.10)                  

where Tb denotes the time of break (1<Tb<T) which is unknown, tDU =1 if t > Tb and 

zero otherwise, tDT = Tt if t > Tb and zero elsewhere, ( )b tD T =1 if t=Tb+1 and zero 

otherwise, xt is any general ARMA process and et is the residual term assumed white 

noise. The null hypothesis of a unit root is rejected if the absolute value of the t-statistic 

for testing α=1 is greater than the corresponding critical value. Perron (1997) suggests 

that Tb (the time of structural break) can be determined by two methods. In the first 

approach, equations (6.9) or (6.10) are sequentially estimated assuming different Tb 

with Tb chosen to minimize the t-ratio for α =1. In the second approach, Tb is chosen 



 94

from among all other possible break point values to minimize the t-ratio on the 

estimated slope coefficient (γ). 

The truncation lag parameter or k is determined using the data-dependent method 

proposed by Ng and Perron (1995) and Perron (1997). In this method the choice of k 

depends upon whether the t-ratio on the coefficient associated with the last lag in the 

estimated autoregression is significant. The optimum k (or k*) is selected such that the 

coefficient on the last lag in an autoregression of order k* is significant and that the last 

coefficient in an autoregression of order greater than k* is insignificant, up to a 

maximum order k (Perron, 1997 and LP, 1997).  

In contrast to the gradual change in the IO model, the AO model assumes structural 

changes take place instantaneously. Testing for a unit root in the AO framework is then 

given by a two-step procedure (Perron, 1994). To start with, the trend is removed from 

the series:  

*t t ty t DT yµ β γ= + + +%                                                                         (6.11)                  

where ty% is the detrended series. Since equation (6.11) assumes that a structural break 

only impacts on the slope coefficient, the following is then estimated to test for a 

change in the slope coefficient:  

1
1

K

t t i t i t
i

y y c y eα − −
=

= + ∆ +∑% %                                                                                    (6.12) 

Similarly to the IO methodology, these equations are estimated sequentially for all 

possible values of Tb (Tb = k + 2,…,T-1) where T is the total number of observations so 

as to minimise the t-statistic for α =1. The lag length is data-determined using the 

general to specific proposed by Ng and Perron (1995), and the break date is assumed to 

be unknown and endogenously determined by the data. The null hypothesis is rejected if 

the t-statistic for α  is larger in absolute value than the corresponding critical value. An 

alternative, which is more widely used is to select Tb as the value, over all possible 

break dates, that minimizes (or maximizes) the value of the t-statistic on γ=0 (Harris and 

Sollis, 2003). This approach has been used in this study. 

 

6.3.2.1. Empirical Results Based on the IO and AO Models 

 Empirical literature shows that there is little evidence as to which of these models 

specified above are most appropriate to capture the effect of an endogenous structural 

break on the hypothesis tests. If a series truly exhibits a trend, then estimating a model 
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(such as Perron and Vogelsang, 1992) that does not have a trend variable may fail to 

capture some important characteristics of the data. Therefore, prior to estimating these 

models we have to check the trend property of the variables under investigation. If there 

is no upward or downward trend in the data, the test power to reject the no-break null 

hypothesis is reduced as the critical values increase with the inclusion of a trend 

variable. On the other hand, if the series under investigation truly exhibits a trend, then 

estimating any of these models with no trend may fail to capture some important 

characteristics of the data (Ben David and Papell, 1997). Since the visual inspection of 

the time series data under investigation in this research indicated that these variables 

have upward or downward trends, we considered this by including the tβ in these 

equations. Nonetheless, since γ̂t  is highly significant in all estimates, the inclusion of a 

change (break) in slope is also justified ex post. Moreover, in order to decide which 

particular IO model is most relevant, the following model selection procedure is 

adopted. First, the least restrictive model (IO2) is estimated and if γ̂t  is significant at the 

5 percent level or better, then the results are reported in Table 6.2. If γ̂t  is not 

statistically significant, then the results of an IO1 model are presented.  In order to 

determine the sudden effect of an unknown structural break, the AO model is also 

estimated and the results are presented in Table 6.3. 

            In these models, we apply the method of determining the appropriate lag length 

endogenously. A data-dependent method for selecting the value of lag length K is 

applied in this research. According to Ng and Perron (cited in Ben-David and Papell, 

1998), it is better to use the data-dependent method rather than making an a priori 

choice of a fixed K.  They suggest starting with an upper bound of Kmax. We consider 

K, as Kmax if the last lag included in the estimated equation is significant.  If the last lag 

that we consider is not significant, then K is reduced by one. We continue this procedure 

until the last lag become significant. If no lags are significant, then K is set to zero. 

Following Lumsdaine and Papell (1997), we consider the maximum (Kmax) equal to 

eight and if the coefficient on the eighth lag is significant based on a t-test (i.e. at least 

1.645 in absolute value), then we let K=Kmax.  If not, K is reduced by one, until 

significance is reached. Otherwise K is equal to zero. 

       Using the sequential approach, the regression equation is run with the values Tb of 

(2…t-1), for each time series. The values of the t-statistic for variable α  are recorded 

and compared. From this comparison, the break point is then selected by the value of 
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Tb, which minimizes the t-statistic on the coefficient α .  The unit root null hypothesis 

is rejected in favor of the alternative hypothesis if the t-statistic for α is significant and 

greater than the critical values tabulated by Perron (1997). The result of the Innovational 

Outlier (IO) model is reported in Table (6.2): 

 

Table 6.3: Innovational Outlier Model for Determining the Break Date in 
Intercept (IO1) Or Both Intercept and Slope (IO2) 

     

 

 
 
 

Table 6.4: Additive Outlier Model (AO) for Determining the Time of the Break 
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     Based on the results in Tables 6.3 and 6.4, the empirical results of the 

analysis are summarised as follows. First, the empirical result based on the IO model do 

not provide any evidence against the null hypothesis of unit roots in these series. In 

other words, despite considering structural breaks in all series, all of the variable 

examined are found to be I(1). In fact, the IO model statistics indicate that all series 

under investigation are non-stationary. Similar results are obtained using the AO 

procedure, suggesting all variables are non-stationary. This is consistent with the results 

of the conventional unit root tests (ADF and PP tests) reported in Table 6.1 as well as 

the results of ZA test reported in Table 6.2. It then appears that capturing the most 

important structural break by the Perron (1997) model has not challenged any inferences 

about time series property of the data garnered by the conventional tests or the ZA 

model. 

Second, the timing of any structural break (Tb) for each series using both the IO and 

AO approaches are shown in Tables 6.3 and 6.4, respectively. The IO and AO models 

shows that endogenously determined TBs closely approximate major structural breaks 

occurring during the war period in the1980s and regime change in 1979 (Islamic 

Revolution).  The timing of the structural changes based on the IO model (impacting on 

both the intercept and the slope (IO2) or intercept only (IO1) of each series) are 

represented by a solid line in Figure 6.2, and with a dotted line for the AO model. 

 

Figure 6.2 
Plots of the Series and Estimated Timing of Structural Breaks by IO and AO 

Models 
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         In sum, the empirical results based on the IO and AO models reveal that applying 

the Perron (1997) method strengthens our finding based on the Zivot-Andrews (1992) 

model. Applying the Perron model in the presence of structural breaks, this study could 
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not find enough evidence against the null hypothesis of unit root for all of the variables 

under this analysis. In the first section of this Chapter, the standard ADF test and 

Phillips-Perron unit root tests were run, without considering structural change, and these 

find not enough evidence for the rejection of the unit root null hypothesis for all of the 

variables under study at log level which is consistent with the finding of this study 

based on the ZA (1992) test and Perron (1997) IO and AO models. The results of the 

(AO) method show that most of the break dates occur in the late seventies and early and 

mid eighties. These dates can be associated with and the effect of revolution in 1978 and 

war with Iraq beginning in 1980 and finally the oil crash in 1986. The last date shows 

the huge oil price decline, which had a negative effect on the Iranian economy since it is 

a major oil exporting country. 

      Although the Perron and ZA methodologies are the most advanced so far achieved 

for the examination of structural breaks in non-stationary time series, it is important to 

note that these tests are unable to detect the presence of multiple structural breaks. 

Therefore, the possibility exists that other potentially significant breaks occurred during 

the period of analysis. Only the most significant of these will be detected through the 

use of Perron and ZA frameworks.  In other words, when we allow for a single potential 

break, non-rejection of the unit root hypothesis may be due to the existence of multiple 

structural breaks. Especially in a country like Iran, faced with events like sharp oil price 

fluctuations, war and revolution, one really should consider the possibility of there 

being more than one break in the trend function of the variables under study. For these 

reasons, in the following section the Lumasdaine and Papell (LP, 1997) methodology, 

which takes into account the existence of two potential structural breaks is applied. 

 

6.4. Unit Root Test with Two Structural Breaks 

As noted above, the approach used by Zivot and Andrews (1992) and Perron (1989; 

1997) captures only one (the most significant) structural break in each variable. What if 

there have been multiple structural breaks in a series? Considering only one endogenous 

break may not be sufficient and under these circumstances it could lead to a loss of 

information (LP, 1997). Computationally the determination of more than one structural 

break (even two) is very cumbersome. LP introduced a new procedure to capture two 

structural breaks and argued that unit root tests that account for two structural breaks (if 

significant) are more powerful than those which only allow for a single break. 

According to Lumsdaine and Papell (1997) considering only one endogenous break is 
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insufficient and leads to a big less of information when actually more than one break 

exist. They introduced a ground for multiple structural breaks analysis and permit for 

existing of the two structural breaks under the alternative hypothesis of unit root test. 

  As an extension of the Zivot and Andrews (1992) (model C as discussed in 

equation 6.8), LP modified the ADF test  by taking into account two potential structural 

breaks as follows: 

1
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The two indicator dummy variables (i.e. DU1t and DU2t) capture structural 

changes in the intercept at time TB1 and TB2, respectively.  The other two dummy 

variables (i.e. DT1t and DT2t) capture shifts in the trend variable at time TB1 and TB2, 

respectively. The optimal lag length (k) is determined based on the general to specific 

approach (the t test) suggested by Ng and Perron (1995). The break points (TB1 and 

TB2) are selected based on the minimum value of the t statistic for α.   Following LP 

(1997) and Ben-David et al. (2003) this study assumed the lag length (k) to vary up to 

Kmax=8.  Starting, as LP (1997) suggest, with an upper value of k (e.g. 8 as Kmax), if 

the inclusion of the last lag is significant, then it is considered as Kmax. If it is not 

significant, then k is reduced by one until the last lag becomes significant. The null 

hypothesis of unit root is rejected in favor of an alternative hypothesis of stationarity 

around two breaks, if the t-statistic for α  is larger in absolute values than the 

appropriate critical values. The “trimming region”, where the minimum t-ratio is 

sought, starts from the second observation and ends at the penultimate observation 

where 1 2TB TB≠ . 
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6.4.1. Empirical Results Based on the Lumsdaine and Papell Approach 

Table 6.5 presents the two most important structural breaks which affected the 

macroeconomic variables of the Iranian economy using the procedure proposed by 

Lumsdaine and Papell (1997). Table 6.4 also presents the time of structural breaks for 

each and every variables in the second column. For majority of the variables the 

endogenously determined break dates closely correspond to (a) the oil boom in the 

1974-75; (b) the effect of Islamic revolution in 1979 and finally(c) the outbreaks of the 

Iraqi destructive war in 1980s. It should be noted that as a net energy exporter the 1973-

74 oil price supply shock did not have the same deleterious effects in Iran as in other 

countries (oil importing) around the world. However, a large trade surplus (with fixed 

exchange rates), along with huge increase in private and government  consumption very 

significantly in advance of any productivity growth at the time, brought about Iran’s 

own version of “stagflation” in the 1974-76 period.   

 

Table 6.5: Estimating the Time of Structural Breaks By the Lumsdaine and Papell 
(LP) Approach (model C) 

1
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The empirical results show that the t statistics for µ , β  θ , γ , ω  and ψ are 

significant in almost all of the cases. Given the fact that all of the estimated coefficients 

for the indicator and trend dummy variables are statistically significant for the variables, 

one can argue that the estimated structural break dates are indeed significant in the 

model. 

The LP test results are presented in Table 6.5. Given that the estimated 

coefficients for , ,  and θ γ ω ψ  are highly significant for all of the variables except 

Ln(Yno) and Ln(Xno), one can argue that these structural changes at time TB1 and TB2 

have impacted on both slope and the intercept for all of the variables under investigation 

except Ln(Yno) and Ln(Xno).  

In the case of Ln(Xno), while ,  and θ ω ψ  are significant, γ is not. This suggests 

that the second structural break occurred at TB2 for this variable has affected both slope 

and the intercept but the first one exerted a significant change in intercept only. Finally 

based on the magnitude of t-ratios for , ,  and θ γ ω ψ , while the first structural break in 

Ln (Yno) has shifted both trend and the intercept (because  and θ γ  are highly 

significant), the second one has no significant effect (i.e. see the t-ratios for both 

 and ω ψ ) whatsoever. 

Figure 6.3 shows the log and the growth rate of each of the variables employed 

as well as their corresponding two LP structural breaks- the solid line denotes TB1 and a 

dashed line is used to point to TB2.  A cursory look at Figure 1 also show that the 

resulting break dates for the variables under investigation obviously coincide with major 

turning points in the intercept and / or the trend of the variables under investigation. 
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Figure 6.3 
Plots of the Series and Endogenously Estimated Timing of Structural Breaks by 

Lumsdaine and Papell Test (Model C) 
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     If the t-statistic reported in Table 6.5 is compared with the critical values reported in 

LP (1997), some of the variables, (which contain unit root based on the conventional 

unit root or ZA and Perron’s IO and AO models), appear to be stationary.  Unlike ZA 

and Perron’s IO and AO models, LP (1997), used the Monte Carlo simulation and 

calculated their own critical values for their sample based on 5000 replications.  

Unfortunately, these critical values are specific to this sample size.  The empirical 

literature shows that the critical values are heavily dependent on the sample size and 

therefore we cannot make use of the critical values reported by LP (1997) to make a 

decision about the stationarity of the series under investigation in this research.  It 

should be noted that calculation of critical values by Monte Carlo simulation is beyond 

the scope of this study.  Therefore, by applying the LP testing procedure, we are only 

able to determine whether there are two significant structural breaks in the data and we 

are unable to adequately determine the stationarity of the data. 

 

6.5. Summary and Concluding Remarks 

This study uses annual time series data (1960-2003) to determine the most important 

years when structural breaks occurred in a number of macroeconomic variables in the 

Iranian economy. First, the Zivot and Andrews approach has adopted to allow the data 

to determine the single most important structural break in each series. Then both the 

Innovational Outlier (IO) (assuming gradual changes in intercept and / or slope) and the 

Additive Outlier (AO) (assuming instantaneous changes in intercept) models are used. 

The empirical results based on all these models provide no evidence against the null 
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hypotheses of unit roots in the series under investigation. In other words, despite 

considering structural breaks in all series, all variables examined are found to be I(1). 

This is consistent with the results obtained by conventional unit root testing (ADF, and 

PP test).  

Following these tests, we employed the Lumsdaine and Papell (1997) procedure 

(LP) to specify a model able to accommodate the potential existence of two significant 

structural breaks in the data. It should be noted that we could not make use of the 

critical values reported by LP (1997) to make a final decision about the stationarity of 

the series under investigation in this research, as the critical values reported in LP were 

relevant only to their own sample because the procedure they used was sample-size 

dependent.  However, by applying the LP procedure, it was possible to determine the 

existence and the timing of the most significant structural breaks in these variables and 

to do so endogenously.  These endogenously determined and significant breaks did, in 

fact, occur and, as one would expect, they coincided with either the war period (1980s), 

the time of the regime shift (1979), external factors such as the 1974-75 oil shock or the 

oil price collapse in 1996. 

As mentioned earlier, the ZA (1992), the Perron (1997), and the LP (1997) 

approaches are the most advanced methods to endogenously detect one or at most two 

significant structural breaks, but these models are still unable to identify multiple 

structural breaks.  Attempts to apply such methods in the presence of multiple breaks 

may yield conflicting results. Further research to refine procedures and resolve such 

inconsistencies will be needed, but such investigation is beyond the scope of this 

present study.   It could be argued that a procedure which would allow for multiple 

structural breaks would perhaps be more appropriate to the Iranian economy but the 

data would need to be more long-term or at least obtained quarterly or monthly, rather 

than yearly.  Moreover, as Ben-David and Papell (1997) note, tests that allow for 

multiple structural breaks, such as Bai and Perron (2003), are restricted to stationary and 

non-trending data which is not the case for the variables under investigation in this 

research.   
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CHAPTER 7 

TRADE-GDP NEXUS IN IRAN: AN APPLICATION OF NEW 

COINTEGRATION TECHNIQUES IN THE PRESENCE OF 

STRUCTURAL BREAKS* 
 

 

7.1.  Introduction  

As mentioned in the previous chapters, when in the 1980s export promotion policies in 

Asian Newly Industrialized Countries (NICs) led to remarkable economic growth, 

attention was placed on the linkage between exports and economic growth in other 

developing countries.  Feder (1982), Balassa (1985) and Ghatak et al. (1997) suggested 

that export expansion might generate positive externality through more efficient 

allocation of resources, efficient management and improved production techniques, 

specialization, competition and the economy of scale.  Hence various development 

theories have emerged in the literature suggesting that export expansion further 

accelerates economic growth due to the above-mentioned factors. This is referred to as 

the export-led growth (ELG) hypothesis. 

Endogenous growth models make use of the same idea to analyze the broad 

externality effects of exports on the economy, but they address the role of imports as 

well. These models emphasize the fact that trade works as a conduit of knowledge 

spillover.  In turn, this knowledge spillover enables the economy to achieve increasing 

returns, and human capital also has a role in increasing economic growth through the 

same knowledge spillover effect of trade (Sengupta, 1993).  In fact aaccording to the 

endogenous growth theory, factors such as physical capital (R&D effects), human 

capital (representing knowledge spillover effects), export expansion (proxying the 

positive externality effects), and capital and intermediate imports (capturing learning-

by-doing effects) are the major determinants of economic growth. 
            Drawing upon the existing literature on the trade-growth nexus and following 

Feder (1982), Ram (1987), Lucas (1988), Salehi-Esfahani (1991), Sengupta (1993), 

Ghatak et al. (1997) and Van Den Berg (1997), the following two models are 

considered in order to identify a long-run relationship between trade and economic 
                                                 
* Modified versions of this chapter have already been published in International Journal of Applied 
Econometrics and Quantitative Studies,(2005) 2 (4), American Journal of Applied Science,(2005) 2 (7)  
and Applied Econometrics and International Development, (2005) 5 (4).  



 107

growth in an oil-based economy. We include export in the typical production function 

based on the Feder model (hereafter model 1), which was explained in Chapter 4.  We 

will also estimate what we might call the “ extended Feder model” ((hereafter model 2), 

which was specified in Chapter 5 for an oil-based economy.  In fact, the following two 

equations in logarithmic form are used to examine the trade-GDP nexus in Iran:  

 

Feder Model (Model 1):                                        

0 1 2 3 1( ) ( ) ( ) ( )t t t t tLn y Ln k Ln l Ln x eα α α α= + + + +                                                     (7.1) 

This is similar to the neoclassical formulation of the source of economic growth. In this 

equation, GDP is specified as a function of the physical capital, labour force and exports 

which reflects gains from shifting resources away from the low productive sector (non-

export sector) to the highly productive export sector. As mentioned earlier, the export 

sector has a positive externality effect on the production sector for domestic use 

stemming from exposing the economy to a more competitive environment. The 

economy can benefit also from improved production techniques, better quality 

management and labour force and the continuous flow of the imported inputs in this 

environment Therefore, in the extended Feder model (model 2), like Salehi-Esfahani 

(1991) and Ven Den Berg (1997), we include total imports as a new factor in the 

following equation. According to Salehi-Esfahani, by providing better quality inputs, 

capital and intermediate imports can affect productivity. This model is a kind of 

production function, which is augmented by the addition of trade factors, exports (X) 

and imports (M): 

 

Extended Feder Model  (Model 2): 

0 1 2 3 4 5 2( ) ( ) ( ) ( ) ( ) ( )t t t t t t tLn y Ln k Ln hc Ln xo L xno Ln m eβ β β β β β= + + + + + +         (7.2)                          

Equation (7.2) is also used to analyse the relationship between the growth of GDP, 

physical and human capital, intermediate imports, and exports (oil and non-oil exports). 

It should be noted that in Feder-type models GDP is considered to be simply a function 

of the ordinary labour force together with other relevant factors. We follow the 

endogenous growth theory and consider instead human capital (the number of employed 

workforce with a university degree) rather than the total labour force in our empirical 

models based on the second model. Moreover, in model (2) the possible effects of 
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exports on economic growth have been disaggregated into oil (xo) and non-oil (xno). 

The data used in this research are expressed in 1997 constant prices and have been 

collected from the Central Bank of Iran (CBI, 2001b; 2004), Tabibian et al. (2000) and 

the International Financial Statistics (IFS, 2004). In the above equation (7.2), y denotes 

real GDP, k is gross capital formation, m is total real imports and hc is human capital 

(represented in this research by the number of employed persons with a tertiary 

education). In this equation, oil and non-oil exports are shown by xo and xno, 

respectively. 

       As mentioned in Chapter 6, the Iranian economy has been subjected to a multitude 

of structural changes and regime shifts between 1960 and 2003.  Thus, the time series 

properties of the data were analysed first using Perron’s Innovational outlier (IO) and 

additive outlier (AO) models, then by the Zivot-Andrews (ZA) test and finally using the 

Lumasdaine and Papell (LP) procedures. The empirical results based on both the IO and 

AO models as well as the ZA test indicated that there is not enough evidence against the 

null hypothesis of unit roots for all of the variables under investigation. The resulting 

structural breaks endogenously determined by different methodologies coincided with 

the important political / economic factors such as the 1979 Islamic revolution and the 

Iran-Iraq war beginning in 1980.  

This chapter examines the major determinants of GDP growth in Iran using 

annual time series data for the period 1960 to 2003 by taking into account these 

potential structural breaks. Therefore, in the following section of this chapter, the 

Johansen-Juselius (1990), the Gregory-Hansen (1996) and the Saikkonen and 

Luetkephol (2000) cointegration approaches are employed in order to determine the 

long-run drivers of economic growth in the presence of structural breaks. These last two 

cointegration techniques accommodate potential structural breaks, which could 

undermine the existence of a long-run relationship between GDP growth and its main 

determinants. The reason for using all of these different methodologies is to see whether 

the results of the different approaches are consistent and support one another, or not.   

   The structure of the rest of this chapter is as follows: Section 7.2 briefly explains 

and presents the Johansen-Juselius (1990) cointegration results without considering 

potential structural breaks. Section 7.3 discuss cointegration analysis with structural 

breaks and presents the results of the Gregory-Hansen (1996) cointegration approach, in 

the presence of data-determined (i.e. endogenously determined) potential structural 

breaks and finally Section 7.4 discusses the results of cointegration analysis in the 
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presence of pre-determined structural breaks using the Saikkonen and Lutkephol 

(2000b) approach. Then, based on the number of cointegrating vectors found, the Error 

Correction version of the ARDL model was applied in section 7.5 in order to determine 

the short-run and long-run coefficients of the cointegration vectors and hence identify 

the long- and short-term relationships between exports, imports and economic growth in 

the presence of other relevant variables.  Finally Section 7.6 presents some concluding 

remarks. 

 

7.2. The Johansen-Jeselius Cointegration Technique 

 
The Engle-Granger two-step procedure has been used over the last two decades because 

it is a residual-based cointegration technique which is easily implemented.  This 

procedure, however, has certain drawbacks.  For example, according to Enders (2004), 

one of its most serious shortcomings is that it can identify only one long-run 

relationship while any given set of variables may, in fact, contain more than one such 

relationship.  In order to overcome this difficulty, Johansen-Juselius (1990) (hereafter 

JJ) introduce a ‘full information maximum likelihood’ approach.  Individual variables 

need not be identified as endogenous/exogenous as this approach treats all variables in 

the system as endogenous and using this technique enables us to find all existing 

cointegration relationships in the system.  

This procedure is based on the following unrestricted VAR model: 

 

1 1 2 2 .....t t t k t k tX X X X ε− − −= ∏ + ∏ + + ∏ + ,    t=1,2,….              (7.3) 

where  Xt is an ( 1n × ) vector of variables (say X1t, X2t, ….., Xnt), and ∏i  = an ( )n n×  

matrix of coefficients. tε is the set of error terms which are normally distributed. In this 

methodology, each variable is integrated of order one. Hence, to ensure the stationarity 

of the variables, this process can be rewritten in the first differentiated form. It is 

important to note, however, that the first differentiated variables indicate only short-run 

relationships and by using the differentiated form of the variables, some long-term 

information in the data could be lost. The JJ approach decomposes the matrix ∏ to 

ascertain long-run information between the variables. This procedure can be rewritten 

as: 

1 1 2 2 1 1.....t t t k t k k t k tX X X X X v− − − − − −∆ = Γ ∆ + Γ ∆ + + Γ ∆ + Γ +       (7.4) 
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where Γ is defined as (∏- I) and I is an ( ( )n n× identity matrix. In this approach, when a 

linear combination of two or more I(1) variables is stationary, a cointegration 

relationship could exist. Two well known tests, the Maximal Eigenvalue test ( maxλ ) and 

the trace test ( traceλ ) are often utilized. These are used to determine the number of 

cointegrating vectors in a system.  The null hypothesis that there are at most r 

cointegrating vectors is evaluated by the trace test, the statistic of which is calculated as 

follows: 

1

ˆ( ) ln(1 )
n

trace i
i r

r Tλ λ
= +

= − −∑           (7.5) 

 

The Maximal Eigenvalue test, instead, evaluates the null hypothesis that there exist r 

cointegration vectors against the alternative of the existence of r+1 cointegration 

vectors. This test statistic is calculated as follows: 

max 1
ˆ( , 1) ln(1 )rr r Tλ λ ++ = − −          (7.6) 

In both equations T is the number of usable observations andλ  is the calculated values 

of the characteristic roots from the estimated matrix. The empirical literature indicates 

that the results of these two tests, may not necessarily be consistent with each other.  In 

such circumstances, especially when the span of the data is limited, the Trace statistic 

result is to be preferred.  The number of lags in both of these procedures can be 

determined using either the AIC (the Akaike Information Criterion) or the SBC (the 

Schwarz Bayesian Criterion). 

 

7.2.1 Empirical Results Based on the Johansen-Jeselius Cointegration Technique 

All of the variables in the VAR system are I(1), as we have already established by 

Perron (1997) tests as well as by using the Zivot-Andrews (1992) approach, as reported 

in Chapter 6.  By applying the conventional unit root tests (ADF, PP), we also found 

that all of the variables under investigation in log level were I(1). Therefore, in this 

Chapter, we can use the Johansen-Juselius (1990) methodology in order to test for the 

existence of any long-run relationship among the variables in models (1) and (2). 

Because the Johansen-Jeslius approach uses the VAR model, the results of which are 

sensitive to lag length, it is vital to be very careful in the selection of the lag order in the 

model. If we choose a lag length, which is too short, the residuals may be auto-

correlated. On the other hand, if the lag lengths are too long, the may be a reduced 
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degree of freedom.  In order to determine the lag length in a VAR model, the (AIC) and 

(SBC) are applied.   In fact, this latter (SBC) enables the lag length to be determined 

much more appropriately and this simpler approach is preferable especially given the 

short span of the data.  After determining the lag length, the JJ cointegration test was 

conducted to identify the number of cointegrating vectors, by using the λtrace test 

explained earlier. Table (7.1) shows the results of the cointegration test on equation 7.2 

(model 1).  Based on the λtrace   statistics, the null hypothesis of no cointegrating vector is 

rejected at the 5 percent level. This implies that there is at most one cointegrating vector 

for model (1) linking GDP to physical capital, labour force and exports in the Iranian 

economy. 

 

Table 7.1: Johansen-Jeselius Test for Cointegration  (Model 1) 
 

Hypothsized      λTrace                5%            10 %                       λMax                                  5%            10 %                        

No. of CE(s)     statistics        Critical    Value                         statistic                     Critical Value 

      

None                 83.302*        75.980       71.810                   37.364*               34.400             31.7300 

At most 1           45.938         53.480       49.950                   24.106                  28.270             25.8000 

At most 2          21.832          34.870       31.930                   9.602                    22.040            19.8600 

At most 3          12.229          20.180       17.880                   7.515                    15.870             13.8100 

At Most 4          4.713             9.160        7.5300                   4.713                     9.160              7.5300 
  
Note: * indicates that the corresponding null hypothesis is rejected at the 5% level. 
 

 Table 7.2 shows the cointegration results for model 2. The reported λtrace statistics again 

strongly reject the null hypothesis of no-cointegrating vector (r=0) and so we cannot 

reject the hypothesis that there is at most one cointegrating vector at the 95 percent 

confidential level. This means that our cointegration test results in model (2) remain 

robust despite the fact that total exports are disaggregated into non-oil and oil exports 

and Imports, as well as human capital (defined as the number of employed workers with 

tertiary education) are also included. In either case there is at most one linear 

combination between GDP and its main long-run drivers in both models (1) and (2). 
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Table 7. 2:  Johansen-Jeselius Test for Cointegration   (Model 2) 

 
Hypothsized      λTrace                5%            10 %                   λMax                                  5%               10 %                        

No. of CE(s)     statistics        Critical    Value                      statistic                   Critical    Value 

 

None                127.520*        102.560        97.870             59.854*                 40.530             37.650 

At most 1          67.666           75.980         71.810               32.662                   34.400            31.730 

At most 2          35.003           53.480         49.950               18.799                   28.270             25.800 

At most 3         16.204            34.870         31.930                7.001                     22.040           19.860 

At most 4          9.202             20.180         17.880                6.655                     5.870             13.810 

At  mos 5          2.546              9.160           7.530                 2.546                     9.160              7.5300 
 
Note: * indicates that the corresponding null hypothesis is rejected at the 5% level. 

 

              As mentioned earlier, structural breaks can distort the cointegration results 

especially in the context of the Iranian economy, which has been plagued with various 

structural breaks such as the 1979 Islamic revolution and the eight-year Iraqi war as 

well as a number of drastic policy changes during the sample period.   In the following 

section two recent cointegration methodologies: Gregory-Hansen (1996); Saikkonen 

and Lutkephol (2000), both of which  take into account  the existence of  structural 

breaks in the cointegration analysis, are explained and applied. 
 

 

7.3. Cointegration Analysis with Structural Breaks 

As had been noted as far back as 1989 by Perron, ignoring the issue of potential 

structural breaks can render invalid the statistical results not only for unit root tests but 

also in terms of cointegration tests. One has to be aware of the potential effects of 

structural breaks on the results of cointegration test, as they usually occur because of 

war, regime shifts or major policy changes. Indeed, ignoring the existence of the 

significant structural break can invalidate not only the statistical inference about unit 

root test for individual variables but also can distort the results of cointegration tests. In 

view of this critical issue, Hendry (1996) argues that it is important to distinguish 

between breaks in the individual variables and breaks in the cointegrating vectors.  

Kunitomo (1996) posits that in the presence of a structural change, traditional 

cointegration tests, which do not allow for this, may produce “spurious cointegration 
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results”. Gregory et al. (1996) also recognized the effect of potential structural breaks 

on the result of the ADF test for cointegration. They showed that, in the presence of a 

structural break, the ADF test tends to under-reject the null hypothesis of no-

cointegration. That is to say, potential cointegration relationships may be masked due to 

the existence of the structural breaks. The under rejection of the null hypothesis here is 

similar to under- rejection of the unit root null hypothesis, in the presence of the 

structural breaks, explained in the previous chapter. 

        In this study, therefore, considering the effects of potential structural breaks is very 

important, especially because the Iranian economy has been faced with structural breaks 

like revolution and war in addition to numerous policy changes.   

 

7.3.1. The Gregory-Hansen Cointegration Test with a Potential Structural Break 

Given the fact that empirical results based on the JJ cointegration techniques have 

determined only one cointegrating vector in the system, one can subsequently use the 

Gregory-Hansen approach (1996) (hereafter, GH). This latter approach is based on the 

Engle-Granger cointegration technique. In fact, Gregory-Hansen addressed the problem 

of estimating cointegration relationships in the presence of a potential structural break 

by introducing a residual-based technique so as to test the null hypothesis (no 

cointegration) against the alternative of cointegration in the presence of a break (such as 

regime shift).  

 While conventional cointegration techniques such as the Engle-Granger or the  

JJ procedure do not consider the existence of potential structural breaks at all, or others 

(like SL 2000) do so based on break dates which are known a priori, the advantage of  

the Gregory-Hansen  methodology is that this testing  procedure determines the time of 

the break endogenously.  In other words, in this approach the break point (TB) is 

unknown and is determined by finding the minimum values for the ADF t statistic. 

Using the RATS program, the optimal number of lags can be selected automatically by 

general to specific t-tests, AIC or SBC. 

          The ADF-t-test has been extended by GH (1996) in order to test the null 

hypothesis of no cointegration relationship against the alternative, that there exists a 

cointegration in the presence of a potential structural break. By taking into account  the 

existence of a potential unknown and endogenously determined one-time break, the GH 

approach allows for structural shifts in either the intercept alone, in both the trend and 
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the level shift, or for a full break.  In order to avoid the invalid rejection of the null 

hypothesis, GH (1996) introduced three alternative models. 

The first model includes an intercept (or constant) (C) and a level shift dummy. 

This model is illustrated as follows:1 

 
'

1 1 2 1 2t t t tx DU x eµ µ α= + + +                                                                                     (7.7) 

In this case, the intercept dummy variable DUt takes the value of one after the break 

date and zero otherwise.  

The second model (C/T), contains an intercept and trend with a level shift 

dummy and is shown as follows: 

 
'

1 1 2 3 1 2t t t tx DU t x eµ µ µ α= + + + +                                                                             (7.8) 

 The third alternative model is the full break model (regime shift -C/S), which 

includes two dummy variables, one for the intercept and one for the slope, without 

including trend in the model.  This model allows for  change in both intercept and slope 

as illustrated below: 

 
' '

1 1 2 1 2 2 2t t t t t tx DU x x DU eµ µ α α= + + + +                  t=1,….,n                                    (7.9) 

 

In the above equations, 0tDU = , if [ ]t nτ≤  and 1tDU = if [ ]t nτ> , where the 

unknown parameter (0,1)τ ∈ is defined as the relative timing of the change point. The 

cointegration slope coefficient before the regime shift is denoted by 1α  and change in 

the slope coefficient is denoted by 2α . Finally, 1µ  represents the intercept before the 

level shift, and the change in the intercept at the time of the shift is represented by 2µ . 

 

7.3.2. Empirical Results Based on the Gregory –Hansen (GH) Procedure 

As mentioned above, the literature shows that it is important to take into consideration 

the effects of potential structural breaks in the cointegration analysis. This is especially 

important in the present research because the Iranian economy has been faced with a 

regime shift.  We will now apply the GH approach in order to determine the time of the 

structural break and also to test for the existence of cointegration relationships among 
                                                 
1 The description here is based on Gregory and Hansen (1996). 
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our variables of interest. Among the above-mentioned GH (1996) three cases of 

cointegration with a structural break, this research considers the regime shift model 

(C/S), which allows for both change in the intercept as well as change in  the slope, 

because this case is more relevant to the Iranian economy which was faced with regime 

change.  However, as the critical value in GH (1996) is not reported for more than five 

variables, it is not possible to apply this procedure for the extended Feder model (model 

2) in this research), which has six variables. Therefore, the GH test will be applied only 

to the Feder model (model 1), of this research, which has only four variables. The 

empirical result based on the GH cointegration procedure (case C, or “full break”), 

indicates that the reported statistic  (-7.194) is smaller than its respective 5% critical 

value (-6.41). This confirms the rejection of the null hypothesis of no cointegration in 

favor of the existence of at least one cointegration relationship in the presence of a 

single structural break. The following graph shows that the endogenously determined 

time of the break coincides with the effect of the 1978 strikes in Iran, which preceded 

the 1979 revolution. 

 

Figure 7.1 
Plots of the GH Cointegration Test (Model C/S) 

Gregory-Hansen Cointegration Tests

 

 

       Thus, as the above graph clearly shows, the most important structural break in the 

Iranian economy took place in 1978 and this was identified endogenously by the GH 
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procedure. It should be noted that in Chapter 6 we used the Perron (1997) tests and 

determined the time of the break separately for each variable, while here the time of the 

break has been determined for all the variables in the model together.   The 1978 time of 

the break is, of course, consistent with effects (e.g. strikes and suspension of oil 

production) related to the regime shift (Islamic Revolution) in Iran.  Since the timing of 

this structural break has now been determined endogenously via the models, in 

subsequent methodologies applied in this research, this time will be considered as a 

known regime shift dummy. 

 

7.4. Saikkonen And Lutkephol Cointegration Tests 

Saikkonen and Lütkepohl (2000 a, b, c) have proposed a test for cointegration analysis 

that allows for possible shifts in the mean of the data-generating process. Because many 

standard types of data generating processes exhibit breaks caused by exogenous events 

that have occurred during the sample period, they suggest that it is necessary to take 

into account the level shift in the series for any proper inference regarding the 

cointegrating rank of the system. They argue that “structural breaks can distort standard 

inference procedures substantially and, hence, it is necessary to make appropriate 

adjustment if structural shifts are known to have occurred or are suspected” (2000b: 

451).   

        The Saikkonen and Lütkepohl (SL) test investigates the consequences of structural 

breaks in a system context based on the multiple equation framework of Johansen-

Jeslius, while earlier approaches like Gregory-Hansen (1996) considered structural 

breaks in a single equation framework. Others conventional cointegration tests did not 

consider the potential existence of the structural breaks in the system at all. According 

to Saikkonen and Lütkepohl (2000b) and Lütkepohl and Wolters (2003), an observed n-

dimensional time series ty =    (y1t,…., ynt), ty is the vector of observed variables 

(t=1,…, T) which  are generated by the following process: 

 

10 1 1 1 2 2 3 3 1 0 2t tt t t t ty t d d d DT DU xµ µ γ γ γ δ δ= + + + + + + +            (7.10)            

Where DT0t and DU1t are impulse and shift dummies, respectively, and account for the 

existence of structural breaks. DT0t is equal to one, when t=T0, and equal to zero 

otherwise. Step (shift) dummy (DU1t ) is   equal to one when (t>T1), and is equal to zero 
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otherwise. The parameters 
i

γ (I=1,2,3), 
0

µ , 
1

µ , and δ are associated with the 

deterministic terms. The seasonal dummy variables d1t, d2t, and d3t, are not relevant to 

this research since our data are annual. According to SL (2000b), the term xt is an 

unobservable error process that is assumed to have a VAR (p) representation as follows: 

1 1
.... pt t p tt

x Ax A x ε
−−

= + + +         t=1,2,                 (7.11) 

By subtracting xt-1 from both sides of the above equation and rearranging the terms, the 

usual error correction form of the above equation is given by:  
1

1
1

p

t t j tt
j

x x j x u
−

−−
=

∆ = ∏ + Γ ∆ +∑                                                                                   (7.12) 

This equation specifies the cointegration properties of the system.  In this equation, ut is 

a vector white noise process; t t tx y D= −  and tD are the estimated deterministic trends. 

The rank of Π is the cointegrating rank of xt a tD nd hence of yt  (SL, 2000b). 

         The possible options in the SL procedure, as in Johansen, are three: a constant, a 

linear trend term, or a linear trend orthogonal to the cointegration relations. In this 

methodology, the critical values depend on the kind of the above-mentioned 

deterministic trend that is included in the model. More interestingly, in SL, the critical 

values remain valid even if dummy variables are included in the model, while in the 

Johansen test; the critical values are available only if there is no shift dummy variable in 

the model. The SL approach can be adopted with any number of (linearly independent) 

dummies in the model. It is also possible to exclude the trend term from the model; that 

is, µ=0 may be assumed a priori. In this methodology, as in Johansen’s, the model 

selection criteria (SBC, AIC, and HQ) are available for making the decision on the 

VAR order. In the following section, we have applied SL tests for the cointegration rank 

of a system in the presence of structural breaks. 

 

          

7.4.1. Empirical Results Based on the Saikkonen-Lutkephol (SL) Cointegration 

Procedure 

As explained above, Saikkonen and Lütkepohl (2000b) derived the likelihood ratio (LR) 

test in order to determine the number of cointegrating relations in a system of variables, 

by considering for the possibility of potential structural breaks. We now apply a 

maximum likelihood approach, based on SL, for testing and determining the long-run 
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relationship in the model under investigation. As mentioned earlier, in this procedure 

SL assumed that the break point is known a priori. In Chapter 6, we determined the 

time of the break endogenously by using the Zivot-Andrews (1992) procedure and the 

Perron (1997) innovational outlier (IO) and additive outlier (AO) models. The empirical 

results based on these methods showed that the most significant break for the variables 

under investigation is consistent with the time of the revolution and the Iraqi-war.  

Therefore, at this stage we include two dummy variables (regime change / revolution in 

1979) and the Iraqi war (beginning in 1980) in order to take into account the effects of 

structural breaks on the system. Since there is no lag structure for the dummy series, 

these two dummies are included in the system, but not in the cointegration space. For 

this reason, the dummy result is not present in the cointegration results. Following the 

SL procedure we consider three cases: impulse dummy and shift with intercept 

included; impulse dummy and shift with trend and intercept included; and finally, 

impulse dummy and shift with a trend statistically independent (orthogonal) to the 

cointegration relation included. The cointegration results in these three cases are 

presented in Table 7.3. The optimal number of lags is determined by SBC, which is 

more appropriate for the short span of the data.  The hypothesis of the long-run 

relationship among non-stationary variables is tested and the result is reported in Table 

7.3. This table indicates that the hypothesis of no cointegration (r=0) is rejected at the 

5% significance level and the existence of one cointegration vector is not rejected in any 

of the three cases mentioned above for model (1). 

 

        Table 7.3: Cointegration Result Based on SL Test For Model (1) 
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       The hypothesis of the long-run relationship between non-stationary variables is 

tested using model (2) and the result is reported in Table 7.4. A similar conclusion is 

found in the presence of structural breaks for two cases of C and C/O in model (2). In 

other words, the hypothesis  (r=0) can be rejected in favor of the alternative hypothesis 

of r=1 at the 5% significance levels for each case. However, taking into consideration 

the break in the case of the shift dummy with intercept and trend (C/T) included, the 

null hypothesis of the existence of at least two cointegration vector cannot be rejected 

among the variables of model (2).   

 

         Table 7.4: Cointegration Results Based on SL Test for Model (2)       

 
    

        From all the results presented in the tables above, for a Feder-type model (1), we 

cannot reject the null hypothesis of at least one cointegrating vector. Furthermore, the 

results of cointegrating vectors for the augmented Feder type model with oil and no-oil 

export (model 2), which we specified especially for an oil-based economy, show that 

the hypothesis of one cointegrating vector cannot be rejected. Taking into consideration 

the structural breaks in the context of the SL procedure, we find the same result in all of 

the three cases in model (1) and two of the cases for model (2).  Table 7.4 indicates that 

in the case of C/T, we cannot reject the null hypothesis of two cointegrating vectors.  

In sum, by considering all of these cases, the existence of at least one 

cointegrating vector is approved by both the traditional and the new version of the 

Johansen procedure, which takes into account potential structural breaks. The main 

conclusion drawn in the above section has not changed: in the presence of structural 

breaks (the Islamic Revolution and war), and applying models (1) and (2), there is 
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indeed one cointegrating vector, and this represents the existence of a long-term 

relationship between exports and economic growth in the Iranian economy when we 

include the other relevant variables in the models. 

       Since both traditional cointegration test (like Johansen), as well as tests for 

cointegration in the presence of structural breaks (like GH (1996) and SL (2000)) have 

all shown that there is only one cointegrating vector for both models, we can now use 

the ARDL procedure to determine short-run and long-run coefficients of the 

cointegration vector in the context of error correction modeling.  

  

7.5. The ARDL Cointegration Approach  

A significant volume of past research has employed Johansen’s cointegration technique 

to determine the long-term relationships between various variables of interest.  A few 

empirical studies explained the cointegration in the presence of potential structural 

breaks. In fact, this remains the technique of choice by those who argue that it is the 

most accurate methods to apply to I(1) variables.  Recently, however, an emerging body 

of work led by Pesaran and Shin (1996); Pesaran and Pesaran (1997); and Pesaran et al. 

(2001) has introduced an alternative and a new version of the cointegration techniques 

known as the ‘Autoregressive Distributed Lag’ or ARDL bound test. It is argued that 

ARDL has a number of advantages over the conventional Johansen cointegration 

techniques.  

To start with, the ARDL is a more statistically significant approach for 

determining cointegrating relationships in small samples (Ghatak and Siddiki 2001), 

while the Johansen co-integration techniques require large data samples for the purposes 

of validity. A further advantage of the ARDL is that while other cointegration 

techniques require all of the regressors to be integrated of the same order, the ARDL 

can be applied whether the regressors are I(1) and/or I(0), i.e. whether the results are all 

unit root or, indeed, even if mixed results are obtained. This means that it avoids the 

pre-testing problems associated with standard cointegration, which requires that 

variables are already classified I(1) or I(0) (Pesaran et al, 2001). In this research, having 

first applied the Perron (1997) Innovational and Additive Outlier models, it was 

observed that in the presence of one structural break, the null hypothesis of a unit root 

could not be rejected in any of the cases, a result which is consistent with the use of 

conventional unit root tests. Taking into account the existence of two structural breaks, 

however, and applying the Lumasdaine and Papell (1997) method, empirical results 
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indicated that the null hypothesis of unit root could be rejected for some of the variables 

under analysis. Generally speaking, if not completely sure about the exact unit root 

properties of the data, then the ARDL is the more appropriate model for empirical work. 

  Bahmani-Oskooee and Nasir (2004: 485), for example, argue that the first step 

in any cointegration technique “is to determine the degree of integration of each 

variable in the model”, but this can depend on the specific unit root test used: different 

tests could lead to contradictory results.  For example, applying conventional unit root 

tests like the Augmented Dickey Fuller and the Phillips-Perron tests, one may 

incorrectly conclude that a unit root is present in a series that is actually stationary 

around a one-time structural break (Perron, 1989; 1997). The ARDL is then useful 

because it avoids this problem.  

Yet another difficulty of the Johansen cointegration technique, which the ARDL 

avoids, concerns the large number of choices which must be made. These include 

decisions regarding the number of endogenous and exogenous variables (if any) to be 

included, the treatment of deterministic elements, as well as the order of VAR and the 

optimal number of lags to be specified. The empirical results are generally very 

sensitive to the method and various alternative choices available in the estimation 

procedure (Pesaran and Smith, 1998). Finally, with the ARDL it is possible that 

different variables have differing optimal number of lags, while in Johansen-type 

models this is not possible. 

According to Pesaran and Pesaran (1997) the ARDL procedure is represented by 

the following equation: 

1

( , ) ( , ) '
k

t i i it t t
i

L p y L q x w uφ β δ
=

= + +∑                                                   (7.13) 

where 

      2
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pL p L L Lφ φ φ φ= − − −  

and  
2

1 2( , ) 1 ..... qi
i i i i iqiL q L L Lβ β β β= − − − − ,            i=1,2,…,k 

 

Where yt denotes the dependent variable, Xit is the ith dependent variables, L is a lag 

operator, and wt is the S×1 vector representing the deterministic variables employed, 

including intercept terms, dummy variables, time trends and other exogenous variables. 

The optimum lag length is generally determined by minimising either the Akaike 
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Information Criterion (AIC) or the Schwarz Bayesian Criterion (SBC). Using the 

ARDL specific model, the long-run coefficients and their asymptotic standard errors are 

then obtained. The long-run elasticity can then be estimated as follows: 
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ˆ ˆ ˆ...ˆ
ˆ ˆ ˆ1 ...

i i qi
i
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β β β
θ

φ φ φ
+ + +

=
− − −

                            ∀ i=1,2,…,k                                           (7.14) 

The long-run cointegrating vector is given by: 

 

0 1 1 2 2
ˆ ˆ ˆ ˆ...t t t k kt ty x x xθ θ θ θ ε− − − − − =            t∀ =1,2,…, n                                (7.15) 

In this equation, the constant term is equal to:  

0
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                                             (7.16) 

We can now rearrange equation (7.13) in terms of the lagged levels and first differences 

of 1 2, , ,....,t t t kty x x x and tw  to obtain the short term dynamics of the ARDL as follows: 
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and finally, one can define the error correction term in the following manner:  

1

ˆ '
k

t t i it t
i

EC y x wθ ψ
=

= − −∑                                                                  (7.18) 

In equation (7.17) *ϕ , 'δ  and ijβ * are the short-run dynamic coefficients, 

and ˆ(1, )pφ denote the speed of adjustment. 

 

7.5.1. Empirical Result Based on the ARDL Approach 

Since this study aims to detect the short-run as well as the long-run relationships 

between exports, economic growth and other relevant variables in the specified models, 

we will make use of the already well-known, though relatively new Autoregressive 

Distributed Lag (ARDL) technique. Following Pesaran et al. (2001) and Bahmani-

Oskooee and Nasir (2004), the error correction representation of the ARDL model for 

both specified model (1 and 2) are represented below: 
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 ECM-ARDL (1): 
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ECM-ARDL (2): 
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 The parameters 
i

δ , i=1,2,3,4,5,6 function as the long multipliers, while the 

, , , ,
j j j j j

c d e fb , jg  are the short–run dynamics coefficients of the underlying ARDL 

model. As mentioned earlier, in the first step we need to capture the usual F-statistic for 

testing the null hypothesis (of no cointegration) defined by (H0: 1 2 3 4
0δ δ δ δ= = = =  

and H0: 
651 2 3 4

0δ δ δ δ δ δ= = = = = = ) among the levels of the included variables in 

models (1) and (2) respectively. In doing so, first equations  (7.19) and (7.20) are 

estimated without the EC part, then the EC parts are added on the already estimated first 

parts of the above equations. Then F statistics are calculated to check the null 

hypothesis (that all coefficients are jointly equal to zero).   

        At this stage, the calculated F-statistic is compared with the critical value tabulated 

by Pesaran et al. (2001). These critical values are calculated for different regressors and 

whether the model contains an intercept and/or a trend. In fact, these critical values 

covering all possible classifications of the variable into I(1) and I(0) or even fractionally 

integrated. The null hypothesis of no cointegration will be rejected if the calculated F-

statistic is greater than the upper bound. If the computed F-statistic falls below the lower 

bound, then the null hypothesis of no cointegration cannot be rejected.  Finally, the 

result is inconclusive if it is between the lower and the upper bound. In such an 
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inconclusive case an efficient way of establishing cointegration is by applying the ECM 

version of the ARDL model (Bahmani-Oskooee and Nasir, 2004). 

        Since we use forty-four annual observations, we choose 2 as the maximum lag 

length in the ARDL model and the calculated F-statistic is equal to 3.34 and 2.96 for 

model (1) and (2), respectively. Given that these fall between the lower bound and the 

upper bound critical value reported in Pesaran et al. (2001) at the 5 percent level, 

consequently we use the ECM term to determine the long-run relationship among the 

variables of interest, a procedure recommended in the literature when faced with an 

inconclusive case.  We have also calculated the F-statistic when each of Ln(k), Ln(hc), 

Ln(xo), Ln(xno), or Ln(m), appear as a dependent variable separately in the testing 

procedure.  In all of these cases, the F test statistics are less than the corresponding 

critical values tabulated in Pesaran et al. (2001). Therefore, the null hypothesis of no 

cointegration cannot be rejected and the possibility of a long-term relationship exists if 

and only if Ln(y) appears as a dependent variable followed by its ‘forcing variables’ (i.e. 

Ln(xo), Ln(xno), Ln(m), Ln(k), and Ln(hc) in both models.  

     It should be noted, however, that despite the inconclusiveness of the bound testing, 

the result is consistent with the finding of a rank of one with the application of the 

Johansen-Jeselius methodology, and the Saikkonen and Lutkephol procedure. These 

finding plus the Gregory-Hansen technique have all confirmed the existence of at least 

one cointegration relation between the variables under study using both model (1) and 

model (2).  In other words, in neither model (1) nor model (2) could the null hypothesis 

(of at least one cointegrating vector) be rejected. 

            Therefore, next we estimate the long-run coefficients of the ARDL model. One 

of the more important issues in applying ARDL is choosing the order of the distributed 

lag function.  Pesaran and Smith (1998) argue that the SBC can be used in preference to 

other model specification criteria because it often has more parsimonious specifications: 

the small data sample in the current study further reinforces this point. For these two 

models, the optimal numbers of lags for each of the variables are shown as ARDL 

(2,1,0,0) and ARDL (1,2,0,2,1,1), respectively. Table 7.5 shows the long-run 

coefficients of the variables under investigation. 
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Table 7.5: The Estimated Long-Run Coefficients Results 
Model (1): ARDL (2,1,0,0) 

Regressor Coefficient t-
Ratio[Prob] 

Ln(kt) 0.385 11.14[.000] 
Ln(lt) 0.032 0.286[.776] 
Ln(xt) 0.413 6.917[.000] 
Intp 1.308 4.410[.000] 
D78  0.096 3.101[.004] 

DU80 0.081 2.534[.016]  

            Model (2):  ARDL (1,2,0,2,1,1) 
Regressor Coefficient t-Ratio[Prob]
Ln(kt) 0.555 16.24[.000] 
Ln(hct) 0.021 1.422[.167] 
Ln(xot) 0.373 8.980[.000] 
Ln(xnot) 0.036 3.084[.005] 
Ln(mt ) -0.134 -6.080[.000] 
Intp 1.209 12.65[.000] 
D78 0.097 5.062[.000] 
DU80            0.187           10.65[.000]  

Note: The SBC is used to select the optimum number of lag in the ARDL model, which is used to 
calculate the long-run coefficient estimates. 
 

            As presented, the long-term coefficients for models (1) and (2) follow a similar 

pattern.   The empirical results reveal that in the long run, even a one percent increase in 

physical capital leads to a 0.38 percent and 0.55 percent increase in GDP for models (1) 

and (2), respectively. While a one percent increase in human capital does lead to a 0.02 

percent increase in GDP for model (2), the empirical results for model (1) show that 

growth in the labour force has no statistically significant effect on GDP. This means that 

neither the labour force nor human capital in Iran have substantial or statistically 

significant effect on GDP. This is likely due to the low productivity of the labour force, 

and the supply surplus of labour.  Part of the reason for the lack of significance of 

human capital could be due to the definition used in this research, of the number of 

employed with tertiary education. Perhaps a wider definition may have been more 

significant.  If we consider the effect of total exports on GDP, a one percent increase in 

total exports leads to a 0.41 percent increase in GDP in model (1).  This means that total 

exports have a very significant and sizable effect on GDP.  

           Similarly, the results for model (2), where total exports are disaggregated into oil 

and non-oil exports, shows that a one percent increase in oil exports leads to a 0.37 

percent increase in GDP. Moreover, empirical results in Table 7.5 show that a one 

percent increase in non-oil exports leads to 0.036 percent increases in GDP. It is 

obvious that non-oil exports have an effect on the Iranian economy, which, though 

statistically significant, is less than expected. It is the oil sector, which still generates the 

bulk of total exports (petrodollars) and acts as the leading sector of the economy. The 

results also show that a one percent increase in total imports led to a 0.13 percent 

decrease in GDP in model (2).  Though this is theoretically unexpected, it is statistically 
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significant and the reason for it was the Iranian government’s repeated imposition of 

trade barriers, particularly on imports, due to exchange revenue limitations and 

international debt.  In fact, this finding of a negative sign on the coefficient of imports 

in the case of Iran has also been observed by Jalali-Naini (2003) who ascribed it to the 

effect of policies which curtailed imports.  He noted that “in the years where severe 

import restriction is imposed, imports are below trend and hence assume a negative 

value and [this] influences output accordingly as a shift factor” (2003: 11).  

         Because of the nature of the presently available data, this study uses aggregated 

imports data.  Future studies could usefully be undertaken using import data 

disaggregated into intermediate and capital imports, an approach recommended by 

endogenous growth theories as possibly yielding results useful for even more effective 

policy analysis. After estimating the long-term coefficients, we obtain the error 

correction representation of the ARDL model. Table 7.6 reports the short-run 

coefficient estimates obtained from the ECM version of the ARDL model. 

 

Table 7.6.  Estimated Short-Run Error Correction Model (ECM) 

       

 

 

         As discussed, the error correction term indicates the speed of the adjustment 

which restores equilibrium in the dynamic model. The ECM coefficient shows how 

quickly/slowly variables return to the equilibrium path and it should have a statistically 

significant coefficient with a negative sign. Bannerjee et al. (1998) holds that a highly 

significant error correction term is further proof of the existence of a stable long-term 
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relationship. Table 7.6 shows that the expected negative signs of ECM are highly 

significant.  The estimated coefficients of ECMt-1 are equal to -0.40 and -0.60 for models 

(1) and (2) respectively, suggesting that deviation from the long-term GDP path is 

corrected by 40 percent in model (1) and 60 percent in model (2) over the following 

year. This means that the adjustment takes place relatively quickly, i.e. the speed of 

adjustment is relatively high, especially in model (2). Figure 7.2 and 7.3 represents the 

forecasting errors and the plots of the actual and forecast values. The graphical evidence 

presented in Figures 7.2 and 7.3 indicate the estimated model tracks the historical data 

very well, including the times of structural change. 

 

Figures 7.2 
Plots of Actual and Forecasted Values for the Level of LY and Change in LY 

(Model 1) 
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Figures 7.3 
Plots of Actual and Forecasted Values for the Level of LY and Change in LY 

(Model 2) 

 
                                

 

Diagnostic and Stability Tests 

Diagnostic tests for serial correlation, functional form, normality, hetroscedasticity, and 

structural stability of the model are presented in Tables 7.7 and 7.8 at the end of this 

Chapter. These tests show that both models (1) and (2) generally pass all diagnostic 

tests in the first stage where there is no evidence of autocorrelation and the model 

passes the test for normality. Following Pesaran and Pesaran cited in (Bahmani-

Oskooee, 2001), the stability of the regression coefficients is evaluated by stability tests 

and they can show whether or not the regression equation is stable over time. This 

stability is appropriate in time series data, especially when we are uncertain about when 

structural change might have taken place. The null hypothesis is that the coefficient 

vector is almost the same in every period and the alternative is simply that it is not 

(Bahmani-Oskooee, 2001).  More specifically, when analysing the stability of the long-

run coefficients together with the short-run dynamics, the cumulative sum (CUSUM) 



 129

and the cumulative sum of squares (CUSUM) point to the in-sample stability of the 

model (see CUSUM and CUSUMQ in Figure 7.4 and Figure 7.5) 

          According to Bahmani-Oskooee (2001), the null hypothesis (i.e. that the 

regression equation is correctly specified) cannot be rejected if the plot of these 

statistics remains within the critical bound of the 5 percent significance level. As is clear 

from Figures 7.4 and 7.5, the plots of both the CUSUM and the CUSUMQ are within 

the boundaries. That is to say, the stability of the parameters has remained within its 

critical bounds of parameter stability and hence these statistics confirm the stability of 

the long-run coefficients of the GDP function in models 1 and 2.  

 

Figure 7.4 
Plots of CUSUM and CUSUMQ Statistics for Coefficients Stability Tests (Model 1) 
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Figure 7.5 
Plots of CUSUM and CUSUMQ Statistics for Coefficients Stability Tests (Model 2) 
 

 

 

 7.6. Summary and Concluding Remarks 

In order to determine the long-run relationship between exports and economic growth in 

the Iranian economy in the presence of other relevant variables, a number of different 

cointegration techniques have been applied. The relatively small sample size of the 

available data and the existence of structural breaks such as regime change have led us 

to apply some new techniques, which can take into account the effects of such breaks on 

the long-term relationship.  Some econometricians argue that the degree of cointegration 

becomes uncertain in the presence of structural breaks. The results of the Johansen 

approach, which does not take account of structural breaks, showed the existence of the 

one-cointegration relationship in the system for both estimated models.   In addition, we 

employed the Gregory-Hansen (1996) technique and the Saikkonen and Lutkephol 
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(2000) cointegration approach to determine the long-run factors contributing to 

economic growth in the presence of structural breaks.   

The Iranian economy has been subject to numerous shocks and regime shifts 

such as the 1974-75 oil shock, the upheavals consequential to the 1979 Islamic 

Revolution, the destructive eight-year (1980-1988) war with Iraq, the freezing of the 

country's foreign assets, a volatile international oil market, economic sanctions, and 

international economic isolation. Because of these, in this research it was important to 

use the GH (1996) and SL (2000) cointegration approaches in the presence of the 

structural breaks.  The GH empirical results indicate that there is one cointegrating 

vector which links GDP with physical capital and the labour force and exports. In fact, 

the GH procedure confirmed again the existence of the one-cointegration vector for 

model (1). This procedure also established endogenously the existence and time of a 

structural break in the system. The time of the structural breaks endogenously 

determined by the GH procedure coincided with the effects of the Islamic revolution.  

Under the assumption that the break point is known a priori, we applied an LR-

type test based on the SL (2000) approach. In the presence of such structural breaks 

(revolution and war), the SL cointegration tests conducted in this study similarly 

indicate that there is one cointegrating vector which links GDP with physical capital, 

the labour force and exports (model 1). The SL cointegration test results for model (2) 

also remain robust despite disaggregating exports into the two categories of oil and non-

oil exports as well as including human capital and imports. In fact, the results of using 

SL and taking into account the existence of the structural break, indicate that we cannot 

reject the null hypothesis (i.e. the existence of at least one cointegration vector) in all of 

the three cases in model (1) and two of the three cases for model (2). Therefore since in 

most cases the existence of one cointegration vector was established, then an ARDL 

cointegration approach was then applied to estimate and validate the long- and short-

term determinants of economic growth in the Iranian economy.  

            Applying the ECM version of the ARDL model shows that the error correction 

coefficient, which determines the speed of adjustment, has an expected and highly 

significant negative sign. The results indicate that deviation from the long-term growth 

rate in GDP is corrected by approximately 40 percent and 60 percent, in the following 

year for model (1) and (2) respectively.  The estimated model passes a battery of 

diagnostic tests and the graphical evidence (CUSUM and CUSUMQ graphs) indicates 

that the model is stable during the sample period. Finally, the estimated long-term 
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coefficients show that while the effects of gross capital formation and oil exports are 

highly significant and impact strongly on GDP, those of the non-oil exports, the labour 

force and human capital remain even less substantial than previously expected.  

Consequently, in order to protect GDP from  excessive reliance on oil exports, the 

diversification of the export base must appear right at the top of the government’s 

priority list.  One viable option involves a more intensive investment in the 

petrochemical industry as a whole. In this vein more efficacious non-oil export 

promotion policy should be considered of paramount importance.   In order to pursue 

such a policy, further research is required on the GDP/export nexus, where “oil” is 

removed from the model. More specifically, cointegration and causality analyses 

between non-oil GDP and non-oil exports may yield a better understanding of potential 

short-term and/or long-term interplay among these variables. Obviously, such an 

understanding will be useful, not to say fundamental, to the implementation of a more 

effective non-oil export promotion policy. 
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Table 7.7. Autoregressive Distributed Lag Estimates (ARDL) for Model (1) 
  Model (1): ARDL (2,1,0,0) selected based on Schwarz Bayesian Criterion 

Regressor Coefficient Standard Error t-ratio[Prob] 
LY (-1)  0.4120 0.1167 3.5300[.001] 
LY (-2)  0.1860 .0839 2.2159[.034] 
LK       0 .2471 .03141 7.8661[.000] 
 LK (-1) -0.0922 .03603    -2.5588[.015] 
LL   0 .0132 .04726    .27822[.783] 
LX     0.1663 .01874     8.8761[.000] 
INTP 0.5262 .10625 4.9523[.000] 
D78   0.0388 .01395 2.7816[.009] 
DU80       0.0325 .01023    3.1799[.003] 

  R-Squared                     .99776   R-Bar-Squared                   .99722 
 S.E. of Regression           .011460   F-stat.    F(  8,  33)    1840.2[.000] 
 Mean of Dependent Variable    5.2630   S.D. of Dependent Variable      .21739 
 Residual Sum of Squares     .0043336   Equation Log-likelihood       133.1640 
 Akaike Info. Criterion      124.1640   Schwarz Bayesian Criterion    116.3445 
 DW-statistic                  2.0430 
********************************************************************* 
                                            Diagnostic Tests 
********************************************************************* 
*    Test Statistics  * LM Version        * F Version          * 
********************************************************************* 
*                     *                          *                            * 
* A: Serial Correlation*CHSQ (1)=  .068041[.794]*F (1, 32)=  .051925[.821]* 
*                     *                          *                            * 
* B: Functional Form   *CHSQ (1)= .0074918[.931]*F(   1,  32)= .0057091[.940]* 
*                     *                          *                            * 
* C: Normality         *CHSQ (2)=   .10967[.947]* Not applicable       * 
*                     *                          *                            * 
* D: Hetroscedasticity*CHSQ(   1)=   .16590[.684]*F(   1,  40)=   .15863[.693] 
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 Table 7.8. Autoregressive Distributed Lag Estimates (ARDL) for Model (2) 
Model (2): ARDL (1,2,0,2,1,1) selected based on Schwarz Bayesian Criterion 

Regressor Coefficient Standard Error t-ratio[Prob] 
LY (-1) 0.3985 0.09455 4.2147[.000] 
LK 0.2933 0.03641 8.0559[.000] 
LK (-1) -0.0389 0.04425 -0.8805[.387] 
LK (-2) 0.0795 0.03162 2.5167[.018] 
LHC 0.0123 0.00885 1.3975[.174] 
LXO 0.2459 0.02046 12.018[.000] 
LXO (-1) -0.0929 0.02050 -4.5325[.000] 
LXO (-2) 0.0711 0.01857 3.8278[.001] 
LXNO -0.0047 0.00958 -0.4933[.626] 
LXNO (-1) 0.0268 0.00932 2.8831[.008] 
LM -0.0189 0.02263 -0.8380[.410] 
LM (-1) -0.0621 0.02404 -2.5848[.016] 
INTP 0.7273 0.14438 5.0377[.000] 
D79 0.0588 0.01166 5.0483[.000] 
DU80 0.1124 0.01798 6.2534[.000] 

R-Squared                     0.99898   R-Bar-Squared                   0.99843 
 S.E. of Regression          0.0084759   F-stat.    F (14, 26)       1823.1[.000] 
 Mean of Dependent Variable    5.2553   S.D. of Dependent Variable      .21422 
 Residual Sum of Squares     0.0018678   Equation Log-likelihood       146.7526 
 Akaike Info. Criterion      131.7526   Schwarz Bayesian Criterion    118.9008 
 DW-statistic                  2.2548   Durbin's h-statistic     -1.0250[.305] 
***************************************************************** 
                        Diagnostic Tests 
**************************************************************** 
Test Statistics  *        LM Version        *         F Version          * 
***************************************************************** 
* A: Serial Correlation*CHSQ (1)= 2.0252[.155]*F (1, 25)= 1.2991[.265]* 
*                     *                          *                            * 
* B: Functional Form   *CHSQ (1)= 4.0846[.043]*F (1, 25)= 2.7662[.109]* 
*                     *                          *                            * 
* C: Normality         *CHSQ (2)= 2.8432[.241]*       Not applicable       * 
*                     *                          *                            * 
* D: Hetroscedasticity*CHSQ (1)=   .44464[.505]*F (1, 39)=   .42759[.517]* 
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CHAPTER 8 

SUMMARY, CONCLUSIONS AND POLICY 

RECOMMENDATIONS 
 

8.1. Introduction 

The main purpose of this study was to examine the relationship between trade and GDP 

growth in an oil-based developing economy (Iran) over the past four decades. Making 

use of time series analyses, this study attempts to shed light on the sources of economic 

growth.  In fact, this research has a three main objectives: to examine the trade/GDP 

nexus, to identify the major factors which determine GDP growth, and to examine the 

implications of the Iranian government’s non-oil export promotion policies.  In 

particular, this research examined the hypothesis of export-led growth in the context of 

an oil-based economy. In this regard, adopting a Feder-type model, we focused on 

export externality and factor productivity effects in the export sector relative to the non-

export sector. In doing this, total exports were disaggregated into oil and non-oil 

exports, and examined in the presence of other relevant variables.  In other words, in 

order to study the diversification effects of the Government’s non-oil export promotion 

policy on the trade-GDP nexus, non-oil exports were also incorporated into the 

empirical analysis. 

In order to determine the trade-GDP nexus in Iran, we applied both conventional 

and more recent econometric methods like unit root tests, cointegration techniques in 

the presence of structural breaks, as well as error correction versions of the ARDL 

model. The present chapter outlines the major findings of the study and looks at the 

policy implications of the study.  

 

8.2. Summary and Conclusions of the Present Study 

Chapter 1 presented the major objective of this study, namely to analyse the major 

determinants of economic growth for an oil-based developing country. Using a series of 

different econometric methodologies this study examined the relationship between trade 

and GDP growth, based on a Feder model and an extended Feder type model. Exports 

were assumed to have a positive effect on GDP expansion. In order to check the validity 

of this assumption, an attempt was made to analyse the effects of oil and non-oil exports 

on the process of economic growth in Iran. Chapter 1 has introduced four research 
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questions: (1) is there  a positive relationship between exports and economic growth in 

Iran? (2) are there significant structural breaks in the Iranian economy?  (3) did oil  and 

non-oil exports have any significant effect on economic growth and 4) is there a 

positive relationship between imports, human capital and gross capital formation and 

the GDP in Iran? 

Chapter 2 of this research explores Iran’s economic performance during the 

period (1960-2003). The most outstanding feature of the Iranian economy before the 

revolution was the 1973-74 oil boom, which fostered a sharp upward trend in economic 

growth. During the first decade after the 1979 revolution, the Iranian economy was 

subjected to a number of major problems, disruptions and shocks such as  the revolution 

itself, the destructive Iran-Iraq war, the oil price collapse of 1986 and continuing U.S. 

sanctions which impacted on the economy adversely, preventing it from fully realizing 

its potential.  In particular, the enormous cost of a devastating war with Iraq deprived 

the country of many opportunities for development.  

 During the second decade after the 1979 revolution, which was characterized by 

the post-war reconstruction and the implementation of the First, Second and Third Five- 

Year Development Plans (FYDPs), the economy began taking an upward trend. This 

was also due to a number of effective economic policies:  trade liberalization, foreign 

exchange reform, and the non-oil exports promotion policy. Through offering shares in 

the Tehran stock exchange market and establishing free trade zones in order to attract 

foreign direct investment (FDI), these FYDPs were aimed at privatization of the 

economy. 

            While providing a general picture of the main features of the Iranian economy, 

the sectoral composition of the Iranian GDP was discussed as well.  Quantitative 

analysis showed that Iran’s dependency on oil has continued to affect the economy very 

significantly. In terms of GDP, it was found that GDP performance closely followed the 

performance of the value added in the oil sector.  This dependency became even worse 

during the first decade after the revolution, which coincided with political turmoils, 

eight years of war with Iraq, diplomatic isolation and erratic economic policies.  The 

composition of GDP changed dramatically after the revolution.  While the agricultural 

and industrial shares in GDP had a modest increase, the share of the oil and gas sector 

in GDP decreased significantly due to the war damage and to a lack of investment in the 

sector. Further, the service sector share in GDP increased markedly. The increase in this 

sector was due to the expansion of bureaucracy and the armed forces, the unstable 
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economic situation and the government’s interventionist economic policies, rather than 

sound and timely development policies. 

Chapter 3 turned to the analysis of the structure of Iran’s foreign trade sector, 

looking at the share of trade represented by individual exports and imports, as well as at 

the importance of both the oil- and non-oil sectors in Iran’s GDP. The external sector of 

the Iranian economy has also been riddled with an imbalance in its external accounts 

especially after the Islamic revolution. What we have observed in Chapter 3 is 

essentially the dominant role played by oil exports as compared to total exports in the 

Iranian economy. Oil dependency was the most important characteristic of the Iranian 

economy in both the pre- and post-revolutionary periods. Oil revenues not only allow 

the importation of consumer goods, but are also regarded as the main financing source 

of capital and intermediate goods for Iranian industry. Despite government policies 

aimed at promoting non-oil exports and diversification, Iran’s dependence on oil 

revenue has continued and the country’s GDP growth rate has remained tied to 

fluctuations in the price of oil on the international market. 

         The extreme decline and wild fluctuations in oil revenues, however, had left the 

government with almost no other option but to devise means to increase non-oil exports. 

The share of non-oil exports over the value of total exports increased from 10 percent 

during the first decade after the revolution to around 20-25 percent during the second 

decade after the revolution. Despite this, the contribution of non-oil exports to the trade 

balance surplus remained and still remains negligible, as non-oil exports are not large 

enough to compensate for the large value of Iran’s imports. Following the 

implementation of the non-oil export promotion policy, the composition of the non-oil 

exports has also changed. While the share of total non-oil exports represented by 

manufactured goods increased, the share of total non-oil exports represented by 

agricultural products and traditional goods (such as carpets, pistachio nuts, caviar, and 

saffron), instead, decreased. 

             In Chapter 4, by reviewing the pertinent literature, we explained earlier models 

of the trade-GDP relationship and then re-examined this relationship in the light of new 

endogenous growth models. The earlier model of the welfare gain of trade was based on 

the theory of comparative advantage. The crux of these earlier theories is that 

international trade is the way to achieve static productivity efficiency and international 

competitiveness.  Economic growth is merely a result of this strategy.  Next attention 

was directed to trade-GDP nexus, analyzing it using new endogenous growth models.  It 
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was argued that importing countries gain knowledge, especially through technology 

embedded in the product traded and that such countries can take advantage of 

knowledge spill-over as well as technology transfer through international trade.  

‘Learning by doing’ is another feature of endogenous growth models which is related to 

trade and this concept describes a channel through which human capital and knowledge 

of individuals or an economy accumulate. 

 Following this theoretical background, we turned our attention to empirical 

issues, examining them in the light of a comprehensive literature review in the area of 

the export-led growth hypothesis.  The earliest empirical research on this nexus used 

correlation and production function studies of export-led growth (ELG), while more 

recent studies make use of causality and cointegration techniques.  Correlation studies 

have shown that there is a positive correlation between export expansion and economic 

growth.  Other researchers applied Feder-type models by including exports in a 

production function framework and they showed that the rate of growth in exports, 

added to labour force and investment growth resulted in GDP growth, i.e. ELG.  

Finally, there were other studies which included intermediate and capital imports in the 

model and some showed that there is a positive correlation between trade and GDP. 

Finally, causality and cointegration studies of the relationship between exports, 

imports and GDP growth were then discussed. Some economists argued that export 

expansion is a consequence, rather than the cause, of economic growth and instead of 

using typical production function models, they performed causality tests to examine this 

relationship.  The results were mixed:  some found evidence ELG, some found GLE and 

some found bi-directional causality between exports and economic growth.  Other 

empirical studies re-examined the question by using cointegration and error correction 

models.  It  was argued that by taking into account the long-run information in the data, 

the results from cointegration and error correction models are more statistically valid.  

Hence, the present study followed these more recent approaches in order to examine the 

relationship between exports and economic growth in Iran. 

Based on the theoretical considerations and the empirical results as well as the 

main features of the Iranian economy presented in the previous chapters, Chapter 5 

presented the underlying economic reasons behind the structural characteristics using an 

extended Feder-type model for an oil-based economy. In this model, the positive effects 

of the export sector on the rest of the economy were highlighted. In the same manner, 

the second model (the extended Feder model) was also used to examine the effects of 
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disaggregating exports into the oil- and non-oil sectors in the effects of other variables 

like physical and human capital as well as imports on GDP growth. Specification of 

these models allowed us to evaluate the effects of changes in explanatory variables on 

the trade-GDP nexus in Iran.  In these models, following Feder (1982), Balassa (1985) 

and Ghatak et al. (1997), we assumed that export expansion might generate positive 

externality through more efficient allocation of resources, efficient management and 

improved production techniques, specialization, competition and the economy of scale.   

We followed endogenous growth models, which make use of the same idea to analyze 

the broad externality effects of exports on the economy, but address the role of imports 

and human capital as well.  In fact, following endogenous growth theory factors such as 

physical capital (R&D effects), human capital (representing knowledge spillover 

effects), export expansion (proxying positive externality effects), and capital and 

intermediate imports (capturing learning-by-doing effects) were considered as the major 

determiners of economic growth in the model specification of this study. 

 It should be noted that until now, most empirical research concerning the trade-

GDP nexus had been done using conventional econometrics tests.  Because the Iranian 

economy has been faced with significant structural breaks, applying only conventional 

tests would most likely result in misleading empirical findings (so-called ‘spurious 

regression’). For this reason, therefore, in Chapter 6 more recent methodologies like IO 

and AO unit root tests were applied to investigate the non-stationarity (or otherwise) of 

the Iranian macroeconomic data. 

         Chapter 6 dealt with the investigation of the stationarity of macroeconomic data in 

the Iranian economy.  An overview of the Iranian economy in Chapter 2 had already 

revealed that the country had undergone a number of structural changes, e.g. the Islamic 

revolution, the destructive eight-year (1980-1988) war with Iraq, the freezing of the 

country's foreign assets, the volatile international oil market, as well as economic 

sanctions and international economic isolation. Leybourne and Newbold (2003) argued 

that if structural breaks are not dealt with appropriately, the empirical results obtained 

from the use of cointegration techniques could be spurious and misleading. For this 

reason, this research first used the Zivot and Andrews (1992) approach (ZA), allowing 

the data to determine endogenously, the single most important structural break in each 

series. Then in order to assure the robustness of our findings both the Innovational 

Outlier (IO) (assuming gradual changes in intercept and/or slope) and the Additive 

Outlier (AO) (assuming instantaneous changes in intercept) models were applied. The 
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empirical results based on all these models provided no evidence against the null 

hypotheses of unit roots in the series under investigation. In other words, despite 

considering structural breaks in all series, all variables examined are found to be I(1). 

This is consistent with the results obtained by conventional unit root testing (ADF, and 

PP test). Following these tests, we employed the Lumasdaine and Papell (1997) 

procedure (LP) to specify a model able to accommodate two significant structural 

breaks in the data. The two breaks endogenously determined by this approach, however, 

are significant and consistent, as in virtually all cases they point to the same year of the 

structural breaks as was indicated by IO and AO or ZA procedures.  The most 

significant structural breaks in these variables were determined endogenously and 

indeed occurred, as one would expect, either in the war period (1980s), at the time of 

the regime shift (1979), or contemporaneously with external factors such as the 1974-75 

oil shocks or the oil price collapse in 1996. 

In Chapter 7 the nature of economic growth in Iran was investigated using recent 

cointegration techniques. In order to overcome and avoid a number of potential 

problems which previous studies of the trade-GDP nexus had encountered, we adopted 

cointegration techniques as well as the ARDL approach, applied to a special form of the 

production function, which treats exports as a kind of production factor.  The relatively 

small sample size of the available data and the existence of structural breaks like regime 

change have led us to apply some new techniques which can take into account the effect 

of such a break in the long-term relationship.  The results of the Johansen approach, 

which does not take account of structural breaks, showed the existence of at least one 

cointegration relationship in the system for both estimated models. We employed the 

Gregory-Hansen (1996) technique and the Saikkonen - Lutkephol (2000) cointegration 

approach to determine the long-run factors contributing to economic growth in the 

presence of the structural breaks.  The GH empirical results indicated that there is one 

cointegrating vector which links GDP with physical capital, labour force and exports. In 

fact, the GH procedure confirmed again the existence of the one cointegration vector. 

This procedure also established endogenously the existence and time of a structural 

break in the system. The endogenously determined time of the structural breaks by the 

GH procedure coincided with the effect of the Islamic revolution. Under the assumption 

that the break point is known a priori, we applied an LR-type test based on the SL 

(2000) approach, an improvement developed from the Johansen cointegration test. In 

the presence of such structural breaks (the 1979 Revolution and Iraqi-war), the SL 
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cointegration tests conducted also indicated that there is one cointegrating vector which 

links GDP with physical capital, labour force and exports (model 1). These 

cointegration test results also remained robust despite disaggregating exports into the 

two categories of oil and non-oil exports as well as including human capital and imports 

in (model 2). In fact, the results of using SL and taking into account the existence of the 

structural break, indicated that we could not reject the null hypothesis (i.e. the existence 

of at least one cointegration vector) in all of the three cases in (model 1) and two of the 

three cases for (model 2).  

          In sum, conventional cointegration approaches like Johansen and more recent 

techniques like GH and SL yield similar results. Empirical results confirm that there 

exists at least one cointegration vector no matter which model is considered. Applying 

the ECM version of the ARDL model showed that the error correction coefficient, 

which determines the speed of adjustment, had an expected and highly significant 

negative sign. The results indicated that deviation from the long-term trend in GDP was 

corrected by approximately 0.40 percent and 0.60 percent, in the following year for 

(model 1) and (model 2), respectively.  The estimated models passed a battery of 

diagnostic tests and the graphical evidence (CUSUM and CUSUMQ) indicates that both 

models were fairly stable during the sample period. Finally, the positive signs of the 

coefficients representing total exports (in model 1), oil exports (in model 2) and gross 

capital formation (in both models) in the cointegration vectors (long run equilibrium 

relationships) are statistically significant.  In fact, this implies that these factors have 

played some positive role in the Iranian economy which is not explained by other 

factors such as the labour force, non-oil exports or total imports. The estimated long-

term coefficients showed that while the effects of gross capital formation and oil exports 

are highly significant and impact strongly on GDP, those of the non-oil exports, labour 

force and human capital remain less important than previously expected.  Consequently, 

in order to protect the economy from excessive reliance on oil exports, the 

diversification of the export base must appear right at the top of the government’s 

priority list. One viable option involves a more intensive investment in the 

petrochemical industry as a whole. In this vein, more efficient and efficacious non-oil 

export promotion policy can be considered of paramount importance.  In order to pursue 

such a policy, further research is required on the GDP-export nexus, where “oil” is 

removed from the model. More specifically, cointegration and causality analyses 

between non-oil GDP and non-oil exports may yield a better understanding of potential 
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short-term and/or long-term interplay among these variables. Obviously, such an 

understanding will be useful, not to say fundamental, to the implementation of a more 

effective non-oil export promotion policy.  

 

8.3. Policy Implications and Recommendations  

 
It is evident that even the best policies cannot achieve the expected outcomes over-

night.  It is however, necessary to look at long-term results.  Keeping this in mind, the 

following policy directions are proposed. 

 

(1) Export promotion strategies are conducive to economic growth. In fact 

export expansion helps economic growth on both the supply and the 

demand side. In particular, the diversion of resources from the non-

export sector to the export sector can improve the overall productivity of 

the economy. In addition, this favours the economy of scale and 

externalities due to the learning-by-doing effect. Iran should use policies 

to make non-oil exports more competitive in order to gain access to 

international markets.  For this reason, joining the WTO and increasing 

the share of and diversity of non-oil exports in total exports should be 

considered as top priorities. Increasing the quality of non-oil export 

products, stabilizing the exchange rate, deregulating the banking sector 

as well as reforming the public sector would also lead to non-oil export 

expansion. 

 

(2)  Our empirical findings show smaller than expected effects of the non-oil 

export sector on the economic growth process in Iran. This is primarily 

because most of the Iranian non-oil exports are labour intensive 

(unskilled labour-based commodities) like traditional exports (e.g. 

carpet, handmaiden products, saffron, and caviar).  Therefore, to promote 

non-oil exports, the Iranian government should encourage exporters to 

improve their competitive advantage and change their export pattern 

from traditional and unskilled labour-intensive products to more 

technological based and human capital-intensive goods. Increasing the 
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share of manufactured goods in total exports will be very important in 

this regard. 

 

(3) Oil will undoubtedly continue to be the leading sector of the Iranian 

economy, pulling the other sectors in its wake. In order to exploit its 

comparative advantages, Iran should use oil as much as possible in the 

domestic industrial sector through vigorous expansion of energy-based 

industries such as petrochemical industries. In addition, since the price of 

both crude oil and natural gas fluctuates heavily, the Iranian government 

needs to look beyond these unrefined products. More investment in other 

petrochemical products (e.g. plastics, et al.) will be necessary in order to 

exploit Iran’s comparative advantage in oil- and gas-based industries as 

well as protect the country from the wild fluctuations of these resources 

in their unrefined state. 

 

(4) Export instability often reduces economic growth due to ‘Dutch Disease’ 

because it creates uncertainty as to the availability of foreign exchange, 

which is the primary source of government expenditure on development 

projects. Therefore any sharp decline in the oil price leads to a significant 

decline in capital imports as well as in government spending on 

investment projects and this leads to a dramatic decline in economic 

growth. On the other hand, temporary increases in the international oil 

price often fail to stimulate the economy because the oil revenues go to 

the government rather than to the private sector. This induces 

inefficiency in the economy and in the allocation of resources. For these 

reasons, the Iranian government should cooperate with  other members 

of the OPEC countries to stabilize as much as possible the price of oil on 

the international market. 

 

(5) The empirical findings of this research indicate that physical capital is 

vital to economic growth. This means that the efficiency of investment 

projects needs to be improved. Moreover, physical infrastructure must be 

upgraded and modernized. Another issue regarding gross capital 

formation is that of ‘capital flight’.  The recent political uncertainty in 



 144

Iran due to the conflict with the USA and European countries over Iran’s 

nuclear energy program has a very negative effect on capital formation in 

Iran. In addition, this political uncertainty induces dangerous capital 

flight and in turn decreases economic growth. Some unofficial reports 

claim that this conflict has already led to serious capital flight from the 

country to overseas, and especially to the United Arab Emirate. 

Therefore it is very important that the Iranian policy makers take the 

necessary measures to resolve this political uncertainty as soon as 

possible. In other words, political stability is required in order to secure 

oil revenues, and hence capital formation and economic growth in Iran. 

Once the political environment is stable, structural reforms will be the 

key to improve growth performance over the medium and long term. 

 

(6) The Iranian government has established low interest loans and other 

facilities to encourage industry, however they have continued to place 

too many restrictions, like trade barriers, on this sector. These are among 

the factors that have led to a lack of competitiveness in the 

manufacturing sector. Channeling investment into productive industries, 

which have the potential for global competition, is also recommended.  

Finally, it will be necessary to set a clear agenda for the attraction of FDI 

and the linking of privatization and liberalization programs in order to 

enhance the quality, efficiency and competitiveness of domestic 

production. Such a strategy will lead to further economic growth and 

development in Iran. 

 

(7) Increased efficiency of human capital resources through education 

investment appears be an important explanatory factor in Iran’s growth, 

but labour growth has had no statistically significant effect on the 

process of economic growth in Iran and this is probably because of low 

productivity and labour surplus.  In addition, our empirical results show 

that human capital has had a less-than-expected effect on the growth 

process.  Obviously, more needs to be done.  The Iranian government 

should place more emphasis on education in order to improve the 

quality, skills and productivity of the labour force.   More resources are 
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needed for primary and secondary education, as well as job training 

programs. As the IMF (2004) estimates Iran’s illiteracy rate at 20 

percent, despite previous progress in this area, it is obvious that 

education efforts need to be redoubled. The efficiency of human capital 

must be improved by further investment in education. 

 

(8) The statistically insignificant impact of imports on the process of 

economic growth in Iran were perhaps due to inefficient governmental 

controls with its overzealous intervention policies of import restrictions 

and non-tariff barriers. This situation has led to  uncertainty and 

encourages rent-seeking activities and can even favour corruption. 

Therefore, it is recommended that the Iranian government establish a 

relatively low and uniform tariff system and replace non-tariff barriers 

with tariffs. Furthermore, the elimination of barriers to the importation of 

capital and intermediate goods which are to be used for exporting 

commodities is highly recommended.  

 

(9) Given the positive relationship between trade liberalisation and GDP 

expansion, an open trade policy will be an effective strategy for Iran in 

the long run. Therefore, it is recommended that the Iranian government 

continue the policy of trade liberalization, enhancing its international 

competitiveness by reducing barriers and restrictions on exports and 

imports. There is a political dimension to this issue as well.  American 

economic sanctions cause Iran to pay much more for its capital imports. 

Since the U.S. and most European countries remain off-limits to Iran, it 

can only deal with countries like the U.A.E. and Turkey, which act as 

intermediates in the exchange, thus ramping up the cost. In order to 

offset this, in addition to diplomatic and other initiatives aimed in the 

long run at the elimination of such sanctions, Iran should increase its 

trade relationship with countries such as the newly industrialized 

countries of East Asia. In other words, more South-South trade should be 

considered as another way of overcoming the deleterious effects of the 

US trade embargo. It should be noted that a stable political and 

macroeconomic environment will play a significant role in this process.   
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(10)  The performance of the Iranian Free Trade Zones needs to be re-

examined and steps need to be taken to encourage the type of domestic 

and foreign direct investment that would provide more linkages between 

the domestic economy and international companies as well as aiding the 

transfer of technology.  

 

As mentioned earlier, at present the Iranian economy is suffering due both to inefficient 

domestic policies and harmful international isolation and sanctions. Therefore, in order 

to take advantage of the dynamics of trade liberalization to promote growth, a series of 

complex multi-dimensional policies needs to be implemented.  

 

Such policies could include:  

 

•  The establishment of institutions and mechanisms geared at fostering domestic 

R&D and investment in human capital.  Once inefficient state-subsidized 

enterprises are privatized, an example of these might be joint ventures with 

foreign multinational concerns. 

 

•  The expansion of trade liberalization through policies aimed at reducing income 

inequality and wage disparity.  This will help prevent political instability and 

social tensions from deterring foreign investment in export promoting industries. 

 

•  The stabilization of the exchange rate in order to prevent overvaluation, which 

can blunt the international competitiveness of potential export industries. 

 

•  The achievement of macroeconomic stability through monetary and fiscal 

policies reforms which target inflation.  Internal and external balances are 

necessary for macroeconomic stability, which leads to the trade-growth nexus 

dynamic. 
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•  The achievement of fiscal and current account sustainability in order to stabilize 

the debt/GDP ratio and avoid the need for debt rescheduling due to balance of 

payment crises. 

 

•  Strengthening of domestic financial institutions prior to capital account 

liberalisation in order to integrate the economy with the global market without 

becoming vulnerable to speculative attacks and currency crises. 

 

 

8.4. Suggestions for Future Research 

 

As indicated earlier, while the ZA (1992), the Perron (1997), and the LP (1997) 

approaches are the most advanced methods to endogenously detect one or at most two 

significant structural breaks in the data, these models are still unable to identify multiple 

structural breaks.  Attempts to apply such methods in the presence of multiple breaks 

may yield conflicting results. Further research to refine these procedures and resolve 

such inconsistencies will be needed.  

 

In order to capture multiple structural breaks, developing a new computer 

algorithm is needed to facilitate the testing of the strengths of the export-growth nexus. 

The same algorithm could be used to test the strength of the cointegration relationship 

among other vectors of macroeconomic time series data, both for Iran and for other 

developing countries data which are influenced by the potential presence of  multiple 

structural breaks.   

 

The procedures implemented in this research in regard to Iran could be applied 

to other developing countries, especially other oil-exporting countries. The structural 

breaks would, of course, be specific to the countries under consideration.  In fact, non-

oil exporting countries, which instead may have for example a dominant agricultural 

export economy, could use similar procedures to determine the relationship between 

agricultural exports and GDP growth in their economy. 

 

 The present study has examined the relationship between export (oil and non-

oil) and GDP. Future research that would exclude oil from GDP could help identify any 
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potential relationship between these and would be useful for future policy decisions. In 

other words, investigation into the effects of non-oil exports on GDP minus oil (GDP 

excluding oil) would extend this study. Another issue for further research is the role of 

exports in individual sectors of the economy and their economic performance (i.e. the 

sectoral value added). This would allow us to formulate policies specific to individual 

sectors of the economy.  

 

 A third area for future research pertains to the existence of possible feedback 

relationships among the variables included in the models used in this study using 

Granger causality tests. This as well as other areas of bi-directional causality could be 

explored using a simultaneous equation model as well. The presence of strong feedback 

effects would rationalize the use of relevant estimation methods, which overcome the 

problem of simultaneous equation bias in modeling the trade-growth nexus. The 2SLS, 

3SLS and FIML methods can address this problem of simultaneous equations bias.  

 Fourth, in the case of Iran the use of computable general equilibrium (CGE) 

modeling which has already been applied by researchers to analyse the efficacy of 

poverty reduction programs could perhaps be extended to analyse the effects of trade 

liberalisation on sectoral growth. Applying this methodology can shed light on the 

sector-specific effects of badly designed policies such as inefficient subsidies, exchange 

rate overvaluation, oil price changes, etc.  

Alternatively, future research on the trade-GDP nexus might involve the 

development of a wide array of data (e.g. quarterly data, aggregated and disaggregated 

data or sectoral data).  For instance, the total GDP could be disaggregated into tradable 

and non-tradable and potential links between the two sectors could be investigated in 

order to formulate narrowly targeted economic growth policies.  Similarly, non-oil 

output could be disaggregated into tradable and non-tradable, and non-oil tradable 

goods could be further disaggregated  into agriculture and industrial and mining 

products.  

 Finally, studies that investigate the specific relationship between non-oil exports 

and TFP growth may also generate some useful policy insights. The analysis of the 

effects of trade performance on macroeconomic factors such as the balance of payments 

will provide better understanding of the effect of trade expansion on the process of 

economic growth in Iran.  The study could be further extended to include other relevant 

variables for determining economic growth.  In other words, future research in this area 
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could also consider other variables like the effect of the exchange rate, tariffs, 

government expenditure, balance of payment constraint and the rate of inflation. This 

could enable the quantification of the negative effects on the trade-growth nexus of 

badly designed or implemented policies related to such issues as exchange rate 

management, trade and protection or monetary and fiscal stability. 
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