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Abstract

 
Control Systems have gone through several stages of development over the past 

decades. While Fieldbus is now the established global standard for factories and 

plants, new areas of development are opening, requiring radically different control 

network architectures.  

There is currently a strong demand for wireless control networks capable of 

meeting the application-specific requirements of military, agricultural and biological, 

building control, land surveying, monitoring and control networks. These new 

applications have characteristics which are much different from factory applications, 

including high autonomy and low maintenance, flexibility and adaptation in dynamic 

environments, extremely small size, rapid and sometimes random deployment, 

automatic handling of the failed nodes, etc.  

With the advent of widespread, standardized and reliable wireless standards, a new 

generation of wireless control networks appears feasible. The concept of Wireless 

Ad-hoc Control Networks (WACNets) is an ongoing research project which began in 

2004, at the University of Wollongong. A WACNet consists of a large number of 

geographically distributed intelligent and heterogeneous nodes with sensing and/or 

actuation, local intelligence and control, data processing and wireless communication 

components.  

This research project pursues the technological development of the WACNet 

architecture and hardware, using the state of the art technologies.  

The other main contribution of this work is the validation of the WACNet platform 

for real-life applications. A Home Ambient Intelligent system for resource 

consumption reduction is designed to run on a WACNet architecture. 

The capacity of a WACNet to support a learning algorithm and the resulting 

network load is studied. 

The results of the validation process demonstrate the potential of WACNets to 

support real-life applications, and also highlight the technical challenges which will 

have to be tackled before the stage of a commercially-viable product can be reached.
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Chapter 1 Introduction 

 

1.1 Introduction 

This thesis represents a study on the development of an ad-hoc distributed control 

concept, capable of supporting applications such as a Home Ambient Intelligent 

system. Such a system represents the next stage in the evolution of Building 

Automation Systems (BAS). The distributed architecture is called Wireless Ad-hoc 

Control Networks. 

Intelligent algorithms are deployed in Home Ambient Intelligent systems to 

control various aspects of a buildings and achieve various objectives including 

optimizing the level of comfort for the user, enhancing security, and saving resources. 

In this study, a hardware platform and an effective design for a Home Ambient 

Intelligent system towards optimizing resource consumption is designed and 

developed. 

1.2 Context and Overview 

Building Automation and Control systems have relentlessly evolved due to 

continuous market demand. Building control systems aim at optimizing comfort and 

security within a building while reducing maintenance cost. 

In the past, the control of lights, heating, and ventilation was primarily achieved 

through simple mechanical switches, usually located in the same room as the 

appliance. Electronic sensing and control devices first appeared in plants and 

factories. They soon became a fundamental element of most factories, resulting in the 

emergence of a new market and research area. This encouraged the development 

of automation systems, which became progressively more sophisticated as they 

continued to reduce the installation and maintenance cost. Eventually, low-cost 

electronic control systems were developed for domestic and commercial buildings. At 
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present, every modern house is equipped with at least one of these systems, either 

built in or retrofitted. The most common examples of current Building Automation 

Systems (BAS) are dedicated to the sensing and control of temperature, ventilation, 

detection of presence and sometimes to the  control of access or the verification of 

identity. Access cards replaced mechanical keys. Electronic alarm systems and 

Closed-Circuit Television (CCTV) assisted night watchmen. In larger buildings, 

centralized control consoles appeared, allowing remote control and surveillance of an 

entire building from a single room. 

1.2.1 First Automated Systems 

Continuing beyond remote control, automation systems also have begun to 

automate most of the tasks which were previously carried out by employees or users. 

The control functions have become increasingly complex, integrating finer models for 

output calculations. The term “smart (or intelligent) buildings” [45,46,47] appeared 

around the year 1980, as the control devices could predict the preference of the users. 

In reality, however, those controllers did not have any form of intelligence. They 

were the product of an exhaustive study of the subject, resulting in all-encompassing 

and specific control functions. These systems eventually became obsolete, as they 

could neither adapt nor learn. Indeed, these hard-coded systems were incapable of 

extending a basic configuration or learn in order to adapt to unknown situations.  

Many definitions exist to describe an intelligent building system, as this concept 

can be analyzed from various points of view. The two main visions are based on 

either the observation of the behavior, or by an analysis of the core of the system. 

This results in totally different definitions. 

The building industry defines an intelligent building as follows: “An Intelligent 

Building is one that provides a cost-effective environment through the optimization 

of four basic elements: systems, structures, services, management and the inter-

relationship between them” [48]. This definition focuses exclusively on the behavior 

of the system. 

A definition from a computer-science point of view is provided by Sharples et al. 

[49] “An Intelligent Building is one that utilizes computer technology to 
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autonomously govern the building environment so as to optimize user comfort, 

energy-consumption, safety and monitoring functions”. This definition encompasses 

not only the behavior of the system but also introduces a method of reasoning and 

decision-making by computers, similar to human intelligence. 

1.2.2 Home Ambient Intelligent Systems 

Home Ambient Intelligent systems represent the next stage of evolution for 

Building Automation Systems. This concept aims at integrating modern artificial 

intelligence algorithms and agent-based technologies with the electronic sensing 

devices prevalent in modern BAS. 

Compared with programmed building control, Ambient Intelligent systems offer 

many advantages, such as flexibility and complex problem solving abilities. It has 

been proven that human behavior is highly unpredictable and constantly influenced 

by subtle factors [46]. Artificial intelligece systems are designed to deal with levels of 

complexity which surpass the capacity of human minds. Indeed, they are often used 

to solve problems for which a precise model does not exist. They are used when the 

phenomenon is difficult to define, or requires a unique solution or sometimes because 

the response must vary with time. Unlike traditional control loops which are purpose 

built, artificial intelligence systems take a very global and methodical approach 

towards a solution. Artificial intelligence systems consider methodically every 

variable of a problem and evaluate all possible correlations. The result is a generic 

system which self-configures to provide a specific solution to any problem. A Home 

Ambient Intelligent system offers the potential to learn its task by observing the 

behavior of the inhabitants. This approach is far more realistic than attempting to 

state a set of rules which dictates the expected response of the system. 

Over the past ten years, many attempts have been made to create Ambient 

Intelligent systems capable of anticipating the behavioral patterns of the monitored 

users [46]. These projects are aimed at automatically tuning the environment to the 

user’s expectations. As an example, the brightness of a light would be automatically 

adjusted to the optimum setting, in relation to the user’s current activity (reading, 

eating, watching television, etc.). Most of these attempts have shown satisfactory 
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results, but their success has been limited due to their inability to sense character-

specific parameters such as mood. The infrastructure used for the implementation of 

concepts has also made  the solution impractical and cost-ineffective as a large 

number of PC servers and expensive industrial control networks were required 

[45,46]. 

Around 2005, a new direction of development has emerged for Home Ambient 

Intelligent systems towards resource consumption reduction. The price of energy has 

been increasing rapidly and resources such as water are becoming a precious 

commodity in many parts of the world. This has spawned a strong demand for 

simple-to-use systems capable of lowering the energy and water consumption. As a 

sign of interest in this growing market, the leading manufacturing firms around the 

world have started to invest in the research and development of consumption 

reduction solutions. Such solutions include miniaturized and wireless gas, water, and 

electrical energy consumption meters, which are becoming available as off-the-shelf 

components. 

Indeed, resource consumption monitoring and reduction is an ideal target 

application for Home Ambient Intelligent systems. Intelligent systems can 

automatically create a tailored consumption reduction program for each single 

building and user. As they are very generic, they can be used for any kind of resource 

requiring conservation. They can work with minimal configuration, by simply 

learning the habits of the users and the consumption characteristics of the appliances. 

A Home Ambient Intelligent system for resource consumption reduction is a 

potential solution full of promises, though there are still many uncertainties which 

need to be addressed. Research must determine whether the current learning 

algorithms are capable of appropriately define the consumption patterns of a building. 

One of the major remaining challenges is the creation of affordable solutions which 

integrate seamlessly into the user’s environment. 

1.2.3 WACNets 

A novel concept called Wireless Ad-hoc Control Network (WACNets) has been 

under development at the centre for Intelligent Mechatronics Research at the 
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University of Wollongong, for the purpose of providing a framework for highly 

distributed, intelligent wireless control networks [5,6]. The nodes in WACNets have 

sufficient resources to locally execute many tasks such as sensor/actuator control and 

data conditioning and processing while constantly communicating with each other. 

The overall network structure is ad-hoc for added flexibility. The WACNet platform 

has been developed to create a low-cost platform for virtually any control task. The 

last research project developed the specifications of the WACNet platform and 

created one network node. The project concluded theoretically with potential for 

application in large systems. 

The WACNet architecture matches the specifications required for such an 

application. The use of WACNets can potentially solve the previous problems that 

Ambient Intelligent systems has encountered. In this research project, a Home 

Ambient Intelligent system is designed to run on a WACNet platform. 

1.3 Aim and Objectives of the Thesis 

Previous research projects involving WACNets [5,6] have demonstrated the 

potential of WACNets for real-life applications to some extent. In this thesis, the 

concept and structure of WACNet is further developed with a specific focus on an 

Ambient Intelligent system real-life application. 

In pursuit of this aim, the study will achieve the following objectives: 

− Provide a comprehensive and critical review of the technological evolutions 

and the outcomes of research projects which are relevant to the thesis topic. 

− Pursue the technological development of the WACNet architecture and 

hardware, using the most current and most adapted technologies and 

hardware available. 

− Benchmarking and simulating the upgraded platform and identifying its 

optimal characteristics. 

− Design a Home Ambient Intelligent system for resource consumption 

reduction based on WACNet architecture. 
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− Design, testing and validating a learning algorithm, operating within the 

Ambient Intelligent system. 

− Implement and validating elements of the designed system on a WACNet 

platform. 

− Validate and analyzing the performance of the WACNet-based ambient 

intelligent system 

1.4 Structure of thesis 

The thesis will continue with a review of the previous literature on the work related to 

this project. It will report on the historical development of the concept from its 

origins to the state of the art. The major challenges faced by control networks will be 

also be highlighted. 

In Chapter 3, the concept of WACNet will be introduced and an overview of the work 

carried out in this study will be given. The aims and objectives of the study, along 

with the methodology deployed, and a real-life example of the concept will also be 

provided. 

Having introduced control networks and the WACNet, an in-depth technical 

description of the platform will be given in Chapter 4. This will include a detailed 

analysis of the basic hardware elements followed by introducing the software 

components of the WACNet, and general structure and organization of the proposed 

platform. 

Chapter 5 describes the learning algorithm developed for the WACNet to fulfill the 

requirements of the application. The related concepts and the algorithm will be 

presented, along with some preliminary tests. 

Chapter 6 reports of experimental work carried out to validate the findings of the 

research. The first experiment is the benchmark test of the upgraded WACNet 

platform. The second experiment is a large-scale network load simulation. The last 

experiment is a real-life test of the learning algorithm presented in Chapter 5, using 

five WACNet nodes. For each experiment, the methodology, aims, setup and results 
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will be presented. Each section will also be concluded by a thorough analysis and 

justification of the results obtained. 

The final chapter will conclude this thesis. The major achievements and outcomes 

will be summarized. The feasibility of the WACNet concept for large-scale and real-

life applications will be discussed. The conclusion will be followed by some 

suggestions for future development. 
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Chapter 2 Literature Review 

 

2.1 Introduction 

In this chapter, a review of the literature associated with the main theme of the 

study is carried out. The literature review aims at introducing the main subject of this 

thesis and provides the reader with a fundamental knowledge of the related topics. 

The study begins with a definition of process control systems. This will be 

followed by a historical presentation of the evolution of control systems, from the 

early stages of process control to modern distributed embedded control systems 

currently used. The improvements and challenges addressed at each major step during 

this evolution will be addressed. The study will continue with reviewing the current 

industrial solutions for control networks. The communication standards will be 

presented first, followed by the current control network standards. 

The chapter will then continue by reviewing the most relevant work in the 

literature to this study. In the final stage, the significant characteristics of the 

WACNet concept will be introduced.  

2.2 Definition, Origins and Evolution of Industrial Control 

Networks 

A control system ensures that a variable or a set of variables in a system conforms 

to a desired value. The control system either holds the values of the controlled 

quantities constant or causes them to vary in a prescribed way. A control system may 

be driven electrically, mechanically, hydraulically, pneumatically or a combination of 

them. It is defined by its input(s), the function(s) which processes input(s) into 

output(s), and finally the output(s)” [1]. 

Process control originates from the desire to automate processes. The motivation 

behind automation is to remove or reduce the need for human intervention or 
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supervision of a process.  Automated process control has been an area of interest for 

many centuries. Indeed, an early example dates back to the Roman civilization, were 

an archaic mechanical control system was used to regulate the water supply [29]. The 

modern process control science flourished during the industrialization period. With 

the invention of the very first steam machines around the 18th century, the need for 

automation of large industrial processes led to an extensive development of this field. 

During this period, advanced mechanical controllers emerged including the 

famous James Watt’s Centrifugal Governor [12]. The scientists at the time were 

aware of the need for precise modeling of control systems through mathematical and 

physical descriptions. They consequently developed various criteria for stability and 

response time, in search of stable real-time systems.  

The earlier closed-loop control mechanisms invented had many drawbacks. For 

example, they were custom designed for one particular system and usually processed 

a single input into a single output. Therefore all the control systems worked in 

isolation from each other. Their design required expert knowledge in various fields 

and required high levels of maintenance and tuning. 

2.2.1 Development of Electrical and Electronic Systems 

The science of process control underwent its first noticeable leap with the advent 

of electricity, and from then on developed at a fast pace. Electrical motors came into 

use in industrial plants by the late 19th century, and replaced most of the steam 

engines. Electrical machines could be finely controlled by switches or regulators, 

which could be wired remotely to a command console. 

The latest major evolution was brought about around the 1950’s with the 

development of modern electronics and semiconductors. With analogue electronics, it 

became possible to implement relatively advanced closed-circuit functions such as 

integral, proportional and differential control loops. These systems had the 

advantages of being small, efficient, low-maintenance and real-time. Vacuum tubes, 

followed by transistors offered the possibility of regulating a large supply of energy 

with a small control voltage. 
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The evolution of control systems facilitated the development of automated 

processes. These processes were eventually able to provide results well beyond the 

capacity of any human operator in terms of speed and accuracy. The complexity of 

the processes increased as the plants spread over wider areas, comprised of more and 

more machines, and ran inter-dependently at higher speed. The high level 

coordination and synchronization required by such systems could not be met with 

contemporary technology. This necessitated the development of a global, more 

advanced system capable of coordinating and synchronizing the plant. 

2.2.2 Computer Controlled Systems 

The introduction of micro-computers in the 1970’s provided a flexible solution for 

implementing control systems. A central computer was deployed to control every step 

of the entire process. An individual current or voltage loop linked each sensor and 

actuator to the central computer through I/O racks. This allowed the central computer 

to read sensory data from many sensors simultaneously, and control and synchronize 

several actuators. The main computer was in the centre of what is called a “star 

topology” network of actuators and sensors.  

Although being the best solution at the time, such systems had major shortcomings 

such as requiring a pair of wires to connect to each peripheral and appropriate 

hardware to convert the data for transmission. This complex wiring system also 

severely limited the bandwidth of data transmission [32]. 

2.2.3 The Emergence of Distributed Control Systems 

Given sufficient computing power, signal interfacing to all parts of the process and 

an efficient program, a single central computer was theoretically sufficient to control 

any process in spite of major flaws including lack of robustness, lack of scalability 

and difficulty of upgrades [25, 26]. The major problem faced by the engineers was 

the increasing complexity of designing one program for a single central computer to 

control all aspects of a large process. 

In the late 1980’s, the semiconductor industry released microcontrollers which 

were low-cost and downsized computers integrated in one chip [30]. Microcontrollers 

 



Chapter  2     Literature Review 11

were soon deployed alongside sensors and actuators. The use of microcontrollers 

increased the performances of the sensor, by providing a higher accuracy and 

resolution, a remote, automatic pre-calibration, pre-processing, diagnostics, 

automated configuration, and most importantly, data communication management 

[31]. The microcontroller was capable to take charge of some pre-defined routines, or 

implement simple, local control loops, with less central supervision.  

The main contribution of microcontrollers was the potential of relieving the central 

computer, by taking under its control some simple parts of the global task, and 

leaving the tasks of synchronization and high-level decision-making to the central 

computer [32]. 

For example, instead of letting the central computer determine and regulate the 

speed of a motor, it could simply transmit a target speed to the motor’s 

microcontroller, and this microcontroller would regulate the speed of the motor 

locally, according to the command received from the central computer.  

Microcontrollers were used as the core of the Programmable Logic Controller 

(PLC), which became widespread in factories, bringing simplified techniques to 

design control systems (ISaGRAF, 1995) [33]. 

The increasing development and availability of computers and microcontrollers 

led to the concept of Decentralized (or Distributed) Control Systems (DCS). DCS 

offers the advantage of “deploying the system in accordance with the physical layout 

of the plant, the minimum wiring criterion, and specific environmental requirements” 

[31]. From the very beginning, the expected gains of simplicity and low cost brought 

about by a minimalistic wiring scheme were the major forces pushing the 

development of this concept. 

2.2.4 The First Standard of Control Networks: Fieldbus 

In a DCS, the implementation of intelligence and control can be achieved only if a 

serial network such as a Field Bus can interconnect all the instruments to both 

themselves and the higher level [31]. Clearly, the direct hard-wiring method 

employed to interconnect the elements of a process was a major hindrance. Indeed, it 

had two major downsides including cost and non-scalability. The initial deployment 
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and maintenance costs of the wires were high, and hardwiring was a non-scalable 

option as it did not offer any flexibility, severely limiting the capacity to upgrade or 

expand. The further development of DCS continued to address this constraint by 

sharing the control devices through a network [32].  

With the introduction of digital communication techniques, the potential to use a 

“single wire” to interconnect several units (serial bus) became feasible. Using digital 

communication also removed the necessity for analog-to-digital (and vice versa) 

conversions. 

The proposed solution from the industry was the development of a network 

standard referred to as Field Bus, (recently changed into Fieldbus) defined in the 

IEEE standard as P1046-1991. The Field Bus standard is described as: “A digital data 

communication that makes possible the exchange of information among periphery or 

separate elements of a Distributed Control System or between such elements and 

other sub-systems” [35]. The aim of the Field Bus1 network is to distribute the 

“intelligence” to all levels of the process. 

At the early stages of the design of Fieldbus, several efficient standards for 

computer networks emerged. However, serious incompatibilities were identified 

between the micro-computer networks and industrial control networks. The most 

obvious difference was the way the bit rate and delays were treated. While bit rate is 

one of the main characteristics of a computer network, it is of little concern in the 

design of a control network. A control network should be reliable, support real-time 

and have a small delay. Most of the computer networks are only “best effort” and do 

not guarantee small delays. These considerations led to the decision to create specific 

network standards for industrial control.  

The research community, anticipating the issues faced by computer networks 

(competing standards and absolute lack of inter-operability) decided to create a 

standardized and open interface for Fieldbus. As a result, the International Fieldbus 

Consortium (IFC) was founded in 1990. All applications of the Fieldbus standard 

                                                 
1 Here, ‘a Field Bus’ refers to a new concept for field networks, whereas ‘Fieldbus’ is the name 

which is given to a group of industrial network standards. 
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were to be compatible with the 7 Open System Interconnection (OSI) layers [34]. 

Likewise, most of the standards chosen to implement the lower layers were IEEE 802 

standards (Ethernet, Token Ring, Token Bus, etc). 

From one Fieldbus standard, several Fieldbus solutions from different industrial 

corporations in various countries emerged. An overview of the current Fieldbus 

standards can be found in Section 2.3.3.1. 

2.2.5 Current and Future Trends: The Emergence of New Applications 

and Constraints  

Most of the research and development on control networks over the past decades 

has focused on industrial process control applications. The numerous technological 

advances and standardization efforts resulted in the creation of optimal control 

networks. These network standards, now widely adopted, have played an active role 

in supporting the development of industrial processes. The wired control networks 

will remain the most adequate solution for plants and factories. Indeed, wired control 

networks match the requirements of harsh and hazardous industrial environments and 

the demand for maximum reliability. This is why Fieldbus control networks have 

successfully maintained their position as the industry standard for the past twenty 

years, and are likely to continue to do so. 

With the new millennium, a new area of development and application has emerged 

for control networks. Such applications comprise of military battlefield management, 

animal habitat monitoring [23], ground and air surveillance, various agricultural 

applications, home automation, etc. These new fields of application which are very 

different from industrial environments have brought about new perspectives and 

constraints to control networks. The new applications have characteristics and 

requirements different from factory applications including high autonomy and low 

maintenance, flexibility and adaptation in dynamic environments, extremely small 

size, rapid and sometimes random deployment, soft real-time constraints, automatic 

handling of the failed nodes, etc. Some applications do not require real-time 

operation: the data can be stored during a certain period of time, and be processed 

later, when more energy is available. 
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Clearly, a control network node meeting such constraints will be wireless, battery 

powered, and possibly integrated on a single chip. The software will include 

protocols and algorithms providing a support for intelligent and autonomous 

operation, with flexible and dynamic adaptation to the changes in the environment or 

network configuration. A review of the major research projects on modern wireless 

control networks will be provided in the Section 2.4. 

2.3 Modern Control Networks 

In this section an overview of modern control networks, their application, and 

specific characteristics compared with other industrial networks will be provided.  

2.3.1 Control Networks: General Approach 

A control network is a network which interconnects sensing, actuating units and 

processing units in a control system. It is a complex and autonomous system which 

transports a flow of information through all levels of a process, from the central 

computer to the sensors and actuators, and also the command console. The processes 

supported by a control network can be of many types and serve various purposes 

within diverse fields. It can range from industrial manufacturing processes to a brake 

system in a car. 

A control network is the framework which supports decentralized systems. It is 

much more advanced than the basic point-to-point communication medium used to 

wire the centralized architectures. Modern control networks aggregate the 

communication medium, hence minimizing the wiring complexity and costs. They 

embed advanced routing algorithms; manage congestion and priority to guarantee 

timely delivery, integrity and coherence of messages. 

The predecessors of control networks were sensor networks. The earliest 

initiatives were led by military research (SOSUS, AWACS and DSN), during the 

Cold War [28].  The research explored the feasibility of monitoring of a large 

environment such as the ocean or a field to detect submarines and boats, or planes 

and motor vehicles. 
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A sensor network is a limited version of a control network which only monitors 

the environment whereas a control network reacts to signals received from the 

environment and attempts to make changes through actuators. The control network 

manages the entire process by controlling the actuators, based on the execution of a 

algorithm, and the reading of the relevant sensors. 

As mentioned in the previous section, the major development area for control 

networks has been industrial process control. Control network standards emerged in 

the early 1990’s, with the introduction of the Distributed Control System (DCS) 

concept. This concept is very broad and embraces different research areas including 

sensing, communication and computing [13]. 

• Control, sensing and actuating encompasses the sensor and actuator types, 

control techniques and data acquisition or control orders. 

• Communication deals with access and distribution of information over the 

network. The information is made accessible via a control network. Control 

networks are studied at different levels, called layers. The lowest layer is 

usually the physical (communication medium) layer, and the highest is the 

top-level application. The Open System Interconnect (OSI, IEEE RFC 1983 

[34]) standard stack is the most common 7-layer stack model. 

• Computing covers many aspects including the physical hardware platform 

which carries out the computation, the global structure of the different 

computing units, the deployed algorithms, the human-machine interface, etc.  

This literature review will only address the last two subjects which are relevant to 

this research project; communication and computation will be discussed separately in 

the following sections. 

2.3.2 Wireless Communication Standards 

Although successful wireless communication systems have been achieved since 

the early 1900’s, the development of reliable wireless communication standards only 

dates back to the 1990’s. The advent of wireless standards such as the ones used for 

mobile phones (GSM), and more recently computer (WiFi) and device networks 
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(Bluetooth) have proven that wireless communication can now be effectively used to 

support large networks. 

The main benefit of wireless solutions is cost reduction. Indeed, the cost associated 

with wires linearly increases with the distance between two nodes. As the cost of 

hardware decreases, wiring cost progressively represents a greater part in the total 

cost of a unit. Studies have shown cases in which the cost of wiring for a given sensor 

unit represents up to 80% of the total price [8]. Besides, wired solutions not only 

involve acquisition costs, but also significant installation and maintenance costs. 

Retrofitting of wires is generally a difficult task, sometimes impossible. Similarly, the 

maintenance of communication wires (although not frequent) is a tedious task, and 

remote fault-area detection on wires requires specialized equipment.  

Even though wireless hardware is generally more complex and more expensive to 

purchase, the cost is not significantly influenced by the distance between the two 

nodes, nor the number of nodes within the network. In addition, modern wireless 

solutions are made increasingly simple to install and set up while also requiring less 

maintenance.  

Since the mid-1990’s an increasing number of wireless standards have been 

developed for specific functions. The most common applications are: mobile phone 

networks, computer networks, and peripheral-to-workstation communications. Some 

manufacturers have developed proprietary solutions (wireless keyboard and mouse 

are some examples), while others have formed various alliances to create open 

standards (Bluetooth, GSM, ZigBee). The open standards aim at increasing 

interoperability, and reducing the research and development costs, by using an 

identical common platform. 

The following part of this section will focus on wireless communication standards. 

Similar to Fieldbus systems, several wireless communication standards can 

potentially be applied to control systems, and there are many more proprietary and 

non-standard wireless systems. The list of standards considered will be narrowed 

down to those which have the potential to meet the requirements of a Wireless Ad-

hoc Control Network (battery-powered, adequate range and network size). The 

review will also focus on certified and widely adopted standards. The applicable 
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standards will be presented and analyzed with respect to target application. Table 2.1 

presents the main characteristics of the wireless communication standards considered 

in this literature review. 

Table 2.1: Comparative Table of the reviewed Wireless Technologies [7] 

Standard Typ. range (m) Throughput  Avg. batt. life Nw. size standard application 

Wi-Fi < 100 54 000 kbps 1day to 1 week 30 open Multimedia 

internet 

Bluetooth < 10 (low-power) 720 kbps A week 7 Open Wire replacement 

IEEE802.15.4 <30 indoor, <100 250 kbps years 64,000 Open Control networks 

 

A. Wi-Fi (Wireless - Fidelity) 

 Wi-Fi is the most successful standard for computer wireless networks. It provides 

high-speed wireless connectivity to laptops and computers in the neighbourhood  of 

an Access Point (AP). Due to the mass production and efficient standardization, this 

technology is very affordable, well developed and interoperable.  

Colandairaj et al. [1] proved, using simulations, that the Wi-Fi standard is suitable 

for control networks. They demonstrated that Wi-Fi can cope with the high-noise 

industrial environments, as long as the Wi-Fi bit rate is well above the control 

network’s target. This is not a problem for Wi-Fi networks, as this standard is 

designed to provide high throughput. However, the main drawback of the Wi-Fi 

standard for WACNets is that high throughputs are achieved at the cost of high 

energy-consumption.  Hence, the average lifetime of a battery-powered Wi-Fi 

transmitter does not go beyond a week. A wireless standard for WACNet requiring 

every node to be wired to a power outlet is obviously not a viable solution. Indeed, 

the objective of WACNet is to create a wireless network with no communication or 

power wires. The Wi-Fi standard also imposes a limit on the network size, both 

geographically and in terms of the total number of nodes.  
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The characteristics of Wi-Fi make it unsuitable for WACNets, as WACNet nodes 

are expected to be numerous and to run on batteries with a high autonomy.  

B. Bluetooth 

 Bluetooth (BT) provides a short-range, point-to-point connection between devices 

within a Personal Area Network (PAN). The Bluetooth standard has been ratified as 

the IEEE 802.15 standard [17]. Bluetooth was originally created as a wire 

replacement solution for electronic devices working synergistically. Some examples 

include a printer and a computer, a telephone and a headset, and generally portable 

devices with larger appliances. Compared to Wi-Fi, Bluetooth has a smaller range 

(10m only) and throughput (720 kbps max.), but offers a lifetime for battery-powered 

nodes of up to one week. Bluetooth is also much simpler from a hardware or software 

point of view, and more economical. The Bluetooth network topology is similar to 

Wi-Fi, with several nodes clustered around one coordinator. 

The Bluetooth standard defines ranges of up to 100m and the possibility of 

deploying multi-hop mesh networks with routing algorithm. Although some 

Bluetooth hardware has been developed to meet these specifications, hi-power and 

multi-hop Bluetooth networks are yet to be adopted by industry. The Bluetooth 

standard has been developed primarily for applications in Personal Area Networks, 

which do not require long-range communication or multi-hop networking. 

Consequently, the current Bluetooth solutions do not allow more than 7 active nodes 

per network, and a standard to implement the multi-hop network specification is yet 

to be adopted. The Bluetooth nodes also induce high latency, especially for node 

wake-up delay [18].  

Ramamurthy et al [3] studied a multi-RF platform for distributed control network. 

The platform was tested with both Bluetooth and Wi-Fi systems, and the comparative 

analysis showed that Bluetooth is better adapted to industrial control, whereas Wi-Fi 

should only be used for applications requiring high data transfer rates, such as 

images, sound, etc. 

Leopold et al. [2] have demonstrated the feasibility of self-configuring multi-hop 

sensor networks, using Bluetooth as communication media. The research group has 
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reached significant throughputs (up to 35Kbps, 668bits payload), but showed a 

battery life expectancy (with two AA batteries) of 8 days, which is unacceptable for 

applications such as home automation or industrial control.  

C. IEEE 802.15.4 [9, 8] 

The IEEE 802.15.4 standard was developed around the year 2003 to provide “a 

standard with ultra-low complexity, cost and power for low-data-rate wireless 

connectivity among inexpensive fixed, portable and moving devices”. 

This standard achieves very low complexity: the total number of primitives is only 

1/3 of Bluetooth’s, and is very suitable for minimalistic devices, such as simple 

sensors. 

The IEEE 802.15.4 standard defines two of the 7 OSI layers: the Data Link layer, 

OSI layer 2 (MAC) and the Physical layer: PHY, OSI layer 1. The physical layer 

transmits using DSSS (Direct-Sequence Spread Spectrum) over two different bands: 

2.4 GHz band, where 16 channels are available, delivering a speed of up to 250 kb/s 

and 915-868 MHz, where a total of 11 channels are available at 10kb/s. The 

stipulated range is up to 30m for indoor and 100m for outdoor environments. The 

standard enables various topologies including star/clustered, as well as mesh (peer to 

peer), and uses two types of addresses; physical (8-bit) and network (64-bit). The 

Data Link Layer supports association and disassociation which is a fundamental 

requirement for a dynamic network aiming at self-configuration. 

The Medium Access Control allows two different modes; beacon-enabled or 

disabled mode. The use of Beacon-enabled mode allows the assignment of 

Guaranteed Time Slots (GTS), which form a contention-free period. The frequency of 

the beacons can be modified from a wide range of 15ms to 245s, depending on the 

latency required. 

The IEEE 802.15.4 standard appears an ideal communication medium for 

WACNet applications, mostly because it can be used by numerous low-power and 

simple nodes. It matches the requirements set by a control network which includes 

low latencies, and reliability, for low data rates. Finally, it is a very flexible standard 
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which can be used in multiple ways by higher layers to implement peer-to-peer or 

centralized networks, and flexible enough to allow dynamic reconfiguration. 

2.3.3 Overview of Control Network Standards 

In the following section the characteristics of control networks will be reviewed. 

The different groups and associated standards will be presented and analyzed. The 

wired standards will be presented first, followed by the wireless standards. 

2.3.3.1 Wired Standards for Control networks 

A. The First Control Networks: Fieldbus Standards 

From the end of the 80’s and throughout the 90’s, many control network standards 

emerged complying with the Fieldbus standard. These Fieldbus systems were the first 

ones to match the description of a control network. Indeed, they were engineered to 

meet the specific requirements set by industrial process applications including real-

time operation, very high reliability and robustness, and lower throughput compared 

with computer networks.  Reaching well beyond the capacity of point-to-point 

communication lines, these networks exhibited many innovations such as providing 

an autonomous network of hundreds of nodes, offering various topologies, and 

allowing several nodes to communicate via a single bus. Most importantly, they were 

at this time the first systems with the capacity to perform efficient data packet routing 

over an area as wide as a factory. 

The “Fieldbus” term usually refers to a dozen mainstream and multi-purpose 

standards, although several hundreds of application-specific or manufacturer-specific 

systems similar to Fieldbus exist. Over the last two decades, Fieldbus networks have 

continuously evolved and are still the most commonly used systems in plants and 

factories. Protocols such as CAN (Controller Area Network), AS-Interface, 

LONWorks and HART are some of the most popular Fieldbus systems.  

The Fieldbus transmits data using fully digital communication lines. Recently, the 

nodes have become more and more powerful and multifunctional. For example, 

sensor or actuator nodes are now capable of routing, hence reducing the need for 

dedicated infrastructure nodes (such as dedicated repeater and bridge nodes). The 
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nodes also provide a support for network self-diagnosis. Every Fieldbus standard 

tends to be specialized for one specific application [14]. In most large factories, 

different Fieldbus standards co-exist. For example, the simple and cost-efficient AS-i 

Fieldbus is often found on assembly lines for simple sensors, while the LONWorks or 

PROFIBUS standards are most commonly used for control network backbones.  

Fieldbus standards can support quite complex networks. They are robust and 

reliable in harsh conditions but are also expensive. The cost factor restricts their use 

to high-budget industrial applications. 

B. Ethernet-Based Control Systems 

Ethernet networks are local area networks based on the TCP/IP protocol and 

Manchester-code transmission. Ethernet is currently the most popular standard 

(becoming the only solution) for wired local-area computer networks. This standard 

has now reached a very advanced stage of development and the mass-production of 

compliant hardware has resulted in the availability of low-cost infrastructure 

elements. As a result of the low-cost, advanced technology and high availability of 

this standard, many attempts have been made to convert Ethernet into an industrial 

control network system.  

The application of an Ethernet network is fundamentally different from of a 

control network. Ethernet networks focus on delivering the highest throughput, in a 

“best effort” mode. Ethernet’s layer 2 protocol, the Carrier Sense Multiple Access 

with Collision Detection (CSMA CD) involves the probability of message collision, 

which can seriously delay the transmission of the information. In case of collision, 

only limited retries will occur, which means that the delivery of the message is not 

guaranteed. Unreliability and unpredictability of the network are the main obstacles 

to the deployment of a TCP/IP network in industrial control. A transfer of Ethernet 

standard to a control network can only be successful if latency and reliability are 

prioritized over throughput. 

A Fieldbus protocol called EtherCAT has been designed to address the 

shortcomings of an Ethernet network for control applications. EtherCAT retains the 

advanced and proven routing algorithms, efficiency and throughput of an Ethernet 

 



Chapter  2     Literature Review 22

network, while meeting the fundamental needs of a control network [15]. The result is 

a protocol compatible with the same mass-produced Ethernet hardware and cables. 

CSMA/CD is replaced by a deterministic media access protocol. The packets are 

downsized, to fit the needs of real-time control networks by providing frequent, low-

latency, and short messages. The major problem associated with EtherCAT is that the 

nodes cannot be powered through the Ethernet wire as offered by many competing 

control networks. This will significantly simplify the deployment of the network and 

its autonomy. 

C. BACNettm 

Building Automation Control Network (BACnet) is an example of a control 

network designed for a specific application. BACnet defines a set of standardized 

high layers to implement building control networks. The BACNet initiative was 

announced in January 1987 by the American Society of Heating, Refrigerating and 

Air-conditioning Engineers (ASHRAE). The objective was to provide an industrial-

grade dedicated protocol to realize an interoperable building control network with 

equipment from different vendors. BACNet is designed to control appliances, make 

sensory signals available at a central point of network, transmit configuration and 

settings point, and carry out schedule requests. It defines two layers of application 

and network layers. The data link and physical layers (OSI layers 1 and 2) can be 

“borrowed” from various Fieldbus systems, LONTalk being the most common one. A 

complete review of BACNet can is available in [30]. 

2.3.3.2 Wireless Standards for Control Networks 

A. ZigBee 

ZigBee is an open wireless standard designed for control networks and operates on 

unlicensed bands. It has been developed by the ZigBee Alliance, which is backed by 

major industry leaders, including Freescale, Phillips, Honeywell, Siemens and ST 

microelectronics. The ZigBee standard is based on the IEEE 802.15.4 which defines a 

physical layer (PHY) (OSI layer 1) and MAC (Medium Access Control) layer (OSI 

2). The PHY layer operates in the same ISM band as Bluetooth (975-868MHz & 2.4 
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GHz bands). ZigBee features very low power consumption, low latency (around 

15ms). Its network layer (OSI 3) implements an Ad-hoc On-Demand Vector (AODV) 

routing protocol, capable of routing packets over a network of several thousand nodes 

(64,000 = 216) [18, 8]. The range of a single node is up to 30m indoor and 100m 

outdoor, and the stipulated throughput reaches to 250kbps. While the maximum 

throughput is only 25% of the Bluetooth’s capacity, it is still sufficient for a control 

network.  

The extremely small size of the ZigBee transmitters makes them easy to retrofit. 

Currently, a ZigBee node costs approximately around USD $15 to $20, but the prices 

are expected to decrease like those of Bluetooth hardware when mass production is 

reached.  

The ZigBee standard can be integrated in a control network to form wireless 

sensing or actuating nodes in three different ways:  

a) The ZigBee transmission function can be incorporated into the sensor or 

actuator’s microcontroller by including a ZigBee stack. 

b) It can be used as an independent, off-the-shelf module which is linked to the 

sensor/actuator’s controller. 

c) Some off-the-shelf sensors currently have ZigBee network connectivity as a 

built-in function [21]. 

A ZigBee network is organized around a ZigBee Coordinator. The coordinator is 

the node which starts the network and determines its initial parameters (Personal Area 

Network number, transmission channel, etc.). Once a coordinator is started, ZigBee 

Routers or End Device nodes can join the network.  

The ZigBee End Device behavior is especially designed for low-power nodes. End 

Device nodes can only communicate with the Coordinator or a Router, and do not 

store any routing information. A ZigBee router can act as a bridge, thus extending the 

network coverage beyond the range of the coordinator’s transmitter, and therefore 

provide multi-hop data transfers to End Devices and other Routers.  

The ZigBee Alliance is currently developing higher layers for control networks 

which include common platforms for increased interoperability (called Application 

Framework). Such platforms are intended for home automation systems, energy 
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management, etc. The full ZigBee specification can be obtained from the ZigBee 

Alliance website [22]. 

B. Z-Wave 

Z-Wave is a proprietary wireless network solution exclusively designed for home 

control. It has been created by Zensys Inc. and is endorsed by the Z-Wave alliance 

(over 70 members, including Intel and Panasonic) [11, 10]. Z-Wave is a standard for 

wireless, ad-hoc and self-configuring control networks. The specifications of Z-Wave 

are comparable to those of ZigBee. That is why it is currently recognized as the main 

competitor of ZigBee in the field of home automation applications [19]. Indeed, Z-

Wave and ZigBee share the following characteristics: standardized platforms for 

interoperability (in the domain of home automation only), mesh networking, low-

latency, range of 30m indoor and 100m outdoor, very low power consumption 

(battery operated nodes can last for up to 5 years), and a relatively low data rate of 

9600bps for Z-Wave. 

The major difference between Z-Wave and ZigBee is their scope. While ZigBee is 

generic in regard to the application of the control network, Z-Wave is focused on 

low-budget home automation. Since the Z-wave modules are built for a specific 

purpose, they offer less possibilities and are less advanced than the ZigBee chips, 

which results in a lower retail price (presently USD $4 [20]). Currently the 

development of the Z-Wave-based products far exceeds that of ZigBee’s. As a result, 

several comprehensive Z-Wave home automation systems are now available on the 

market, while ZigBee modules are still mainly sold as evaluation products and 

prototypes or tailored, high-budget applications fitted by specialists (in large hotels or 

corporation buildings). 

On the other hand, ZigBee has a broader application, is backed by a growing 

number of strong industry leaders, and is extensively referred to in the wireless 

control networks literature.  
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2.4 Next Generation: Wireless Control Networks 

In this section, the latest projects on new generation wireless control networks will be 

reviewed. The first part will deal with wireless control and sensor networks by 

introducing each project and underlying its specific characteristics. This will be 

followed by innovative solutions developed by various research groups to tackle 

challenges faced in this area.  

2.4.1 Research projects 

This section will introduce and analyze the predominant wireless control networks 

research projects. Each paragraph will provide an overview of the project, and 

highlight the special characteristics of each project. 

2.4.1.1 “Smart Dust” Project at Berkeley University [28] 

The smart dust project aims at realizing the development of miniature wireless 

nodes. The project uses MEMS technology to achieve node sizes below a cubic 

millimeter with extremely low power consumption for extended lifetime.  

The most unique characteristic of this project is the wireless transmission medium. 

Most of the research projects investigating wireless networks choose to communicate 

using high-frequency radio transmissions, whereas the smart dust nodes use light 

emission. A combination of laser and CCD (Charge Coupled Device) is used to 

transmit and receive data, respectively. The capacity of the smart dust nodes to 

transmit weather-related information at a distance of over 20km (experimented over 

the San Francisco Bay), and a full-duty lifetime of a day has been demonstrated. The 

conclusions are that wireless transmission via light signal is worth investigating, 

although the line-of-sight transmission constraint for light signal is an impediment to 

random deployment. The applications considered in this research project only explore 

the Smart Dust’s capacities as a sensor network. 

2.4.1.2 Wireless Integrated Network Sensors (WINS) Project at UCLA [3, 24] 

The WINS project comprises of a series of research projects which explore the 

capacity of dense sensors, controls and processor networks. The nodes presented are 
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only acquiring data and perform localized signal processing (seismic activity in [24]). 

The study provides a thorough analysis of various processing structures, with a focus 

on consumption minimization. The authors conclude that local processing and multi-

hop communications are key factors when aiming towards reducing the energy 

consumption. 

The ReWINS project [3] explores the possibilities offered by a flexible network 

supporting various radio transmission standards. The research outcomes present a 

hardware node design, software architecture, and protocol for network set up. The 

set-up protocol is simulated and yields successful results. 

2.4.1.3 Low-Power Wireless Sensor Networks at MIT [36] 

This project introduces low-power wireless sensor networks for generic 

applications. The authors justify their work by the fact that collaborative and dense 

networks of microsensors can achieve better results than macrosensors. 

The node presented is the MIT μAMPS communicates through a custom-built 

2.4GHz radio module (same as Bluetooth). The research team studies and validates 

the use of microprocessor voltage and frequency scaling to lower the electrical 

consumption. While developing the radio module, the group highlights the 

importance of message size. They demonstrate that larger messages lead to less 

individual transmissions, which results in a lower consumption. The research 

outcomes present an interesting concept of beamforming, allowing the most 

appropriate sensor to use more power, while disabling the less relevant sensors. This 

method yields overall higher sensitivity and resolution, while reducing the overall 

power consumption. Finally, the group has introduced an Application Program 

Interface (API), allowing any non-expert programmer to develop an application on 

this platform, without understanding the complex transmission and consumption-

reduction mechanisms.  

2.4.1.4 Unattended Ground Sensor System (UGS) at Sensoria Corporation [25] 

This study is part of the Defence Advanced Research Projects Agency (DARPA) 

“Self Healing Minefield” (SHM) project, investigating the potential of ground sensor 
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networks. The first application considered is for a Self-Healing Minefield in which 

nodes are embedded in anti-tank mines, with the objective of ensuring a complete and 

consistent deployment of an area. This project is quite unique as it introduces the 

concept of geographically relocatable nodes (the mines are equipped with rocket 

thrusters). The thrusters are used to move the nodes, in order to modify the 

geographical distribution of the network. This ensures a consistent coverage of the 

area, by getting a neighboring node to “fill in a gap” or replace a mine deactivated by 

an enemy.  

The nodes are equipped with various sensors (including accelerometers for node 

localization), Li-Ion batteries, and a microprocessor running a Linux kernel. A 

complete study of energy efficiency and battery lifetime is also provided. The 

research group positively verified the capacity of the network to localize and set up 

nodes. 

In the second application, Sensoria Corporation’s WINS  (refer to B.) NG nodes 

are developed for the DARPA SensIT program. Seventy-five nodes with video 

cameras, microphones, passive infra-red sensors and GPS were deployed on a 

military training field, to monitor ground activities. The successful application was 

developed in three weeks and was robust enough to operate continuously for one 

week. 

2.4.1.5 ZigBee-Based Initiatives 

In October 2006, the Ember Corporation, manufacturer of ZigBee chips, 

announced that a business partner had developed and installed several energy 

monitoring and building control systems, using Ember ZigBee chips. The company 

boasted a 40% reduction of the energy cost of a hotel in Toronto. The platform used 

is Riga Development Inc. WiSuite™ [38], a ZigBee-based building control network 

for hotels. The system is used in conjunction with a scheduling application, and an 

interface at the hotel reception. The system wirelessly controls the lights and HVAC 

system of the hotel’s suites. At the time, Ember and Riga Development announced 

that the system was available at USD 350 per hotel room [37]. 
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The August 2007 ZigBee newsletter focuses on the Siemens’ APOGEE system 

which is a ZigBee-Based home or building automation system. The Siemens modules 

control HVAC systems via a ZigBee-based network, using Ember chips [39, 40]. 

In October 2007, Develco announced the release of SmartAMM devices including 

ZigBee-enabled integrated meters for gas, electricity and water. The aim was to 

extract resource-consumption data from each individual appliance within a building, 

via a ZigBee-based monitoring network. This solution had the aim of making the 

energy-consumption data available to the users. The SmartAMM system does not 

take any action to reduce the consumption. Hence, it cannot be classified as a control 

network [41]. 

2.4.2 Wireless Control Networks: Challenges and Solutions in the 

Literature 

2.4.2.1 Remote Control Interface 

The early wired control systems were administered from a monitoring panel or 

screen, located in a pre-determined and fixed location. The newer wireless control 

systems benefit from the inherent mobility and flexibility of wireless solutions. This 

means that the control interface can be displayed on various hardware systems, and in 

diverse locations. Platforms for control terminal include portable computers, purpose-

built consoles or even handheld devices. 

The ReWINS wireless control network project [3] presents a node-centric 

approach for monitoring. A node referred to as “aggregator” collects and dispatches 

the messages issued by the monitoring interface. Four-byte IP addresses are used to 

enable Internet remote monitoring. 

A platform-independent and portable language is necessary for a device-

independent control terminal. The concept of a monitoring station using a system 

similar to a dynamic Internet page or a Java Applet is the most convenient solution 

[5, 22]. Indeed, Java is a platform-independent programming language, and Internet is 

the most common network standard, offering many possibilities for connection 

(wireless (Wi-Fi), or cable). The use of XML (eXtensible Markup Language) also 
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allows a consistent platform-independent reading and presentation of the data. 

Provided with a common interpreter, a uniform presentation of the interface can be 

achieved, similar to how Internet browsers do for XHTML pages. 

2.4.2.2 Node Interoperability 

Node interoperability is one of the crucial points for the future success of Wireless 

Control Networks. History has proven that adequate standardization is a common 

point between all the successful networking technologies (GSM being the best 

example). 

The importance of interoperability can be illustrated by considering a simple light 

switch. It is unreasonable to question whether a light switch acquired from a 

hardware shop would successfully turn a light on and off. Any domestic switch is 

compatible with any domestic light. Yet, when it comes to a wireless light switch, the 

problem of interoperability becomes important.  This requires that the appliances are 

compatible across both the RF standards and communication protocols. For consumer 

applications, “Plug and Play” (PnP) functionality is the main requirement. Ideally, 

any wireless node should operate with the rest of the nodes on the network with 

minimal time devoted to configuration. 

Otsuka et al. [42] have developed a concept of interoperability based on the 

existing interoperability-enabling standards (UPnP, ECHONET). They use translating 

bridges to communicate with the monitoring station. In this concept, each device is 

able to provide a definition of its actions, a standard GUI (Graphical User Interface) 

for the control screen to display, and a method to map the GUI to actions. 

Pottie and Kaiser [24] recommend an application compatible with conventional 

networks and databases, so that the data can be accessed from any platform. They 

designed gateways to interconnect Wireless Integrated Network Sensors (WINS) with 

TCP networks. 

2.4.2.3 Network Type and Topology 

Wireless control networks are designed for specific applications where wired 

networks are not viable or cost efficient. In some cases, they can offer a better 
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alternative in dense networks than wired solutions. In dense networks, the short 

distance between nodes allows multi-hop communications, thus forming an 

infrastructure-less network. A multi-hop complying topology combined with sleep-

enabled radios can meet the low-energy consumption requirement of the wireless 

control networks [24]. 

Generally, clustered architecture is the most recommended architecture. It allows 

an efficient coordination of local objectives and common goals in decentralized 

architectures. A centralized structure is unsuitable for wireless control networks as it 

provides a central point of failure, lacks scalability and is not energy efficient [26]. 

Clustering also eases the compilation of data for the nodes working together. The 

WINS project proposes a clustering technique which does not require any address. 

The cluster formation is based on the strength of the relationship with other nodes. 

Messages are broadcasted and forwarded through a limited number of hops which 

depends on the strength of the relationship.  

Several projects (including [26, 25]) also highlight the importance of dynamic 

reconfiguration, to adapt to failing or moving nodes [26], or even nodes disabled by 

the enemy in military applications [25]. Wireless control networks must be able to 

adapt to modifications in the structure of the network. Therefore it is important to 

create a “loose” network topology which can adapt to the changes in setup or 

environment. 

2.4.2.4 Distribution of Control Tasks 

Since wireless transmission consumes more energy than wired transmission, the 

amount of data sent over the network must be reduced as far as possible. This can be 

done by defining an appropriate scheme for task distribution. 

A substantial amount of research has been carried out in the area of task 

distribution in the WINS research projects [24, 26, 27]. The WINS architecture 

promotes local processing of the data, implying that the unit acquiring the data will 

process it as far as possible before transmission. Pottie and Kaiser present an analysis 

of the energy cost of transmission over computation. They conclude that with the 

energy used to transmit 1kBytes of data over 100meters, a general-purpose processor 
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could execute 3 million instructions [24]. Kahn et al. found that while computing cost 

could go as low as 1nJ per 32-bit instruction, a Bluetooth-band radio still burns about 

100nJ for each bit transmitted [28]. In both cases, the findings point towards maximal 

local computation, in order to send the shortest possible message. Both of these 

research projects underline the necessity to give priority to low-energy consumption, 

over time and latency. 

Estrin et al. confirm this concept of task distribution. They advocate localized 

algorithms, only interacting with sensors in the vicinity, where groups of nodes 

achieve a collective objective [26]. The difficulty associated with the design of such 

algorithm is also acknowledged. These difficulties exist due to the presence of 

complex relationships and dependencies involving local and global behaviors [28].  

A fundamental difference between sensor networks and computer networks is also 

highlighted [26]. The control networks are data-centric and specific, while computer 

networks are node-centric and general-purpose. In such cases the localization of a 

sensor is more important than its precise identification. An example found in the 

literature is a temperature-monitoring application over a large geographic area. This 

application is more likely to require the location of the nodes sensing a temperature 

above a certain threshold, than it is to query individual nodes for their temperature 

reading. Thus a unique address is not always required, as long as a node knows its 

location [26]. The same research group also shows that sensor networks are meant to 

be tailor-made to the requirements of a specific application, unlike computer 

networks which are generic. 

 

Figure 2.1 : Centralized architecture hierarchy tree. 
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Figure 2.2 : Decentralized architecture hierarchy tree. 

 

Figure 2.3 : Collaborative architecture hierarchy pyramid. 

The hierarchy of tasks can be represented by a tree diagram (Figures 2-1, 2-2 and 

2-3). The root of the tree diagram is generally a coordinating node. In the case of a 

distributed control system, this hierarchy should comprise of multiple levels. The top-

level node is solely used as a coordinator, by shifting the authority to lower nodes 

(Figure 2.2) [5]. For a collaborative architecture, horizontal communication should 

form the main stream of information, while vertical communication should take place 

only on-demand or based on events, such as logging applications or high-level 

control by the end user (Figure 2.3). 

Recent military research projects, especially the SensIT project, are developing 

new networking techniques with military field-specific objectives. The aim is to 

create wireless networks, designed “for rapid deployment in an ad-hoc fashion, and in 

highly dynamic environments” [28]. The objective is to efficiently share the 

information acquired on a battlefield and obtain a “common operating picture” [28]. 
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2.4.3 WACNets [5, 6] 

The concept of Wireless Ad-hoc Control Networks (WACNets) represents a new 

stage in the evolution of distributed control and monitoring. It explores a framework 

for organic, evolutionary and scalable integration of a large number of nodes with 

sensing and/or actuation, local intelligence and control, data processing and 

communication capabilities. WACNet control networks are focused on autonomy and 

self-reliance. The network is capable of dynamic self-configuration and healing, 

while the nodes should be capable of reaching battery autonomies of up to several 

years. The WACNet framework promotes decentralization and task distribution, and 

is based on a hierarchy structure with very few levels. Intensive horizontal 

communication through inter-node cooperation allows efficient task distribution with 

limited supervision or central coordination. 

 

Figure 2.4 : WACNet Architecture. 

A WACNet consists of a set of geographically distributed, intelligent and 

heterogeneous nodes. Each node consists of a wireless communication module 

controlled by a processing unit. The nodes provide multiple ports which can connect 

to one or more sensors and/or actuators. Besides communication management, the 

processing unit can perform various tasks such as signal and data processing or 

control, depending on the services required.  

The WACNet framework also offers a flexible solution for human control and 

supervision. A dedicated node acts as a WACNet-to-Ethernet bridge, allowing 
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bidirectional communication between a workstation using a browser and any node in 

the network. 

The network Topology of a WACNet is based on clusters of nodes which control 

closely related areas of the process. In a successfully organized WACNet, most of the 

communications stay within the cluster. In order to allow inter-cluster 

communications, each cluster has a node elected as the Cluster Head, which acts as a 

gateway to the rest of the network, as shown in Figure 2.4. A Cluster Head not only 

serves as a gateway, it also intelligently optimizes the flow of data at a network scale 

and maximizes the availability of information at a cluster scale. 

An architecture based on IEEE 1451 [43] smart sensor standards is deployed for 

realization of WACNet. The IEEE 1451 compliant smart sensor is modified to 

include a medium-range wireless communication link. Such a system will have the 

ability to provide self-identification, self-testing and adaptive calibration. 

The previous research projects on the WACNet [5, 6] have led to the development 

of a basic hardware node, which was benchmarked using a dedicated test-bed. The 

analysis of the results highlighted the inadequacy of the wireless standard chosen 

(Bluetooth). The benchmark tests results led to the conclusion that a large-scale 

WACNet control network running a real-life task is potentially feasible, using 

adequate wireless technology. 
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Chapter 3 WACNet Design 

 

3.1 Introduction 

The concept of WACNet will be described in this chapter and its evolution since 

its inception will be highlighted. The contribution of this study to the further 

development of the concept will be also explained.  

An overview of WACNet will be provided first. This will be followed by defining 

the aim and objectives of this study and outcomes it intends to achieve. The approach 

and the application designed to validate the work carried out in this thesis will be 

presented next.  

3.2 WACNet  

3.2.1 Overview 

The concept of Wireless Ad-Hoc Control Network (WACNet) has been under 

development at the Centre for Intelligent Mechatronics Research, University of 

Wollongong [44]. It has been designed for distributed control and remote monitoring 

of a process. In WACNets, control, actuation, sensing and communication are 

integrated directly into intelligent wireless network nodes. 

A WACNet consists of a large number of geographically distributed intelligent 

and heterogeneous nodes with sensing and/or actuation, local intelligence and control, 

data processing and communication components. The processing unit can perform 

various tasks such as signal processing and control as well as communicating with 

other nodes. As part of a distributed architecture, each node is expected to make local 

decisions. The size, number, density, capabilities and location-dependency of the 

nodes are determined by the specific application running on the platform. The 

WACNet platform is structurally flexible and adaptable. The nodes are expected to be 

low-cost, low-power, multi-functional and small in size. 
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3.2.2 Components and Implementation 

A WACNet is formed by a set of nodes used to control and monitor the activity of 

a process through actuators and sensors. A WACNet also comprises of a bridging 

node, to allow inter-network compatibility to other networks such as Ethernet. 

Finally, a monitoring and control unit is incorporated in a WACNet to provide remote 

access to nodes via the bridging node. 

The WACNet nodes are the atomic elements of this control network. In the early 

stage of the project, the nodes were fitted with a ST microelectronics PIC16F877 

microcontroller. This microcontroller was the central computing device of the node. 

The communication standard used was Bluetooth. The Ericsson ROK007 Bluetooth 

modules were used by the nodes to communicate. The modules were connected to the 

nodes via a Universal Asynchronous Receiver and Transmitter (UART). Finally, the 

nodes were fitted with an LCD display and various digital sensors for testing 

purposes. 

The bridging node interconnects the WACNet to an Ethernet LAN network. This 

node was based on a DALLAS SC TINI board. This board offered various sockets 

including connectors suitable for Bluetooth modules and Ethernet cables. The TINI 

board also provided an operating system, which embeds a Java Virtual Machine 

(JVM). The TINI board operating system and JVM were used to create a web server, 

and various applications coded in JAVA language. 

The monitoring station was used to access nodes in order to control or monitor the 

system. The station used was a PC computer. The nodes of the WACNet were 

accessed through the Bridging node, using the PC’s Ethernet connection. A JAVA 

applet was downloaded from the Bridging node’s server, through an Internet browser. 

The bridging node was used as a relay to send messages to the WACNet nodes. 

3.2.3 Topology 

The Wireless Ad-hoc Control Network is organized in a clustered topology. The 

nodes dedicated to a common task are gathered in a group called cluster. Each cluster 

has a node known as Cluster Head (CH). The Cluster Head manages the cluster and 

coordinates the nodes which form part of it. The overall WACNet structure consists 
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of a group of clusters. Inter-cluster communication is achieved through the Cluster 

Heads, which provide a gateway service to the rest of the nodes within their cluster.  

The networking environment of a WACNet is likely to change during a node’s 

lifetime. The nodes are expected to be mobile and to eventually stop operation when 

the energy supply runs out. This is why WACNets support dynamic cluster 

reconfiguration. Cluster rearrangement can also be carried out to improve the task-

wise cohesion of the clusters. 

The past trend in industry standard has been towards highly centralized structure 

with many levels of hierarchy, as illustrated in Figure 3.1. Furthermore, the 

networking hardware and control modules were usually distinct, even different 

networks for sensing and actuating. 

 

Figure 3.1: Traditional industrial control network architectures. 

The WACNet approach is very innovative in this regard. Indeed, unlike 

architectures in which a central node dictates the behavior of all the remaining nodes, 

the WACNet relies on the intensive cooperation and collaboration of hierarchically-

equal nodes to achieve a global task. A WACNet is classified as ad-hoc as the 

network is capable to adapt to different situations. A WACNet does not have a rigid 

and predefined architecture and configuration. Instead, the nodes form clusters and 

elect a Cluster Head in strict autonomy, without prior definition. This self-

organization process is carried out at every network boot-up, or when network 
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condition is changed. Self organization is achieved through the analysis of the current 

configuration, node characteristics, environment, etc. A typical network topology for 

a WACNet is illustrated in Figure 3.2. 

 

Figure 3.2: WACNet decentralized architecture. 

3.2.4 IEEE 1451 Compliant Architecture 

The IEEE 1451 [43] architecture is employed to realize the WACNet concept. 

IEEE 1451 is a family of standards aiming at creating a uniform interface between 

different types of sensors and networks. It defines standardized elements for smart 

devices as well as common data-exchange and parameters architectures. This 

standard provides a uniform way of creating totally self-describing measurement and 

control devices. The IEEE 1451 standard is deployed in WACNet to take advantage 

of its characteristics. Bluetooth is used to provide a short-range link between the 

IEEE 1451-compliant nodes. 

3.2.5 Evolution of a WACNet 

This section presents the different stages of evolution which lead to a fully-capable 

WACNet. 

(a) Installation 

The first step consists of laying out the WACNet hardware. The 

geographical arrangement must be done in regards to various 

characteristics of the nodes, such as: range, distance to the monitored or 

controlled equipment and energy requirement. The nodes are then 

connected to various sensors and actuators.  

(b) Configuration 

Appropriate drivers must be downloaded onto the node’s microcontroller. 

These drivers control read and write procedures to the peripherals, and 
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also the specific data/signal processing or control routines, when relevant. 

Finally the task-managing application is downloaded to the node’s central 

computational device. 

(c) Boot Up 

Once the nodes are correctly programmed and powered, a coherent Ad-

hoc network must be formed. The first step is to identify the nodes within 

range. 

(d) Node Task Discovery 

Once a list of nodes within range is determined, each node queries every 

neighboring node for their specifications. These specifications include 

tasks, areas of the process in which the node is involved, sensory and 

control capacity, computational power, energy resources, etc. 

(e) Cluster Formation 

Provided with the characteristics of the neighboring nodes, each node is 

capable of defining a “collaboration metric” in regards to other nodes. The 

collaboration metric reflects the extent to which two nodes are likely to 

share information. An optimal cluster configuration is formed with nodes 

sharing the highest collaboration metric among each other.  

(f) Cluster Head Election 

As soon as a cluster is created, a Cluster Head node is selected. Usually, 

the node which present the best combination of stable supply of energy, 

high degree of collaboration with the rest of the cluster and superior 

computational capacity is chosen as the Cluster Head. 

(g) Network Operation 

Once the network is formed, all the clusters begin to operate concurrently. 

Each cluster is dedicated to one area of the global task. The Cluster Head 

regularly exchanges messages to guarantee large-scale synchronization. 

The information is transported across the clusters in a typical Ad-Hoc 

fashion and the most efficient route is determined by the network. Packets 

are transported across the network using the Cluster Heads as relays. 

(h) Network Evolution 
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During operation, the network environment and configuration can change 

for various reasons (new node, node failure, adjustment of the task, etc.) 

All the modifications of the network environment will result in adequate 

network re-organization to maintain an optimal ad-hoc configuration, 

given new characteristics of the network. 

3.2.6 Application of WACNet 

Wireless Ad-hoc Control Networks are suitable for a variety of applications. 

Generally, the most appropriate implementations are those facing one of the 

following challenges: applications where the installation of a wired system is 

impractical or too expensive, instances where nodes must be deployed quickly, where 

the system must be autonomous, and generally cases requiring a large number of low 

cost nodes. 

Ideal applications for WACNets are building and home automation, because the 

nodes are small and autonomous, and the wireless communication eases the 

deployment. The WACNet can be used to maximize the user’s comfort, support 

security, identification services, access control and restriction, energy management, 

etc. 

Other applications for wireless control networks include agricultural control and 

biological habitat or geographic monitoring. A WACNet can be deployed in a field to 

control the growth of crops, by monitoring the characteristics of the soil and taking 

appropriate measures to maintain ideal conditions for optimal growth. Geographical 

applications include rainwater channelling and natural flow survey, etc. 

Finally, the WACNet concept can be used for military or rescue operations where 

wireless communication infrastructures are inexistent or have been destroyed. These 

situations take full advantage of the ad-hoc network structure of the WACNet. In 

such cases, each node of the network extends the range of the network. This creates 

large field networks without infrastructure or forward planning, on the condition that 

the network of nodes remains dense enough. 

The WACNet can be used for industrial control network applications, but Fieldbus 

remains a serious competitor to the installation of wireless systems in plants. Indeed, 
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wired standards offer the essential levels of reliability and robustness that their 

wireless counterparts fail to reach [2,3]. 

3.3 Project-specific aims 

A Home Ambient Intelligent System will be developed based on the WACNet 

platform as a case study in this research project.  

3.3.1.1 Testing Application 

The system is expected to meet the following requirements: 

- The primary goal of the Home Ambient Intelligent system is to reduce the 

consumption of various resources. This must be done while providing an 

optimal level of comfort for the users. This task is carried out through issuing 

of alerts in conjunction with taking preventive measures to reduce the 

consumption. The system can also take direct action, when required. 

- While achieving the first goal, the proposed solution must be cost-efficient. 

This means that given sufficient time, the accumulated savings become higher 

than the acquisition and maintenance costs. 

- The Home Ambient System is quite generic and can be applied to efficiently 

manage the consumption of any resource (water, electricity, gas, etc.). 

- The program behaves in an intelligent and autonomous way. It learns about 

the monitored equipment and the habits of its users. Ideally, it takes into 

account each separate individual, the time of the day, and period of the year. 

- The system integrates seamlessly into the user’s environment and is non-

intrusive. The nodes are highly miniaturized and the network is wireless and 

infrastructure-less. Nodes can be powered by batteries in cases where a power 

outlet can not be reached conveniently. The only maintenance task is battery 

replacement. 

- The network and the application do not require any configuration. The 

network of nodes is self-configuring and self-healing. The system is robust 

and designed for a fast and simple owner-installation. This means the 

installation of a WACNet does not require any specific technical knowledge. 
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- The user can become aware of every detail about the system, via a standard 

browser. The browser can be hosted on a computer or handheld device 

connected to a bridging node. 

3.3.1.2 Data Collection 

To determine the maximal capacities and performances of a WACNet under real 

working conditions, a series of experiments will be performed. The experiments will 

provide data which will quantify the following performances: 

- The efficiency of the chosen network topology. 

- The efficiency of the communication media based on throughput, delays, 

reliability, data loss. 

- Robustness, self-healing, and resistance to node failure and data loss. 

- Efficiency of the self-organisation algorithm. 

- Efficiency and outcome of the learning algorithm. 

3.4 Methodology 

The research work leading to the goals listed above will be carried through 

different stages as described in the following sections.  

3.4.1 Upgrade of the WACNet Hardware 

In order to reach the targets previously listed, the first step of this project is to 

upgrade the hardware platform. This will be done in compliance with the WACNet 

specifications defined in previous research works. A critical analysis of the latest 

available technologies and material has been made in the literature review chapter, 

with a special focus on the wireless standard. This analysis justifies the choices made 

for every element of the upgraded WACNet nodes.  

Once the platform’s hardware is upgraded to the latest technologies, drivers will 

be developed to build a hardware-abstraction layer. The aim is to create an 

Application Programming Interface (API) to ease the development of applications. 

The API functions will provide access to the hardware functionalities through simple 
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high-level functions. These functions will control sensing, actuating, communication, 

display, etc. 

The upgraded nodes will be validated through a series of benchmark tests. The 

WACNet platform will then be simulated at a larger scale, based on the node 

benchmark tests results. This will provide numerical data on metrics such as the 

optimal throughput, latencies, memory availability, processing speed, errors and data 

loss. 

3.4.2 Design of the WACNet Nodes’ Software 

Once provided with a stable and robust hardware platform and API, the top-level 

software structure will be designed to realize a Home Ambient Intelligent System. 

The first step is a comparative analysis of different solutions. The most adapted 

technique will be used to create the foundations of learning agents and the self-

organisation algorithm. When possible, these elements will be simulated using a 

model based on the first step’s simulations. The outcomes of the simulations will be 

analysed and conclusions will be drawn. This stage will ensure that an adequate 

solution is implemented as part of the following steps. 

3.4.3 Implementation, Measurements and Validation 

The application designed at the previous step will be implemented on the target. 

Once the application is successfully running, relevant measures will be made directly 

on the system. The outcomes will reflect the performances, speed and accuracy of the 

system supported by the WACNet. 

The analysis of the results will lead to two different outcomes:  

- A critical evaluation of the techniques used to fulfil the task 

- A statement on the performances and suitability of the WACNet-based control 

network studied. 

At this stage a conclusion regarding the validation of the WACNet framework for 

real-life applications will be made. 
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3.4.4 Project’s Limitations. 

The aims and objectives described above outline a complete and ready-to-use 

Home Ambient Intelligent system. Due to limited time, this project will only explore 

the foundations of this concept and discuss its feasibility. 

Solutions to all the described hardware requirements will be provided, with the 

exception of the node miniaturization and integration. 

Regarding the software development, algorithmic concepts will be explored for 

machine learning. In relevant cases, further improvements will be suggested to cope 

with any problem which may arise. The fine tuning and real-life application of these 

algorithms will be left for further research. 

A simple Human to Machine Interface (HMI) using a PC computer will also be 

developed to send and receive messages to nodes on the network. 

3.5 Project Design 

This section will provide an overview of the elements and architecture designed to 

reach the goals. Each element introduced in this section will be thoroughly studied in 

the remainder of this thesis. 

3.5.1 Hardware Drivers 

The fundamental component of the WACNet is a node. The nodes used in this 

project will be composed of a processing unit (microcontroller) and an ad-hoc 

wireless communication system. The node can support multiple sensing and actuating 

peripherals. The microcontroller of a WACNet node will carry out various tasks, such 

as sensory data acquisition, data conditioning, control, local decision making, while 

constantly communicating. 

Hardware drivers will be designed to easily access the functionalities provided by 

each hardware module. These drivers will facilitate the implementation of an 

application on the platform while minimizing the computation load and memory 

usage. 
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A bridging node will be designed to serve as interface between the WACNet and 

various types of networks. The processing unit will embed a TCP/IP stack, and 

provide sockets for connection to an Ethernet network. 

3.5.2 Software Architecture 

The high-level software can be broken down in two categories: data gathering 

management and ambient-intelligence modules. 

A. Data Gathering Management 

A data acquisition protocol will be designed to aggregate data, and algorithms will 

be developed to optimize data availability. The protocol is implemented using the 

API, and allows the transmission of recognizable data packets as well as 

interpretation of the messages received. This protocol is designed to query and gather 

sensory data in a way which supports node co-operation and maximizes data 

accessibility. A specific part of the data-acquisition software is designed to optimize 

the query/reply process. It reduces the amount of data flowing in the network by 

sharing the data already available. 

B. Ambient Intelligent Modules 

The ambient intelligent software will comprise of several types of agents. Each 

software agent will work towards a specific goal. Different agents which form part of 

the Home Ambient Intelligent System are described below. 

C. Learning agents 

The learning agents will be the fundamental component of the intelligent system. 

The learning agents are specialized in learning and prediction of different states of the 

system. One learning agent will be present in each node, to obtain high-granularity 

data. They use the API functions to acquire learning sets, which are processed in 

order to extract a set of rules. The rules created by the learning algorithm are used to 

produce forecasts. The data extracted by the learning agents is a critical input to the 

rest of the agents.  
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D. Self-organisation agents 

The self-organization agents are in place to continuously enhance the network 

structure. The agents focus on cluster rearrangement and cohesion reinforcement. 

This is done by identifying and gathering nodes working towards a common goal. 

The self-organisation agents determine the likelihood that two given nodes will 

have to collaborate. This is done through processing of the learning agents’ outcomes. 

Based on a collaboration metric, the self-organisation agents consider various 

structures and modify the nodes’ association. This groups functionally close nodes, 

thus providing them with strong communication links and limiting the average 

number of hops. 

E. Policy agents 

The policy agents apply the resource-consumption reduction rules to the network. 

Policy agents combine the output of the learning agents and a set of abstract policies, 

to take actions which reduce the consumption of resources. The policy agents are 

modular and adaptable. They interpret and implement the policies. The output is a 

strategy for the network to optimize a specific situation which matches a policy. 

Policy agents are among the few non-distributed agents. Nevertheless, once a 

saving scheme has been determined, the optimization task is distributed from the 

agent to the relevant local nodes and carried out autonomously.  

F. Human-Machine Interface (HMI) 

The human-machine interface will let the user(s) remotely access the WACNet 

nodes. The network can be accessed and monitored from any computer connected to 

the WACNet via the bridging node. The bridging node serves many purposes, such as 

download server for the JAVA control Applet, and Ethernet/WACNet frame 

converter. 

The control station’s browser downloads a JAVA applet from the bridging node. 

This applet features an interface and embeds a protocol for remote control and 

monitoring of the entire network. 
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3.6 WACNets-Based Ambient Intelligent System 

This section explores the characteristics of a Home Ambient Intelligent system 

supported by a WACNet based on an example. The system considered monitors and 

reduces the consumption of electrical energy and water.  

A. Installation 

The installation of the system consists of two stages. The first step consists of the 

installation of meters, sensors and actuators or controllers. Meters will monitor the 

consumption of the resources. They must be installed at the points where a significant 

amount of electricity or water is consumed (e.g. shower, refrigerator, television, lawn 

watering system, etc.). In addition, various sensors are installed in the building. They 

are used to determine what motivates the consumption, through constant monitoring 

of the users and the parameters of their environment. The sensors installed in the 

building could include presence detectors, thermostats, ambient light brightness 

sensors, etc. The house must also be fitted with controllers. These can be electronic 

switches, valves, or mechanical actuators for windows, blinds, etc.  

The second stage of the installation consists of connecting all sensors, meters and 

actuators to the nearest WACNet Node. A WACNet node can accommodate up to 4 

inputs. 

B. Learning 

Once the system is installed and powered, it automatically performs self-

configuration. The nodes begin to share their local data. After a few days of 

processing, the learning module produces a set of rules which describes the system’s 

consumption, triggers and parameters.  

Some examples are described below  

− “The electrical consumption of lights is heavily correlated with the state of a 

switch. It is also loosely related to the presence of individuals in the 

concerned room and the ambient light brightness” 

− “While the TV set is never used between 1:00AM and 5:30 AM, it still 

consumes p kWh-1”. 
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C. Operation 

The rules learnt are employed mostly for self-organization of the network and to 

minimize the consumption of resources. The self-organization module will improve 

the network configuration based on the knowledge of the related nodes. This 

minimizes the cost of communication and latencies between the nodes which are 

closely related.  

To save resources, the application is programmed with generic policies and 

validated by the user. The policies describe very obvious and simple ways to save 

resources. A policy must identify a situation and how it can be improved. 

Examples of such policies are:  

− “Issue a warning if there is a sudden, unjustified or unusual rise in 

consumption”, 

− “Disable appliances at hours at which they are not used”, 

− “Delay the use of resource-consuming appliances to a moment when the 

resource will be available at a lower price”  

These policies are interpreted by the application to match concrete cases. The 

application constantly analyzes the current situation, and attempts to recognize events 

or situations which are detailed in one of the policies as illustrated in Figure 3.3. 

Once a situation is recognized, a relevant set of commands is created to improve the 

situation. To execute the policy, the application makes queries to the relevant learning 

module to obtain the normal consumption pattern of the appliance. Through 

comparison with the current value, the application can immediately realize if the 

consumption is normal (i.e. that it matches the usual consumption behavior) or 

abnormal. If it is abnormal, the program takes action. 
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Figure 3.3: The cooperation of learning agents and policy agents. 

D. Concrete Scenarios 

To illustrate the first policy example in section C, let us consider that the 

refrigerator door is accidentally left open. This usually results in an excessive 

consumption of electrical energy by the appliance. This is because the refrigerator 

constantly tries to maintain a low temperature despite the “thermal leak” caused by 

the open door. This consumption will not match the usual consumption behavior 

known by the learning module. This will result in a procedure to improve the 

situation, by applying the solution described in the policy. The application 

predominantly attempts to reduce the consumption without interacting with the users. 

In this particular case, if the system has control over the appliance’s door, it will close 

it. If it does not, it will simply alert the user. A similar process would take place if a 

water valve or tap is leaking, or a gas pipe ruptured. 

Beyond simple observations, the system can decide to reschedule resource-

consuming tasks to a time when they are available at a lower cost. It can also shut 

down appliances which consume energy while not being used. 
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E. Summary 

The system can take into account large number of parameters to achieve the 

largest savings. For example, the system can use intelligent algorithms to optimally 

plan the use of resources acquired at no cost (solar panels, water tank, etc.). It can 

also take as parameters the varying cost of the resources depending on the time of the 

day or the season. The system can even be programmed to retrieve weather forecasts 

from the Internet to determine the likelihood of rain or limited lighting. 

In conclusion, a Home Ambient Intelligent system dedicated to resource 

consumption reduction and running on a WACNet is a simple and low-cost solution 

to optimize the energy and water efficiency of a building. The Home Ambient 

Intelligent system evaluates many possible plans to improve the house efficiency and 

automatically carries out the best plans with minimal interaction with the users.
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Chapter 4 Experimental Setup 

 

4.1 Introduction 

This chapter offers a comprehensive view of the experimental setup for this 

research project. A detailed analysis of the individual components of the system as 

well as their integration will be provided as well. The focus of the chapter will be 

initially on the hardware aspects of the experimental rig followed by the software 

modules. This will be organically evolving to a higher level including the global 

structure of the system. 

4.2 Hardware Elements 

In this section, the nodes which are the main constituent of the WACNet will be 

studied. Initially, the hardware components present in the node and their 

corresponding drivers will be described. The choices of standards, specifications, 

capacities and other necessary details of each individual element found in a node will 

be explored and justified. Once all the constituents of the node have been presented, 

the node itself will be described. In this section, the focus will be on the assembly of 

the individual elements including node layout, interconnection, power supply, etc. 

The description of the hardware will be followed by a presentation and critical 

analysis of the drivers developed for each element.  

4.2.1 WACNet Nodes Hardware 

A. Microcontrollers 

The central component of a node is a microcontroller, which coordinates all the 

tasks for which the node is responsible. The nodes developed in this project use 

ATMEL ATMEGA 32 microprocessors, on an ERE development board [52]. The 

ATMEGA 32 has been chosen because it is a widely available, low cost and low 
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power. It runs at 16MHz, and holds 32Mb of RAM, 1024 bytes of EEPROM and 

2048bytes of SRAM. The ATMEGA 32 operates with an supply voltage between 4.5 

and 5.5V. This 8-bit microcontroller provides four bidirectional ports, which allows 

the connection of multiple sensing and actuating devices to a single node. The 

ATMEGA 32 also offers functionalities found on most microcontrollers, such as a 

built-in UART, timers and interrupt. 

The ERE development board is mainly used to facilitate the project development, 

as the access to the microcontroller’s pins is more convenient. The input/output port 

pins are wired to boxed header connectors, while the UART and power supply are 

made accessible through PCB connector blocks. 

The ERE development boards provide all the equipment required to program the 

microcontroller. Software is supplied by the manufacturer to download the compiled 

file into the program memory.  

B. Communication Modules 

In order to communicate with the remaining nodes, each node requires a wireless 

communication module. A complete analysis of the different standards and 

technologies is provided in the literature review. 

The ZigBee standard is a compelling choice since it is the only widely available 

solution dedicated to control networks. The ZigBee specifications match the 

application-specific demands, featuring high autonomy, and long-range and multi-

hop transparent communication. 

Z-Wave has also been considered, since it is dedicated to building control systems. 

However ZigBee appears to be a more open standard, which does not restrict the use 

of the WACNet platform in the future. The Z-Wave products are currently at a more 

advanced stage of development than the ZigBee-compatible products, but the analysis 

presented in the literature review demonstrates that the ZigBee standard aims for 

higher and more general objectives than Z-Wave. 

The ZigBee standard can be applied to communicate either directly from the 

central microcontroller, or through an integrated peripheral communication module. 
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The first solution is the closest to the specifications of the WACNet. It involves 

the sole use of the node’s microcontroller to manage the communications and ZigBee 

networks. This requires the microcontroller to perform routing, frame assembly, 

transmission, network organization, etc. This solution is realized by the integration of 

a ZigBee stack onto the microcontroller and by interfacing a transmitter to the 

microcontroller. 

In this study, a ZigBee stack is not integrated to the node’s microcontroller. 

Instead, a ZigBee integrated module solution is deployed to reduce the development 

time. ZigBee modules provide all the components required to handle signal 

transmission and reception, as well as network management. The modules are fitted 

with their own microcontroller, a transceiver and a communicating interface. The 

module’s microcontroller is responsible for ZigBee frames creation, transceiver 

control, packet routing and network organization. This reduces the load on the node’s 

microcontroller, as it is only required to read and write data to the module. The 

node’s microcontroller communicates with the module through an RS-232 Link. The 

two microcontrollers use UART modules to exchange data. The RS-232 link’s flow 

control cannot be used as the development boards do not implement this feature. 

The ZigBee module solution provides the WACNet with a simple and transparent 

multi-hop means of communication. The major drawback is that there are two 

different microcontrollers in the node, which significantly increase the electrical 

power consumption. From a communication point of view, this solution creates inter-

microcontroller communication latencies and also severely limits the data transfer 

rate between the microcontroller and the module. The ZigBee modules are an ideal 

solution to explore the feasibility of this concept, but are clearly not an optimal 

solution. The final version of the WACNet node should embed a ZigBee stack in the 

main microcontroller and be interfaced to a transceiver. This would require a more 

powerful and faster microcontroller, but would reduce the size and energy 

consumption of the node. To a certain extent, the chosen ZigBee module could have 

been used as a very basic WACNet node, as it can be programmed to perform some 

very simple tasks such as reading and automatically transmitting sensory values. 
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The ZigBee modules selected are the MaxStream XBee and XBee PRO chips. The 

characteristics obtained from the manufacturer’s website [50] can be found in Table 

4.1. The XBee modules are among the smallest chips and most advanced solutions 

available on the market at the time this research project began. They are widely used 

and regularly updated with new functions. One of the major drawbacks is that it is not 

currently possible to dynamically switch the behavior of a node from ZigBee router to 

the end device, and the ZigBee End Device nodes are not yet implemented in the 

firmware.  

Table 4.1: XBee and XBee pro technical specifications. 

Model XBee XBee PRO 

Price (each) 18 USD 32 USD 

Size 27x25x8mm 32x25x8mm 

Voltage 2.8-3.4V 2.8-3.4V 

Average 

Current 

45-50mA 50 -200mA 

Range indoor 30m 100m 

Range 

outdoors 

100m 1500m 

C. Other Peripherals and Accessories  

Each node is fitted with a two-line, 16 characters per line (16×2) Liquid Crystal 

Display (LCD). This peripheral is used to debug or monitor the node by displaying 

status messages. 

Four nodes are fitted with an external half-wave articulated antenna. 

D. Power Supply 

The nodes are powered by a 9V DC regulated supply. This supply directly powers 

the XBee development board. A 3V DC supply is generated from the 9V supply by 

an integrated regulator, mounted on a heat dissipater. The microcontroller is powered 

by the output of the 3V voltage regulator. 
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E. Node Layout 

The components of the WACNet node are mounted in a PVC box. The box 

protects the boards from accidental damage due to poor handling or falls, prevents the 

occurrence of faulty connection issues and also isolates the boards. The size and 

shape of the box was chosen to provide convenient access to all the components 

during the development stage. The dimensions of the PVC box are 113×198×60mm. 

On completion of the development stage, the two development boards could be 

integrated into one custom-made board to reduce the overall size. Figure 4.1 

represents a simplified view of a WACNet node (the wires and some components of 

least importance have been omitted). 

 

Figure 4.1: Layout of a WACNet node. 

The microcontroller (C) and Xbee (F) boards are secured at the bottom of the box 

using spacers, screws and nuts. A window is provided for mounting the LCD display 

(A). The external antenna (H) is mounted on the side of the node. The sensors and 
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actuators are connected to the data port connectors of the microcontroller 

development board (B) 

The microcontroller and ZigBee chips communicate via an RS-232 link. The 

microcontroller has three connectors for the Tx (Transmit), Rx (Receive) and Gnd 

(Ground) pins (D), which are soldered to a DB-9 male connector (not represented) 

inserted in the module’s development board RS-232 female connector (G). 

The two other connectors on (D) are connected to the 3V DC regulator’s output 

(E). The communication module’s 9V DC supply is directly connected to the socket 

on the right of (G). 

F. Bridging Node 

The bridging node requires specific functions such as LAN connectivity and a 

TCP/IP stack. A specific hardware platform has been chosen for this particular node. 

The DALLAS SC TINI 390 board forms the core of the bridging node.  

The TINI 390 is an “off the shelf” solution featuring an all-in one and multi 

purpose SIMM-sized board. This board is small, low-cost, and comes with a 

complete software suite which greatly reduces development time. The TINI 390 is 

based on DALLAS SC DS80C390 microprocessor, interfaced with various chips and 

components. The board is mounted with external FLASH and SRAM, a TCP/IP stack 

chip, and various chips serving specific tasks (1-wire, Real Time Clock (RTC), etc.). 

The SIMM board is fitted on a DALLAS SC TINI development board, which 

provides all the connectors required (RJ45 for Ethernet, DB9 for serial 

communications). 

Similar to other nodes, the bridging node uses an XBee module. This module is 

connected to the TINI board through RS-232 link, using DB-9 sockets. 

The two development boards are mounted on a similar PVC box to any other node. 

The bridging node has no LCD display but is supplied with an external antenna for 

extended range. The XBee module is fastened to the bottom of the PVC box, while 

the TINI development board sits above the XBee board. The boards are attached to 

the PVC box using spacers and screws.  
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 The TINI and ZigBee development boards require a 9V DC supply. Therefore the 

main supply to the box (9V) is distributed among development boards. The bridging 

node is intended to remain active at all times. The 9V power supply should be 

obtained from a stable and durable source of energy (i.e. a power outlet). 

4.2.2 Sensors and Actuators 

The WACNet is designed based on the IEEE 1451 smart sensor standard. IEEE 

1451 compliant sensors provide a common communication interface which is 

independent of the type of network [43]. This type of sensor contains metadata such 

as the transducer name, manufacturer, status and parameters. This metadata can be 

read by the node to configure and calibrate the sensor.  

The IEEE 1451 standard also defines a Smart senor unit, which consists of a 

Transducer (XDcr), which is connected to a Smart XDcr Interface Module (STIM), 

interfaced with a Network-CAPable application and node (NCAP). The WACNet is a 

combination of the IEEE 1451 smart sensor interface and the ZigBee communication 

standard. The WACNet nodes and the program they run are considered here as the 

NCAP. 

An in depth-description of the IEEE 1451 application in WACNet was provided in 

the previous work [44]. 

 

Figure 4.2: Layers of a WACNet Node. 

Figure 4.2 illustrates different layers of a WACNet node. The Sensors and 

actuators are part of the hardware layer, and are controlled by an XDcr or a driver. 

The sensors used for a Home Ambient Intelligent system can be grouped into three 

categories:  
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a) The sensors which measure the consumption of different resources, such as 

watt-meters, water and gas flow meters. 

b)  The sensors which measure various events related to the users, such as 

presence detectors, switches, user identification devices, etc. 

c) The sensors which measure environmental variables, such as a light, 

temperature, rainfall sensor, etc. 

The WACNet will mostly control typical applications for home automation 

systems. The control of resource consumption will be carried out by operating relays, 

automated switches and proportional controllers, regulating the power in appliances 

such as lights, heaters or electrical motors. Some possible applications are Heating, 

Ventilation, Air Conditioning (HVAC) systems control, mechanical actuators 

operating blinds, windows and doors, lights regulators, or garden watering systems. 

The system is also open to innovative solutions such as water and gas valves to 

prevent leaks, solar panels, etc.  

The sensors and actuators are connected to one of the ports of the node. The ports 

offer a variety of configurations including serial or parallel (up to 8 pins) data 

transmission. 

4.3 Hardware Peripherals’ Software Drivers 

A set of drivers are developed to form a layer interfacing the main application with 

the hardware modules. A distinct hardware driver is in place to abstract each 

hardware component. This allows the top-level programmer to access the whole 

range of functionalities with a set of high-level functions. The application 

programmer can use the peripherals without knowing the interfacing details. The 

driver handles all technical aspects such as initialization process, sequencing, waiting 

periods, escape characters and conversions, buffering, compatibility, etc. 
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This section will deal with the technical aspects of the drivers, and the high-level 

functions they implement on the interface. 

4.3.1 Code Generation and Download 

The ATMEL microcontroller code is created from a C-embedded source. The 

source code is compiled using the WIN-AVR compiler, which outputs a HEX file. 

The HEX file is downloaded with a manufacturer-specific cable and application. The 

cable provided uses the SPI link, which (unlike JTAG) does not allow in situ 

debugging. 

 The TINI board’s operating system must be downloaded and configured prior to 

the usage of the board. This step is carried out by a specific software, using a serial 

connection. Once the TINI OS is set up, the microcontroller can run JAVA programs. 

The JAVA code is compiled using the conventional JAVAC compiler, and post-

processed by a TINI-specific converter. The TINI code can be downloaded and 

launched through the serial link, but it is preferable to use the FTP server for code 

downloading and the TELNET console for remote operation. 

4.3.2 XBee Module Driver 

Communication is the fundamental purpose of a node. The XBee module driver is 

developed to manage reliable, fast and efficient communications. This driver operates 

on a layer set between the main program and the UART. It carries out all the 

transmission and reception routine tasks and manages the module. The driver is stable 

and robust, completely transparent, and is designed to make an efficient use of the 

microcontroller’s time through interrupts. 

The diagram in Figure 4.3 shows the general organization of the layers involved in 

communication. It shows that the XBee module driver layer bridges the main 

program and the microcontroller communication hardware (UART). 
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Figure 4.3: General architecture of the communication process, presented by 

layers. 

A. XBee transmission driver 

The transmission process is interruptible and burst resistant. Resistance to bursts of 

data is achieved through the use of a First-In First-Out (FIFO) circular buffer. One C 

function is implemented to execute each of the following XBee module commands: 

 SendMessage is the routine called to send a message to another node. The 

MAC and Network address must be specified. The data is sent by passing a 

reference to an array of characters, with a specified length. Some implementation-

specific details must also be specified when calling the routine (broadcast radius, 

disable the transmission of acknowledgement, disable the network address 

discovery process). The C function header is as follows: 
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sendMessage(uint8_t addressHigh[4], uint8_t 

addressLow[4],  uint8_t netAddress[2], 

uint8_t bcastRadius, uint8_t disableAck, 

uint8_t diasable_NetAddrDiscovery, uint8_t 

data[], int length ); 

 SendATCommand is a routine called to modify a variety of parameters on the 

ZigBee module. An AT command is defined by a command name (which consists 

of two characters) and optional parameters, passed as a numerical value. The 

complete list of AT commands can be found in the product datasheet available on 

the manufacturer’s website. Some examples are soft reset, network reboot (used to 

restart the network formation process), set transmission power, etc. The C function 

header is as follows: 

void sendATCmd(char ATCmd[2], uint8_t parameters[], int 

parametersLength); 

The data encapsulation and transmission control is handled by the driver. When 

one of the transmission functions is called from the main program, the underlying 

driver proceeds as follows. A space in memory is dynamically allocated to hold a 

frame corresponding to the message. This frame is generated by the driver in 

conformity with the XBee modules’ manual. The Frame encapsulates the message’s 

data, along with a checksum and a header. The frame’s header consists of a start 

delimiter (character 0x7E), a length field, a command identifier (character 0x10 for 

message transmission or character 0x08 for AT command) and a sequence number. If 

the frame is a request to send, the MAC and NET addresses are inserted between the 

header and the data. If the network address is unknown, the value 0xFFFF can be 

used to enable the network address discovery. 

As soon as the frame is assembled, it is transferred to the transmission (Tx) buffer. 

As it is relocated to the Tx buffer, all special characters are escaped as prescribed in 

the XBee module manual. When the frame is written in the buffer, the temporary 

array is made free and the transmission begins immediately. The transmission is 

initiated by calling the UART transmit function on the first byte. The transmission 

driver then relies on interrupts to send the rest of the frame. UART transmit interrupts 
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allow the microcontroller to pursue the main application while a byte is being 

transferred through the RS-232 link. Each time a byte has been transferred, the main 

program is interrupted and the next byte is sent. This process is repeated while the 

buffer is not empty, i.e. the wrote index is not equal to the read index. 

Receive interrupts occur at a higher level of priority than transmission interrupts. 

This means that the transmission process is systematically interrupted when data is 

received. The transmission process is resumed normally as soon as any higher-

priority interrupt returns. 

One of the major drawbacks of the ERE development board is that it does not 

implement the RS-232 standard data flow control. In the event of inability to send 

(e.g. high traffic on the communication media), the XBee module starts buffering the 

data. The CTS signal (Clear To Send) is invalidated 17 bytes before the XBee’s Tx 

buffer overruns. As the module’s CTS pin is not wired to the microprocessor, this 

signal will be disregarded, and data will continue to arrive. This situation can 

overflow the XBee module’s Tx buffer, which results in the loss of data. 

Figure 4.4 illustrate the sequence diagram of one of the two transmission 

functions. 
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Figure 4.4: Sequence diagram of a transmission function. 

B. XBee receive driver 

The receive driver divides the receiving process in two parts: incoming data 

acquisition, and received data processing. 

The acquisition of an incoming frame is totally automated and independent of the 

main program. The receive driver relies on interrupts to trigger immediate action 

whilst consuming the least amount of Central Processing Unit (CPU) time. When 

data is sent through the RS-232 link by the XBee module, the microcontroller 

automatically reads the signal (bit) as a background task. The received byte is written 

to the UART receive register. An interrupt is set to occur each time a byte of data is 

available in the UART register. This interrupt triggers a routine which copies the byte 

from the UART register to the driver’s receive buffer. If necessary, the escape 

sequence is processed prior to the transfer in the receive buffer. Figure 4.5 shows a 

 



Chapter 4      Experimental Setup 64

sequence diagram of the data acquisition routine triggered by the UART byte receive 

interrupt. 

 

Figure 4.5: Sequence diagram of the UART Rx interrupt routine. 

The receive interrupt has the highest priority level in this application. Although the 

receiving can be interrupted by user-defined interrupts, blocking this routine is not 

recommended. Indeed, a higher-level interrupt occurring while data is being received 

will prevent the microprocessor from reading the incoming data. If the UART register 

reading routine is interrupted for too long, data will be lost. 

The incoming data written to the driver’s Rx buffer is processed by calling the 

driver’s frameDetector()function. This function is called from the main 

program at regular time intervals or when the microcontroller is idle. The 

frameDetector function searches the receive buffer for unprocessed frames. If a frame 

is fully acquired and positively verified, the frameDetector function will call the 

handleFrame() function. The handleFrame function reads the API identifier field 

of the first frame found in the buffer. The API identifier field contains a code which 

indicates the type of frame, for example: modem status message, receiving of an 

acknowledgement, or incoming message. The handleFrame function’s task is to hand 

over the frame to the right purpose-built function, based on the API identifier. Once 

the frame is processed by its appropriate function, the program returns to the 

frameDetector function. Before exit, frameDetector verifies that there is no remaining 
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data in the buffer to process. The function repeats while there is data and only returns 

when the receive buffer is empty. Figure 4.6 shows a sequence diagram of the 

frameDetector and handleFrame functions. 

 

Figure 4.6: Sequence diagram of the FrameDetector and HandleFrame 

function. 

The handleFrame function calls one of the following functions, depending on the 

API identifier read: 

 void cmd90(uint16_t frameStart, uint16_t); 
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This function is called when a message is received from a node on the network. 

 void cmd88(uint16_t frameStart, uint16_t length); 

This function is called when a reply from module commands is received 

(usually acknowledgments or failure reports). 

 void cmd8B(uint16_t frameStart, uint16_t length); 

This function is called when a transmission status frame is received. 

Transmission status frames acknowledge a successful transmission, and contain 

information about the transmission, such as the number of retries. These frames 

also report transmission failure or abandonment and the causes. 

 void cmd8A(uint16_t frameStart,uint16_t length); 

This function processes the node status messages. These frames are 

spontaneously sent when the ZigBee node changes its status on the network 

(e.g. association, loss of association, restart, watchdog timer reset, etc.) 

Every specific processing function assigns pointers to each relevant field of the 

received frame. These pointers have an explicit name, corresponding to the field they 

point to. They refer directly to a location in the buffer. This provides a simple way for 

the top-level programmer to access the data encapsulated in the frame. The 

programmer decides to store the data which will be used in the future into a specific 

area of the memory. This must be done to prevent new incoming frames from 

overwriting the buffer area where the current frame is stored. 

The body of each processing function contains no instructions and is to be 

completed by the top-level programmer. The desired behaviors corresponding to the 

specific messages received are coded in the unit.  

Data processing is the only part of the receive process that must be called from the 

main program. As this task must be carried out with a low priority, it cannot be called 

from any interrupt routine. If the processing function is called from the receive 

routine, data processing becomes part of the interrupt routine. This would result in the 

entire data processing task being performed at a high priority level, thus blocking the 

main program and all the transmissions. For identical reasons, the processing of 

received data can not be called by a timer overflow interrupt. This is because the 
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timer overflow interrupts are set with the highest level of priorities. The only solution 

is to call the frameDetector routine from the main program, as often as possible. 

4.3.3 Other Peripherals’ Drivers 

Drivers have been developed to abstract various tasks, such as sensors, actuators 

(Input/Output) and display. This section describes the main aspects of these drivers 

A. Liquid Crystal Display (LCD) 

Each node is provided with a two-line, 16 characters per line (16×2) LCD which 

displays the steps of the boot up process, signals node errors or failure, and more 

generally serves any application-specific task. The LCD driver has been developed in 

compliance with the microprocessor’s development board specifications. The wiring 

of the development board makes it impossible to query the state of the LCD 

controller and to asses its readiness. Therefore the only way to communicate 

successfully with the LCD controller is to wait for a specified time after each write 

operation. As the delays are multiple and small, they are executed using loop delays. 

The application programmer should bear in mind that LCD display is a CPU time-

consuming activity. 

B. Sensors and actuators (inputs and outputs) 

The node’s microcontroller has three available 8-bit ports. An additional port can 

be made available if the LCD display is not used. These bidirectional ports can be 

used to read digital sensory data or to control an actuator. An interface is developed 

to initialize these ports and perform reads and writes on demand. Drivers for specific 

sensors and actuators can easily be added by the application programmer. For the 

Home Ambient Intelligent system, a module has been developed to carry out the 

acquisition and conditioning of sensory data required for the experiments described in 

the following chapters. 

4.3.4 Bridging Node Drivers 

The TINI board which forms the core of the bridging node is provided with an 

operating system software, and a JAVA Virtual Machine (JVM). These two pieces of 
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software provide drivers for all functionalities of the TINI board. This includes direct 

access to the time and date through the Real-Time-Clock, and a complete interface 

for the TCP-IP stack and the UART. 

Figure 4.7 shows different layers forming a Bridging Node. 

 

Figure 4.7: Layers of a Bridging Node. 

The bridging node has a driver for each communication interface including the 

ZigBee module and the Ethernet link. These drivers are implemented to ease the 

transmission of data from the high-level programs. 

A. ZigBee driver 

The ZigBee driver performs the same tasks as the one on common nodes. The 

main difference is that there is no need to create buffers. Indeed, the standard JAVA 

classes InputStream and OutputStream which interface the serial port are 

implemented with a buffer. The buffer size can be increased by the OS to prevent 

overflow. 

The XBeeTransmission class, which is responsible for message transmission 

to the module, has two methods. One is used to send configuration messages to the 

module (AT commands) and the other, to send messages to other nodes on the 

network. These functions instantiate and process frame objects, which are passed to 

the driver. The driver uses the InputStream JAVA class. This class, once 

instantiated and initialized, handles all aspects of the serial communication. 

Therefore the driver simply writes the data from the Frame object into the 

InputStream.  

The XBeeReceive class implements a set of functions dedicated to processing 

the information obtained from the ZigBee module. The general structure is similar to 
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the one used in common nodes. When a frame is available from the JAVA 

OutputStream, a specific function calls the appropriate method to verify and deal 

with the received frame. A variable with an explicit name is assigned to each data 

field of the received frame. The body of all the frame-processing methods is left 

empty, for the application programmer to configure the desired behaviors. 

B. Ethernet Driver 

The driver which manages the Ethernet communications consists of very few 

elements, since most of the transmission control is carried out by standard JAVA 

classes. The MonitoringServer class opens a server socket and waits for 

connections from monitoring station. Once a connection is opened, two concurrent 

threads are instantiated for receive and transmission of data. 

ServerReceiveThread deals with data coming from the monitoring station 

while ServerTransmitThread sends messages to the monitoring stations. The 

threads can be programmed by the application programmer, to render the desired 

behaviors. 

4.4 Software Modules 

The Home Ambient Intelligent system is an organic application. The system is 

composed of multiple software modules called agents. Different types of agents are 

designed, each of them carry out a very specific and distinct task. Through intensive 

collaboration, the network of agents achieves the global aim of the application. This 

section describes all the agents which are part of this application. 

4.4.1 Learning Agents 

The learning agents are based on a fuzzy-logic learning algorithm. Several 

optimization modules are built around the fuzzy-logic algorithm to refine its output.  

Each node hosts one learning agent. The learning algorithm in each node gathers 

data from the entire network, and produces a set of rules representing different states 

of the network. Various optimization modules refine these rules. 
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A complete description of the learning agents can be found in Chapter 5 of this 

thesis. 

4.4.2 Self-Organization Agents 

The self organization agents are based on a specifically developed optimization 

algorithm. Each node hosts an agent of this type, which focuses on optimizing the 

position of its node in the network. The network optimization process is totally 

distributed and decentralized. 

The learning agents provide the initial data which is used to determine the degree 

of correlation between two nodes. The agent uses this data in combination with an 

optimization algorithm to improve the cohesion of the network. The optimization 

agents also handle the transfer of the node from a cluster to another, via a specific 

protocol. 

4.4.3 Policy Agents 

The policy agents are the only centralized agents of this architecture. The core of 

this agent is an interpretative decision-making module. This module constantly 

analyses the current situation and the model (from the learning algorithms) while 

simultaneously examining a policy table to detect situations which match one of the 

policies. The policy agent then uses a specific module which converts the policy into 

an action strategy. Orders implementing this strategy are transmitted to the relevant 

nodes. 

The development of the policy agent will be left for future studies of the concept. 

4.4.4 Supervision and User Control 

Although the Home Ambient Intelligent system is totally autonomous, a user 

interface is provided for troubleshooting, or any other exceptional situation requiring 

human interference. The bridging node is used to create a link between the WACNet 

and the LAN network to which the control interface terminal is connected. The 

remote control terminal can be any form of a computer running a JAVA Virtual 

Machine and capable of communication with the server running on the bridging node.  
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To access the control network, the user must simply establish a connection to a 

HTTP server, with an Internet browser. This HTTP server runs on the bridging node. 

A JAVA applet is downloaded from the server and launched by the browser. As soon 

as the applet is started, it opens a bidirectional link to the Bridging node. This link is 

used to transmit the data between the WACNet and the interface. The remote-control 

applet presents a control interface to the user. Custom interfaces can be developed to 

meet any application-specific requirement.  

To perform remote control, two approaches can be considered: 

− Main program on the bridging node: In this case, the Java applet is remotely 

controlled by the bridging node. The applet simply displays messages coming 

from the node, and sends the user’s instructions. The XBee frames are created 

and processed by the bridging node.  

− Direct approach: The applet is not only a machine-to-user interface, but also 

manages the communications, frame generation and control processes and 

remote access application. In this configuration, the bridging node acts like a 

pipe, directly forwarding the XBee frames created by the applet, to the 

WACNet and vice versa. 

In this study, the direct approach has been chosen. It is envisaged that a computer 

powerful enough to display a JAVA interface will have adequate resources to run the 

control application. This solution reduces the load on the bridging node, which 

already runs a JAVA-based driver and an HTTP server.  

Figure 4.8 illustrates the remote control and monitoring infrastructure. The 

bridging node (TINI BOARD), on the top-right, runs two applications; an HTTP 

server, and a driver in JAVA. The HTTP server is used to download the applet file. 

The driver acts as a pipe between the two networks. The InputStream of one interface 

is connected to the OutputStream of the opposing interface. The communication layer 

is ready for the development of an application on the bridging node. Currently the 

main program only logs the frames which transit through the bridging node. 
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Figure 4.8: General structure of the remote control and monitoring system. 

4.5 WACNet Organization for Home Ambient Intelligence 

The last section of this chapter provides a high-level description (architecture and 

general organization) of the experimental setup. It presents how the nodes and 

software elements listed previously can be integrated to form a coherent solution. The 

choices made regarding global organization will be justified in relation to the criteria 

imposed by the application. 

The general design of WACNet for a Home Ambient Intelligent system is 

presented. For each configuration, the constraints imposed by the application are 

described, and then the deployed solution is discussed. 
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4.5.1 Node Communication Considerations 

This section focuses on the unique communication characteristics of the Home 

Ambient Intelligent system application. The constraints imposed by this application 

are presented, and solutions are proposed. 

A. Requirements 

The learning agents gathering sensory information generates the most significant 

network load. The rest of the communication will be a result of agent collaboration. 

Each time a learning agent issues a query to obtain new learning data, the whole 

network replies. This allows the learning algorithm to build a comprehensive 

knowledge of the state of the system. It is expected that the network will be 

functioning under conditions with high bursts of traffic. When a node issues a data 

query, it will involve the simultaneous transmission of requests to every node on the 

network and immediately followed by a reply from the nodes queried. 

For the learning to be accurate, the query process must be done with minimal 

latency. The time between the reading of the first sensor and the last one, as well as 

the overall reply delay must be kept minimal. When considering a large network, the 

synchronized management of such a task is a major challenge. The foremost 

difficulty comes from the fact that each burst of network traffic will inevitably create 

congestion and add delays to the reply. 

The rest of the time, the network will be near idle. Indeed, the communications 

(other than learning data queries) will be much less frequent and use less structured 

paths. These communications will mainly consist of agent collaboration, dialogs 

between nodes wishing to change their position in the network, or communication 

between the monitoring station and the WACNet. 

B. Proposed Solution 

To obtain the best results with a high burst network, an appropriate architecture 

must be developed to minimize the use of a single path by many nodes. Using the 

whole range of links offered by the network significantly reduces the emergence of 

bottlenecks. 
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In this case, the formation of a bottleneck at the requesting node is almost 

inevitable. A distributed method for network query appears as the best solution to 

minimize congestion. The requesting node will not handle the full query and reply 

process. A node will seek the assistance of other nodes, amongst which the task will 

be allocated. These nodes also condense the information to reduce the size of the 

transmitted data. The network topology chosen for the WACNet will have to be 

compatible with task distribution. A study of the network topology is done in the next 

section. 

4.5.2 Network Topology Considerations 

The WACNet nodes can be set up with different levels of hierarchy, and the 

communications can be restricted between certain nodes. This configuration of the 

nodes in the network is called network topology. This section begins with a list of 

compulsory requirements for the network topology. An introduction to three standard 

topologies relevant to this application (star, tree and mesh) is provided and the 

proposed topology is presented. 

A. Requirements 

The chosen network topology must: 

a) Operate with very few levels of hierarchy, ideally, none. 

b) Support network self-organization and dynamic reconfiguration. 

c) Handle the specific type of communications (one-to-all, all-to-one) 

generated by the learning process. 

d) Facilitate task and query distribution. 

B. Star Topology 

Star-topology networks consist of various nodes connected to a central server, as 

shown in Figure 4.9. A star network is a centralized architecture, which is ideal for 

networks in which many nodes retrieve data from a central point. The main drawback 

is that it requires a powerful server to deal with the whole network of nodes 

simultaneously.  
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Figure 4.9: Example of star topology. 

Considering the WACNet infrastructure, a star topology implementation is 

impossible for many reasons. First, it contradicts the fundamental principles of ad-

hoc networking as it is highly structured and heavily centralized. Second, as the 

nodes of a WACNet all have a restricted computation power, a concept using only 

one of them to route and store the data exchanged on the entire control network is not 

feasible. 

C. Tree Topology 

The tree topology is an evolution of the star topology, with an increased level of 

hierarchy and distribution. An example is illustrated in Figure 4.10. Instead of using 

only one central server for the network, a central server communicates only to the 

head of each branch of the sub-network. In turn, the heads of each branch only 

communicates with nodes which are elected head of a sub-division. This topology 

favors vertical communication as master/slave dialog is faster than horizontal node-

to-node communication. Horizontal communication requires an increasing number of 

hops as the communication occurs at the bottom of the hierarchy tree, especially for 

nodes which are on different branches. 

 



Chapter 4      Experimental Setup 76

 

Figure 4.10: Typical tree topology control network. 

This configuration is commonly used for control networks. It is particularly 

suitable for task distribution, but not decentralization. Indeed, a strict hierarchy exists: 

although the root cluster discharges its duties to lower levels of hierarchy, it is still in 

control of the whole process. This structure is also used for network self-organization 

and distributed address allocation, where the coordinator is responsible for the first n 

nodes to integrate the network. These nodes will then each handle a pool of m new 

nodes, etc.  

This topology has one major shortcoming that restricts its use for WACNets. It is 

hierarchical and has some degree of centralization. If one of the nodes at higher levels 

of hierarchy fails, the whole sub-tree of nodes which depends on it is blocked. 

D. Mesh Topology 

Mesh networks are the most suited structure for ad-hoc networks. Mesh topology 

networks use all the existing links between the nodes to transmit messages with 

minimal hops, as shown in Figure 4.11. This topology is highly flexible due to its 

total lack of hierarchy. This makes it an ideal topology for dynamic self-organization. 

It is also robust and resistant to node or link failure, as it can establish an alternative 

route to bypass a faulty link/node.  
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Mesh topology is the topology of the Internet, at a global scale. The internet is 

composed of several Autonomous Systems (AS) with no central administration for 

routing. The Internet is composed of routers in each AS which independently 

determine the best path through the network. 

 

Figure 4.11: Example of mesh network. 

In spite of all its advantages, mesh networks present a potential handicap. This 

topology attempts to involve every node in the communication process. The WACNet 

platform comprises of nodes which run on a very limited supply of power. As 

transmission consumes energy, those involving “weak” nodes should be strictly 

restricted to essential communications. For the considered application, it is preferable 

to use the nodes with a stable supply of energy as a network backbone. 

E. Chosen Topology 

The chosen topology for the network will be a hybrid of two of mesh and star-

topology clusters as illustrated in Figure 4.12. 

The WACNet is formed of groups of low-power nodes gathered around one node 

with the most reliable supply of energy. These groups form what is referred to as a 

cluster. In the cluster, the node with the most stable supply of energy becomes the 

Cluster Head. The cluster is a sub-network with a star topology. All the Cluster 

Heads will form an ad-hoc mesh network, which will become the backbone of the 

control network. Each cluster head is responsible for providing multi-hop 

bidirectional communication to the remaining Cluster Nodes in its cluster. 
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Figure 4.12: WACNet topology: mesh of clusters (including a coordinator). 

This configuration requires very few levels of hierarchy and allows every node to 

communicate with minimal hops, independent from its rank. This architecture takes 

into account the autonomy of the nodes, preventing nodes with restricted supply of 

energy from taking part in the ad-hoc network. The clustered structure supports the 

distribution of the task by providing a pre-defined subdivision scheme for the 

network (clusters). The cluster heads can coordinate their cluster nodes to 

successfully manage task distribution among the existing clusters. 

The network of clusters can only reach its maximum efficiency if the clusters are 

formed with functionally similar nodes. Indeed, the network topology is most 

efficient if the largest part of the communications remain in a single cluster. This 

means the network must be organized based on the task of each node. 

For this specific application, cluster heads will play a central role in task 

distribution. To prevent weak nodes from having to manage the entire learning data 

query process, the relevant cluster head will distribute the task to all the other cluster 

heads on the network. In a parallel fashion, each cluster head will poll their respective 

clusters and collect the data. The sensory information of the whole cluster is collected 

and condensed by the cluster head. Once the data is acquired, a reply is issued to the 

source cluster head.  

The cluster heads also contribute to minimizing the network traffic load by joining 

similar requests. The cluster head, managing the data acquisition of its cluster, will 
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only issue a request if the previous similar request has finished. This contributes to 

the reduction of bottlenecks and network congestion, while reducing the request reply 

time. 

An example of WACNet organization is shown in the Figure 4.13 

 

 

Figure 4.13 Example of WACNet configuration. 

4.5.3 Network Discovery and Data Acquisition Protocol 

The nodes are organized in a structured network and have the capacity to transmit 

messages. A protocol for communications is created for the nodes to recognize 

different types of messages. The communication protocol defines the sequence and 

contents of the messages which must be exchanged to carry out various queries. This 

section will present the protocols developed for network discovery and cluster 

formation, learning set queries and learning agent queries. 
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A. Node Characteristics Retrieval Protocol 

The protocol defines a set of messages and a sequence of transmission to obtain 

the specifications of a node. This protocol is used at every network boot-up, or when 

a node changes its cluster. This procedure allows the cluster head to discover the 

characteristics of its surrounding nodes. This configuration data received from a node 

will be essential to read the frame correctly during the learning process. 

− P query: The cluster issues a P message (P for “Presentation”) to a node, to get 

a list of characteristics of this node.  

− M frame: A node receiving a P query must reply with an M frame (M for “this 

is Me”). In the M frame, the node declares its number of sensors attached, and 

details about the local data conditioning (Fuzzy sets, see chapter 5). 

The first part of Figure 4.14 illustrates the node discovery process. 
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Figure 4.14: Protocol diagram for sensory data acquisition. The network 

considered is constituted of two clusters. 

B. Sensory Data Query Acquisition Protocol 

The query process involves transmission and reception over the entire network 

which overloads the capacity of a single node. Consequently, the sensory data 

collection process is distributed among the cluster heads. This reduces the polling 

delay and the load on the requesting node. Using the cluster heads as relays and 

coordinators offers many advantages. The nodes do not need to know all the network 
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addresses of every node on the network. The energy of the node and the overall time 

spent on the request are significantly minimized. Using the Cluster Heads to 

coordinate the acquisition of data also increases the availability of the data, by 

concentrating the information of the cluster into one node.  

A specific protocol is implemented to distribute the learning data queries. The 

second part of the network communication diagram in Figure 4.13 illustrates this 

process. It portrays the sequence of messages transmitted to fulfill a sensory data 

query. Each type of message is detailed in the following list. 

− S query: An S query sent to a Cluster Head is a request to provide a new 

learning data set. The S query is processed in two different ways, depending on 

the type of node which has issued the query including a neighboring Cluster 

Head, or a node within the cluster. An S query exchanged between two Cluster 

Heads is an inter-cluster request, whereas an S query originating from within 

the cluster is a full request. 

If the S request is an inter-cluster request, only the sensory data from the 

receiving cluster head is replied. If the requesting node is within the cluster, a 

full learning set is obtained from the entire network. Every time an S query is 

received, the Cluster Head immediately polls the whole cluster to acquire all the 

local sensory data. If the request is sent from within the cluster, a series of inter-

cluster S requests are also issued to all the neighboring clusters. 

In Figure 4.14, the first S request (thick arrow from Node1A to CH#1) is a full 

request, as the query is sent to the Cluster Head #1, from a node within this 

cluster. This full request triggers one inter-cluster request (S, long thin arrow 

from Cluster Head #1 to Cluster Head #2). This will retrieve for CH#1 the data 

gathered from cluster #2 by its cluster head. Both of the S requests also initiate 

a local data poll (series of D queries). 

− D query: When a Cluster Head receives an S query, it sends a D query to each 

node which is a member of the cluster. D queries are interpreted by a node as a 

request to acquire a process and send the sensory data (R frames). 
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− R frame: An R frame is the reply to a D query. The R frame is formed as 

follows. It begins with the ‘R’ identifier, followed by a payload field 

containing the node identifier, sensor identifier and the values for each sensor, 

as declared in the M-frame during cluster formation. 

− C frame: a C frame is the final reply to an S query. Like the S queries, there are 

two different sorts of C frames. If it is a reply to a Cluster head (inter-cluster 

query), the frame will only contain the data harvested in the cluster. In the 

example given in Figure 4.14, it is the long thin ‘C’ arrow from CH#2 to 

CH#1. If the C frame is intended for the node which initiated the process, it 

contains the local data from the cluster, and also the data of all the surrounding 

clusters (last arrow on Figure 4.14, from CH#1 to Node 1A). 

Distributing the polling process among the cluster heads allows parallel 

processing. This allows simultaneous processing of the query in each cluster, instead 

of one cluster at a time.  

The diagram in Figure 4.15 illustrates the concept of task distribution and parallel 

processing to reduce the reply time. 
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Figure 4.15 Parallel and localized data gathering on a three-cluster network. 

This diagram demonstrates that the data acquisition of clusters #1, #2 and #3 is 

done simultaneously. Immediately after the cluster heads has received the S queries, 

the polling of the cluster begins. It also shows that the requesting node only sends and 

receives one message to acquire data from the entire network. The load is equally 

spread over the Cluster Heads. This prevents the formation of bottlenecks. 

This technique reduces the reply time, but requires more messages than centralized 

polling. This is because Cluster Heads have to relay the information. While polling 

generates more messages than a direct “one-to-all” method, the Cluster Heads can 

reduce the network load by joining identical queries. Let us consider a specific type 

of query and refer to it as Q. Whenever a query Q reaches a cluster head, it 

systematically verifies that an identical Q query is not currently being processed. If 
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not, the query is initiated, and a lock is placed on this query. This lock prevents 

multiple identical requests from being processed at the same time. All identical 

queries are joined and placed in a specific queue. When the initial Q request finishes, 

all the nodes in the queue are replied to, and the lock is removed. 

This technique prevents the accumulation of similar queries, and therefore 

decreases the node congestion and reduces the average reply latency. This system is 

most efficient when requests are made frequent enough to keep the queue full. To 

illustrate this phenomenon, let us compare accumulative and assimilative request 

processing. A situation where 5 similar queries arrive every t seconds is considered. 

One query takes 5t to be processed.  

− Accumulative processing. 

The Cluster Head processes the five identical requests independently, as if they 

were different. The Cluster Head must wait for a query to be completed, before 

a new one can be initiated. In this example, the five queries are replied with the 

following latencies: 5t for the first one, then 9t, 13t, 17t and finally 21t for the 

fifth query. The average reply time for these queries is 14.4t. The average 

latency increases as the requests accumulate. 

Figure 4.16 illustrates the example above. At t=0, 1, 2, 3 and 4, S queries are 

issued by each node in the cluster. The Cluster Head immediately begins with 

the first request, which is answered at t=5. The second query (received at t=1) is 

initiated at t=5 and returns at t=10, etc. 
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Figure 4.16 Message sequence diagram: One cluster, five requests issued each 

second. 

− Assimilative processing. 

 The cluster head only performs the first query and queues the next similar 

ones. All the identical queries are answered simultaneously when the first 
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request is complete. The following example is similar to the previous one: Five 

queries issued every second. In this case, the first query, at t=0, will trigger a 

new polling process. The second, third, fourth and fifth query will be queued. 

When the reply to the first request arrives, 5t later, all of the nodes in the queue 

are replied to. The reply latency is 5t for the first, then 4, 3, 2, and finally 1t. for 

the fifth query. The average latency is 3 t. 

Figure 4.17 illustrates this process. 

 

Figure 4.17 Five joined requests. 

This technique does not accelerate the query process in itself. This method only 

improves the latency because identical queries “benefit” from the result of previous 

ones, hence reducing the reply time. If the queue is systematically empty, every 

successive request will trigger a new polling of the network. 
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C. Rule Acquisition Protocol 

In order to obtain the data extracted by the learning agents, the protocol defines a 

sequence of messages to query a learning agent. 

− T query: T queries are issued on request of an operator using a monitoring 

station. The T queries are created by the applet on the monitoring station, and 

emitted from the bridging node’s ZigBee module. The query is addressed to a 

node hosting a learning agent, and holds a specific field for the identification 

number of the requested rule. 

− F reply: This message is sent in reply to a T query. It contains all the relevant 

information concerning the requested rule. First, the rule number is included to 

avoid ambiguity, and is followed by the weight and firing occurrences. Finally 

the rule definition is transmitted.  
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Chapter 5 Learning algorithm 

 

5.1 Introduction 

This chapter will focus on the learning algorithm which forms the core of the 

learning agents. The purpose of the learning algorithm presented in this chapter is to 

determine and maintain a set of rules which represent the system’s behavior. This is 

done by processing learning data acquired at regular intervals from the network of 

nodes. 

This chapter is divided into two sections. The first section will present the 

underlying concepts and the principles of the learning algorithm. The second section 

will describe a preliminary test conducted to verify the concept. 

A conclusion will be drawn from the preliminary tests, and propose enhancements 

for the final validation experiment. The final conclusions on this algorithm will 

appear in the Validation chapter (Chapter 7).  

5.2 Learning Algorithm Concept 

The learning algorithm provides the fundamental input to the automated process 

which creates the initial configuration of the system. The learning algorithm runs 

constantly to maintain an accurate knowledge of the system. The accuracy is 

maintained through progressive adaptation to changes in the environment.  

5.2.1 Aim and Category of the Learning Algorithm 

The learning algorithm considered is classified as a Multiple-Input, Single-Output 

(MISO) system. The inputs constitute all the sensors and meters in the network. The 

only output is a consumption prediction for a given appliance. The goal of the 

learning algorithm, as defined in [51] is to define the MISO function Φ in Equation 1: 

 YX P →:φ  (5.1)
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where X are the p domains of input, and Y is the domain of output. The function Φ 

must verify all the learning sets. The learning data set Ω in Equation 5.2 is a 

collection of discrete samples ω(tk) representing the state of the system in the space 

( )YX p ×  at a precise moment: tk 

 ( ) ( ) ( ) ( )( ) ( ){ }kkpkkk tytxtxtxt ,,...,, 21=ω  (5.2)

Where x are the p inputs and y is the output. 

A fuzzy-logic learning is chosen for the following reasons: 

- It can be implemented and run on a WACNet: it only requires simple 

arithmetic and logic that can be done by the node’s  microcontrollers, and uses 

a limited amount of memory, since it does not require storage of all datasets. 

- It is the basic layer of several types of optimization algorithms, such as Neural 

Networks or Genetic Algorithms [53]. The agents developed in this work will 

be limited to the recording of fuzzy rules that match the system’s behavior. 

Nevertheless, the output of this algorithm can be used in future work, when 

developing refinement algorithms. 

5.2.2 Fundamental Concept: Fuzzy Sets 

The learning agents will use a fuzzy logic-based learning algorithm. Before 

describing the algorithm, the underlying concept of Fuzzy Logic will be introduced. 

Fuzzy Logic is based on the mathematical concept of Fuzzy sets. The theory of 

Fuzzy sets was introduced by Lofti Zadeh in 1965. It defines sets to which an element 

can have different degrees of membership. This is unlike classical sets, in which the 

membership is binary implying that an element can either belong or not belong to a 

set. 

Fuzzy Logic is an extension of the classical Boolean logic. It is widely used in 

modern control systems. The main advantages are that it simplifies the modeling of 

complex problems and is tolerant to uncertainty. Fuzzy logic reduces the computation 

time while simplifying the configuration. Because it is simple yet powerful, fuzzy 

logic is the foundation of several categories of intelligent control systems. 
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5.2.3 Origin of Fuzzy Control: Human Perception 

Fuzzy logic is very similar to how humans perceive their environment, and use these 

perceptions to make decisions. Unlike machines, humans can not obtain crisp values 

of the environment. The human mind deals only with perceptions. For example, when 

asked about the weather, most people describe their perception of the temperature 

using fuzzy terms such as quite cold, not warm, extremely hot, etc. rather than 

mentioning the precise temperature as a numerical value. 

People usually grade their understanding of a perception as fuzzy subgroups. A 

qualifier is usually used in conjunction with the subgroup to define the degree of the 

perception. For example, for weather the sub-groupings include freezing, warm, hot, 

etc. The characterizing adjectives include a bit, slightly, fairly, very, completely, etc. 

The Perception of the weather for a particular individual can be illustrated by the 

diagram shown in Figure 5.1. For example, “freezing” is defined as temperatures 

between 0-10 degrees C. 

 

 

Figure 5.1 Generalization of how humans define their perception of 

temperature. 

Such perceptions are also used in decision making using appropriate rules. Based 

on how well the conditions are met, the mind decides to which extent the rule should 

be applied. Provided that the individual has an accurate perception of the environment 

and the range of solutions, a few simple rules can be adequate to make correct 

decisions. This approach is very simple to apply, yet quite efficient. It can offer a 

wide range of responses, precisely adapted to any input value. 
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Considering the example of temperature, two rules suffice: “if it is   adjective   

cold, wear  adjective    warm clothes” and an opposite one for hot temperatures.  To 

make a decision, the subject considers how cold it is, and proportionally applies the 

solution proposed in the rule. If it is extremely cold, he or she will wear extremely 

warm clothes. If it is not very cold, then he or she will wear not very warm clothes. 

Obviously, a critical factor is the knowledge of the different ranges for “cold” and 

what corresponds to “warm clothes”. 

5.2.4 Fuzzy Logic Control 

Fuzzy control is a control technique which uses fuzzy logic. The major steps to 

implement fuzzy control are:  

(a) Conversion of various crisp inputs into compatible data.  

(b) Application of fuzzy logic rules to the converted data. Each rule produces a 

fuzzy result.  

(c) Calculating a precise control value based on the results produced by rules. 

In the following sections, each of the above steps are described in more details. 

A. Fuzzification of Crisp Values 

Fuzzy logic uses the human approach of dealing with perceptions. The main 

concept is to divide the continuous output space of a sensor into a number of discrete 

sub-ranges. Having defined sub-ranges, any sensory value can be characterized with a 

set of numbers. Each number in the set represents the degree of membership that the 

sensory value obtains in each different sub-range. 

Fuzzification is the term which refers to the process of converting a crisp sensor 

output value into a fuzzy value. In order to fuzzify a crisp value, the output space of a 

sensor must be broken down into well-defined overlapped sub-ranges known as fuzzy 

sets. Each fuzzy set is defined by a specific mapping function and is labeled with a 

letter or a number. The truth value of a crisp input represents the degree of 

membership to a given fuzzy set. A value of 1 corresponds to a full membership to a 

fuzzy set. Conversely, a value of 0 indicates no membership. A mapping function is 

used to fuzzify a crisp value. 
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As an example, the process of fuzzifying the temperature is described The output 

space of a temperature sensor (from 0 to 40°C) is partitioned into 5 fuzzy sets: 

A,B,C,D and E, as shown in Figure 5.2. 

 

Figure 5.2 Partitions and mapping functions of a sensor’s output space. 

In this example, a fuzzified value of 5° would be described as follows: 
0.5 in A 0.5 in B 0 in C 0 in D 0 in E 

B. Evaluation of Fuzzy Rules 

The next step is to evaluate the input data against a set of fuzzy rules. Fuzzy rules 

have a similar structure to conventional logic rules (IF-THEN statements). The IF 

part is called the antecedent and the THEN part is the consequent. The antecedent and 

consequent can have multiple conditions and effects, which are linked together by 

either an “OR” or an “AND”. 

An typical fuzzy rule has the following structure: 
“IF student_in_office is true OR student_at_home is true AND working is high 

THEN productivity is high” 
This rule consists of three variables in the antecedent (student_in_office, 

student_at_home and working) and one variable in the consequent (productivity). 

Those variables can be defined by two or more fuzzy sets. These can consist of 

simple true and false sets or be more progressive, such as null, low, nominal and 

high. 

Fuzzy rules apply in a similar way to Boolean logics rules. If all the inputs verify 

the conditions stated in the antecedent, then this rule applies to the current situation. 

All the rules which apply to a situation will influence the final output. 
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The output of the evaluation of a rule is fuzzy data. A variable, a resultant fuzzy 

set, and a corresponding truth value constitute the output of each evaluated rule. The 

truth value reveals how the rule matches the conditions stated in the antecedent. For 

any rule which applies to a data element, the truth value of the consequent equals the 

truth value of the antecedent. The truth value of an antecedent is calculated in 

different ways. If the rule has only one condition in the antecedent, the truth value of 

this condition becomes the truth value of the consequent. When a rule has more than 

one condition in the antecedent, the truth value of the consequent depends on whether 

the conditions are linked with “AND” or “OR”. 

OR implies that only one of the conditions needs to be matched for the rule to 

apply. Therefore the highest truth value for a variable in the antecedent becomes the 

truth value of the consequent.  

To illustrate this, let us consider the rule: 
IF outside_temp is too_hot OR outside_temp is too_cold THEN going_outside is a bad_idea 

Considering a temperature of -15°, the truth values will be: 
0.95 in outside_temp is too_cold 0 in outside_temp is too_hot 

Only the highest value will be kept, in this case too_cold, and assigned to the 

consequent. Therefore, going_outside is a bad_idea with a strong truth value of 0.95 

when the temperature is -15°. 

If the temperature rises to 25°, the truth values will be: 
0.05 in outside_temp is too_cold  0.10 in outside_temp is too_hot 

The highest truth value found is too_hot, and the final result becomes: going_outside 

is a bad_idea with a weak truth value of 0.10. 

AND requires all the conditions to be matched. Therefore, the lowest truth value 

found in the antecedent elements will be selected to become truth value of the 

consequent.  To illustrate this, let us consider the rule: 
IF ambient_brightness is low AND presence is true THEN light_power is high 

 
Considering a dark room with no presence, the truth values will be: 

0.95 in ambient_brightness is low 0 in presence is true 
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Only the lowest truth value is kept, in this case the value of presence is true and is 

assigned to the consequent. Therefore, light_power is high with a truth value of 0 

when no one is in the room. 

If someone enters the room, the truth values will change to: 
0.95 in ambient_brightness is low           1 in presence is true 

The lowest truth value becomes ambient_brightness is low and is assigned to the 

consequent. Light_power becomes high with a strong truth value of 0.95. 

C. Defuzzification 

Actuators function with precise values. Consequently, the output of a fuzzy control 

system must be a crisp value. The crisp value is determined by the result of each 

evaluated rule. This process is called defuzzification. Many techniques exist, but most 

of them use a gravity-center computation to determine a crisp value. This produces a 

value which represents an average of all the rules. 

5.2.5 Concept Critical Analysis 

A. Fuzzy Logic over Boolean Logic 

Boolean logic only supports two truth values (true or false). The major advantage 

of fuzzy logic over Boolean logic is that it tolerates various “degrees of truth”. Fuzzy 

logic operates with any value within the continuous space between true (1) and false 

(0). This allows a finer control of the output. The output can be adjusted 

proportionally, depending on how well the situation matches an existing rule. Unlike 

fuzzy control, Boolean control can only have a finite number of output states, which 

reduces precision. 

To illustrate this, let us consider the classic example of temperature regulation, 

with a system comprising of a heater with a proportional control and a temperature 

sensor.  

- Boolean control: 

A rule table to perform a very basic Boolean control of the heater would be as 

follows: 
IF room_below_20° is true THEN heater_on is true 
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IF room_below_20° is false THEN heater_on is false 

This control will simply activate the heater at its full power when the sensor 

reaches a threshold value, and stop it when the temperature is sufficient. This 

obviously results in a very rough “on/off” style control of the temperature.  

The control can be refined by creating sub-ranges of temperature and considering 

different powers for the heater: 
IF room_below_10° is true THEN heater_on_100% is true 

IF room_between_10°_20° is true THEN heater_on_50% is true 

IF room_beyond_20° is true THEN heater_on_0% is true 

Even though this will produce a finer result, the output range will always be 

limited to a finite number of values. 

- Fuzzy control: 

In this example, the sensor input is partitioned over three fuzzy sets. An 

appropriate rule table to control this application would be: 
IF room_temp is cold THEN heater_power is on_high 

IF room_temp is warm THEN heater_power is on_med  

IF room_temp is hot THEN heater_power is off 

If the temperature is 20°, plausible truth values are: 
0.1 in room_temp is cold 0.5 in room_temp is warm 0.2 in room_temp is hot 

The three rules apply, which means that the fuzzy output value will be: 
0.1 in heater_power is on_high 0.5 in heater_power is on_med 0.2 in heater_power is on_high

This output is then defuzzified to obtain a crisp value. A weighted average 

calculation will be performed, using the truth value as a weight. Unlike the output of 

a Boolean logic control system, there are no pre-defined values for the output of the 

defuzzification. The output space is continuous, which results in a fully proportional 

and fine control. 

B. Fuzzy Control Over Non-logic Control 

Compared to classic linear or non-linear control (integral, derivative, proportional 

functions, etc), fuzzy logic has the advantage of simplicity. Indeed, fuzzy control 

systems are faster to process and seldom require complex calculations. Analyzing and 

matching fuzzy rules is usually a simple and fast operation. It consists of finding a 
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minimum or maximum truth value. Most of the calculations are carried out during the 

fuzzification and defuzzification processes. However, these calculations usually 

remain quite simple. This is a major advantage over non-logic controllers. Non-logic 

controllers process complex mathematical equations to calculate an output. Although 

fuzzy control is simple to implement, it has no limits regarding behavior complexity. 

As long as there is a way to fuzzify an input, it can be used. This includes parameters 

such as derivatives or integrals. 

Fuzzy control systems are also simpler to model and realize. The development of a 

fuzzy control system can be conducted in three steps. First; identification of the 

inputs and outputs, second; definition of mapping functions, and finally creation of a 

rule table. The conception of non-logic control systems requires identifying a single 

equation which incorporates all the inputs. The fuzzy control approach is often 

preferred when the model can not be correctly defined by an equation. The most 

critical task is to define and fine tune the fuzzy domains’ mapping functions. Once 

this is done, the rules can be defined just by describing the desired output in a quite 

natural way (i.e.: IF Temperature is Hot THEN Air-Conditioning is High, etc.)  

Fuzzy control also handles imprecision in the output. When an equation is applied 

to control the output, any slight variation or oscillation of the input creates an 

unstable output. This can be avoided with fuzzy control, provided that the mapping 

functions are well defined. 

5.2.6 Basic Principle of the Learning Algorithm 

The learning algorithm run by the learning agents is based on Fuzzy Logic. Fuzzy 

logic has been selected because it is well adapted to limited hardware platforms. It is 

relatively simple and therefore ideal for implementation on a microcontroller. Fuzzy 

logic also copes well with the imprecise and irregular behavior of human beings.  

The algorithm learns through processing data sets which represent a sample of the 

state of every variable in the entire system, at a given time. The core concept of this 

learning algorithm is to contemplate every possible rule, and only mark the rules 

which match a learning data set. The algorithm assesses how a rule matches a 

learning set, by defining a firing strength. The rules considered by the algorithm 
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define a fuzzy set for each variable, and link the complete set of inputs with AND. 

The AND operator is required because the algorithm considers the state of the entire 

system, i.e. the state of all the variables at an instant of time. 

The total number of rules the algorithm considers is S. The total number of fuzzy 

rules is the number of possible combinations of every variable’s fuzzy sets (with a 

preset order) is obtained by applying Equation 5.3: 

 
( )n

p

n
sets xnS ∏

=

=
0

 
(5.3)

where nsets is the number of fuzzy sets which divide the output space of a sensor xn. 

The algorithm proceeds as shown in Figure 5.3. 

 

Figure 5.3 Learning algorithm sequence diagram. 
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Every time the learning agent acquires a learning data set, the algorithm compares 

the fuzzy data against all the possible rules. The general structure of the rules is: Var1 

is n1 AND Var2 is n2 … AND Vark is nk. Each time a rule corresponding to the data 

element received, the algorithm calculates the firing strength. The firing strength of a 

rule corresponds to the weakest firing strength found amongst the variables, as the 

variables are linked with the AND operator. If the firing strength is non-null, the rule 

is recorded with its firing strength. A count of matching occurrences is also kept. 

Once this is done, the algorithm moves on to the next data element. 

 

Figure 5.4 Process of a dataset. 

Let us consider the agent receiving a dataset of three sensors each with 3 fuzzy 

sets (as in Figure 5.4). Each row represents the truth values the sensor obtains, for the 

fuzzy sets listed in columns. The sensors are sorted in increasing identification 

number, and the fuzzy sets from the lowest to the highest. A rule corresponds to a 

combination of fuzzy sets from each sensor. In this example, the highlighted numbers 

correspond to 1A 2B 3A: 
Sensor_1 is Fuzzy_set_A AND Sensor_2 is Fuzzy_set_B AND Sensor_3 is Fuzzy_set_A 

The first rule considered by the algorithm corresponds to all variables in their 

lowest fuzzy set: 1A 2A 3A. In this case, this rule returns a truth value of zero, 

because the truth value of Sensor_2 is Fuzzy_set_A equals zero. When a rule 

contains an element with a null truth value, the algorithm immediately moves to the 

next rule. The algorithm continues searching for a new rule until one is found with a 

firing strength not equal to zero. 

 



Chapter  5     Learning Algorithm 100

The next rule is found by increasing the fuzzy set of the last sensor, e.g. 1A 2A 

3B, then 1A 2A 3C. Once the highest value has been reached for the lowest senor, the 

subsequent one is increased e.g. 1A 2B 3A. A valid rule is one in which there are no 

null truth values. In this example, the highlighted numbers correspond to the first 

valid rule found in this dataset: 1A 2B 3A.  The firing strength of the rule 

corresponds to the lowest truth value found. In this case, it is for Sensor_2 is 

Fuzzy_set_B. This rule has a firing strength of 0.3. 

If the rule is not in the table, the algorithm saves it. The rule is copied in the rule 

table, with its weight, and the occurrence count to one. If the rule is already in the 

table, it is updated. A rule update consists of incrementing the occurrence counter, 

and averaging the current firing strength with the previous ones. 

Once this is done, the algorithm moves to the next rule with a non-null weight. In 

this example, this corresponds to following the arrow (1) and evaluate 1A 2B 3C. It 

will then move along arrow (2), and re-consider the two possible fuzzy domains for 

Sensor_3: the rules 1A 2C 3A and 1A 2C 3C which present a non-null truth value. 

Once all the rules have been evaluated, the current data set is discarded and a new 

set is ready to be processed. 

Each created rule can be regarded as a complete “snapshot” of the system. They 

depict a particular configuration or state of the system. The count of occurrence 

reveals how often this state appears. The firing strength is a metric for how accurately 

the rule matched the state. 

The rule table summarizes all the states of the system encountered in the learning 

data. The rules obtaining the best scores (in terms of firing strength and occurrence 

count) are the ones which best describe the system. A complete rule table is adequate 

to replicate and predict the behavior of the system. An analysis of the rule table can 

also lead to the detection of correlated variables.  
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Figure 5.5 An example of rule table, which holds 3 rules. 

The Figure 5.5 shows an example of rule table containing 3 rules. The rules are 

read by rows. The first rule has been matched 3200 times, with an average strength of 

0.95. It corresponds to the Sensor#1 in the fuzzy set #1, the sensor#2 in the fuzzy 

set#3, etc. This table also reveals a correlation between the sensors 1, 2 and 3 as they 

systematically appear in the same state. 

5.3 Preliminary Test and Verification 

In this section, the algorithm previously introduced is tested with Matlab. This 

experiment will demonstrate the capacity of the algorithm to produce rules 

representing different states of the system. The experiment consists firstly of 

generating learning data with various levels of correlation among the inputs. The 

algorithm will then process the generated learning data. Finally the results will be 

verified. 

5.3.1 Algorithm Implementation 

- Inputs and fuzzy domains identification 

Numbers are used to designate different Fuzzy domains and inputs. This is done to 

standardize the representation of the rules. Each input is attributed an identifier 

number. These identifiers form a consecutive suite of integers. For example, 0 will be 

attributed to the light meter, 1 to the thermostat sensor, 2 to the washing_machine 

flow meter, etc. Every fuzzy set, from lowest to highest, is also referred to by a 

consecutive suite of integers. For instance the integer 0 corresponds to low, 1 to 
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nominal and the number 2 represents the high fuzzy set. When a rule is created, the 

variables are implicitly sorted by increasing identifier numbers. Hence only the 

concerned fuzzy domain needs to appear. For instance, the rule coded as [ 0 2 1 ] 

must be interpreted as : input_#0 is Fuzzy_set_#0 AND input_#1 is Fuzzy_set_#2 

AND input_#2  is Fuzzy_set_#1. According to the examples cited above, this rule 

would be: light is low AND thermostat is high AND washing_machine is nominal. 

- Rule identification 

The rules are identified by an integer. The use of identifiers provides a simple and 

reliable way to deal with a large number of rules without writing them in memory. 

Each rule is attributed a unique integer, part of a consecutive suite from 0 to S-1 (eq. 

3).  

As the rule’s fuzzy sets “increases”, so does the rule identifier. The numbering 

technique is inspired from usual counting. The only difference is that each digit can 

only increase up to nsets(xn).  Indeed, nsets(xn) corresponds to the fuzzy sets the 

variable xn uses. The rule H0 corresponds to the rule zero.  H0 is the rule which has all 

the inputs on the lowest fuzzy domains: [0 0 0 … 0]. Starting from H0, the immediate 

next rule (H0+1) in the list is obtained by incrementing the rightmost digit. When this 

digit has reached the highest possible value, the next digit to the left is incremented, 

and so on. The last possible rule is HS-1. HS-1 is the rule in which all inputs are in their 

highest fuzzy set. 

Considering a set of rules recognizing three inputs, each having three fuzzy 

domains, the 27 rules would be numbered as follows: 
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Table 5.1 All possible rules and their identifier numbers, for a 3 input system 

with three fuzzy sets per input. 

H0 [ 0 0 0 ] H9 [ 1 0 0 ] H18 [ 2 0 0 ] 

H1 [ 0 0 1 ] H10 [ 1 0 1 ] H19 [ 2 0 1 ] 

H2 [ 0 0 2 ] H11 [ 1 0 2 ] H20 [ 2 0 2 ] 

H3 [ 0 1 0 ] H12 [ 1 1 0 ] H21 [ 2 1 0 ] 

H4 [ 0 1 1 ] H13 [ 1 1 1 ] H22 [ 2 1 1 ] 

H5 [ 0 1 2 ] H14 [ 1 1 2 ] H23 [ 2 1 2 ] 

H6 [ 0 2 0 ] H15 [ 1 2 0 ] H24 [ 2 2 0 ] 

H7 [ 0 2 1 ] H16 [ 1 2 1 ] H25 [ 2 2 1 ] 

H8 [ 0 2 2 ] H17 [ 1 2 2 ] H26 [ 2 2 2 ] 

The table is read in ascending numerical order from 0 to 26, which is column 

wise from left to right. HS-1 corresponds to H26. 

- Main loop 

The program processes the data elements as follows. Each time a new sample of 

data is presented, the algorithm fuzzifies the inputs. The firing strength of each rule is 

calculated with respect to the conditions imposed by the AND operator. This means 

the lowest truth value found within the selected set becomes the firing strength of the 

rule. 

- Storage of results 

The results are stored in an array. The index of the array corresponds to the rule 

number. The array stores the average firing strength and the count of firing 

occurrences of each rule. At the beginning of the simulation, all the values in the 

result array are initialized to zero. 

Each matched rule (i.e. its firing strength is non-null) is updated. The firing 

strength obtained by a sample is averaged with the previous ones, while the count of 

firing occurrences is incremented. 
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5.3.2 Experimental Setup 

An experiment is conducted using learning data representing a plausible 

configuration. The setup consists of four input variables and one output. The inputs 

sensors are outdoor light brightness (sensor 0), presence in a room (sensor 1), 

washing-machine on/off (sensor 2) and the water consumption (sensor 3). The 

considered output of this system is the electrical consumption of a light (sensor 4). 

Fuzzy sets are defined as follows.  The outdoor light brightness and the level of 

water consumption are each defined by three fuzzy sets of DARK (fuzzy set id: 0), 

MEDIUM (1) and BRIGHT (2) for the brightness, LOW (0), NORMAL (1) and HIGH 

(2) for the consumption. The two remaining sensors have binary outputs. Their value 

can only be either [a truth value of 1 in ON (id: 0) and 0 in OFF (id: 1)] or [a truth 

value of 0 in ON and 1 in OFF ]. The output has three fuzzy sets referred to as LOW 

(fuzzy set id: 0), NORMAL (1) and HIGH (2). 

A dataset of 1000 samples is generated to test the algorithm. The learning data is 

generated to represent some realistic actions of the occupants in the environment 

described. The represented actions include the indoor light consumption which tends 

to increase as the daylight gets weaker and vice versa. The light is systematically 

turned off when the room is vacant (i.e. the presence detector is false). The two 

remaining variables (washing-machine electrical consumption and water 

consumption) are totally unrelated to the three other sensors, and to each other. The 

datasets of these variables are generated by a random function. 

Two variables with no correlation with the output of the system (electrical 

consumption of a light) have been voluntarily introduced. This allows the study of the 

influence of unrelated variables on the output of the algorithm. The influence of 

unrelated variables is an important factor for future implementation. This is because 

the learning algorithm, once installed in a house, will deal with a large quantity of 

information with various degrees of relevance. 

A selection of the learning data is plotted in Figure 5.6, 5.7 and 5.8. 
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Figure 5.6: Daylight (Y axis) versus 

indoor light power(X). 

 

Figure 5.7: Indoor light power (X 

axis) versus presence(Y). 

The Figure 5.6 confirms that this data is generated by a -1 coefficient linear 

function. Noise is added to represent the uncertainty in the decisions made by an 

individual. 

The Figure 5.7 shows that when the room is vacant, the light is off. When it is 

occupied, the light is on, its power is determined by the daylight coefficient 
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Figure 5.8: Water consumption (Y) versus indoor light brightness (X). 

The graph on Figure 5.8 shows that there is no correlation between the two 

considered variables. The washing-machine on/off graph leads to a similar 

conclusion. 

5.3.3 Experimental Results 

This section presents the results obtained after running the algorithm with the data 

presented above. 

Out of 108 possible rules, the results of the algorithm indicate that 61 rules have 

fired at least once. The firing strength obtained by each rule is shown in Figure 5.9. 
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Figure 5.9: Raw output of the algorithm: rule ID number (X axis) and firing 

strength (Y). 

- Accuracy 

The accuracy of the algorithm can be determined through a comparison of the 

rules selected by the algorithm and the behaviors represented in the learning data. The 

results show that the algorithm has worked effectively. The rules selected match the 

rules used to create the learning data. In this case, the results show that the rules 

predicting the output to LOW when there is no presence obtain the highest ranks in 

terms of firing occurrences and firing strength. The rules predicting a rise in output 

consumption when the daylight fades (or a decrease when the daylight gets stronger) 

are also predominant. 
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- Optimal rules 

Despite portraying accurate results, the raw output of this algorithm lacks 

refinement. Indeed, the results show a high level of redundancy. This can be observed 

by analyzing the rules related to the “turn the light off when no presence is detected” 

behavior. This simple behavior is defined by 18 rules in the output table. In each of 

the 18 rules, the two correlated variables (i.e. the presence detector and the light 

consumption) systematically appear, along with all the 18 possible combinations of 

the three fuzzy sets of the 3 remaining irrelevant variables (water consumption, 

washing machine on/off and daylight sensor). 

Table 5.1: Extract of the rule table: 18 rules representing the “When presence 

is FALSE the light is LOW” behavior. 

rank W rule          

1 100% If daylight IS BRIGHT AND pres. is FALSE AND w-mach IS OFF AND water IS HIGH THEN light IS LOW 

2 93% If daylight IS DARK AND pres. is FALSE AND w-mach IS OFF AND water IS LOW THEN light IS LOW 

3 89% If daylight IS MED AND pres. is FALSE AND w-mach IS ON AND water IS NORM THEN light IS LOW 

4 88% If daylight IS MED AND pres. is FALSE AND w-mach IS OFF AND water IS LOW THEN light IS LOW 

5 87% If daylight IS DARK AND pres. is FALSE AND w-mach IS ON AND water IS HIGH THEN light IS LOW 

6 81% If daylight IS BRIGHT AND pres. is FALSE AND w-mach IS OFF AND water IS LOW THEN light IS LOW 

7 76% If daylight IS DARK AND pres. is FALSE AND w-mach IS OFF AND water IS HIGH THEN light IS LOW 

8 75% If daylight IS MED AND pres. is FALSE AND w-mach IS OFF AND water IS HIGH THEN light IS LOW 

9 74% If daylight IS MED AND pres. is FALSE AND w-mach IS ON AND water IS HIGH THEN light IS LOW 

10 73% If daylight IS MED AND pres. is FALSE AND w-mach IS OFF AND water IS NORM THEN light IS LOW 

11 69% If daylight IS BRIGHT AND pres. is FALSE AND w-mach IS ON AND water IS LOW THEN light IS LOW 

12 69% If daylight IS DARK AND pres. is FALSE AND w-mach IS ON AND water IS LOW THEN light IS LOW 

13 68% If daylight IS BRIGHT AND pres. is FALSE AND w-mach IS ON AND water IS NORM THEN light IS LOW 

14 67% If daylight IS BRIGHT AND pres. is FALSE AND w-mach IS OFF AND water IS NORM THEN light IS LOW 

15 65% If daylight IS MED AND pres. is FALSE AND w-mach IS ON AND water IS LOW THEN light IS LOW 

16 64% If daylight IS DARK AND pres. is FALSE AND w-mach IS OFF AND water IS NORM THEN light IS LOW 

17 63% If daylight IS DARK AND pres. is FALSE AND w-mach IS ON AND water IS NORM THEN light IS LOW 

18 62% If daylight IS BRIGHT AND pres. is FALSE AND w-mach IS ON AND water IS HIGH THEN light IS LOW 

 

Each of these 18 rules describes the same behavior of “when the presence is false, 

the light is dark.” The algorithm has selected 18 rules for this behavior, so that one 

 



Chapter  5     Learning Algorithm 109

systematically applies no matter what the configuration of the three remaining 

variables. 

5.3.4 Discussion 

The observation of the results shows that the proposed learning algorithm has 

provided a solution for this simple problem. The data is processed fast using simple 

operations. Despite the noise and imprecision in the experimental learning data, the 

algorithm has promoted the most relevant rules, with the highest firing strengths and 

firing occurrences.  

The results also highlight the fact that this algorithm severely lacks the assistance 

of a rule optimization algorithm. This experiment was set up with few variables using 

a restricted number of fuzzy sets. This configuration could only generate a maximum 

of 108 different rules. The algorithm selected 61 rules, when in fact an engineer could 

describe the system in less than a dozen. 

This section will first discuss the issues related to the rule redundancy, and will 

then comment on the problem of insufficiently relevant/frequent rules. 

A. Rule redundancy 

The results show that the algorithm does not detect the uncorrelated inputs. The 

presence of uncorrelated inputs in the learning data causes the selection of several 

redundant rules, when only one would suffice. This phenomenon is caused by a lack 

of flexibility of the rules. Indeed, irrelevant elements can not be withdrawn from a 

rule. The AND operator, compels every single element of the rule to be matched, for 

the rule to apply. If the learning set contains unrelated data, the algorithm will have to 

promote rules which apply for any state of the uncorrelated inputs. The redundant 

rules assist in fully applying corresponding rules to a pattern of only a few inputs 

independent from the state of the inputs. 

This necessity for redundant rules results in the inflation of the rule table. In fact, 

based on a configuration obtained with only correlated inputs, each added irrelevant 

variable will multiply the size of the rule table by Nsets(xn); the total number of fuzzy 

domains. 
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Let us consider a practical example. A system is set up, and the algorithm runs 

with only correlated inputs. The learning algorithm produces three laws. If an 

unrelated input “light switch” is added, the system will have to promote rules 

applying for each fuzzy set of the light switch. In this case, the light switch only has 

two fuzzy sets. Therefore a set of rules will be promoted to apply when the light 

switch is on, and another set to apply when it is off. This will create two sets of 

redundant rules. As a result, the rule table is expanded by two because of this 

uncorrelated inputs. 

In this case, the simulation results are correct but not optimal, as the amount of 

selected laws is more than five times of what is necessary. This improper use of 

memory space is not acceptable, especially for a platform with limited computational 

capacity and memory size. 

For the learning algorithm to produce expandable results, it must be completed 

with a rule-optimizing algorithm. This algorithm should be capable of freeing the 

rules from the influence of uncorrelated inputs. It should also detect and merge all the 

redundant rules. The rule optimization algorithm will have to create rules with a 

variable size. A variable-length storage technique, allowing the use of either OR or 

AND, will have to be developed. 

The 18 rules in Table 5.1 would be an ideal target for rule merging. All 18 rules 

have the same effect of predicting low light energy consumption when the room is 

vacant. The 18 rules have clearly been selected to apply this policy no matter what 

the state of the three other variables. These rules carry a relatively high firing strength 

of between 60 and 90%. Those rules could be merged into a single rule: IF pres. is 

FALSE THEN light is LOW. The optimized rule would be given a firing strength 

representing the average of the rules which verify it. The count of occurrences would 

be the sum of all the counters of the rules from which the merged rule is derived. 

Many methods can be applied to optimize the rule table. Genetic algorithms are 

the most efficient optimizing algorithms for these applications. The drawback of such 

algorithms is that they require a great deal of computation and memory, usually 

referring back to past data sets, and can be slow to converge. Such algorithms can not 

be considered here, because they will not meet the constraints of the platform. A 
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much simpler approach must be taken. A well-configured rule-based algorithm could 

sufficiently improve the rule table. The design and development of such an algorithm 

will be left for further studies. 

B. Insufficiently relevant rules 

By observing Figure 5.9, it appears that several rules obtain a low firing strength. 

The rules with a firing strength 75% lower than the strongest rules can be considered 

as weak. The weak rules are those which do not accurately match a situation and do 

not significantly influence the final output. If a level of imprecision is tolerated, these 

rules could be omitted with limited consequences. This would ensure that memory is 

used to store only reasonably relevant rules, depending upon the level of imprecision 

allowed.  

C. Insufficiently frequent rules 

The results also reveal the existence of rules which apply to less than 5% of the 

data sets. These rules are called singular rules. Singular rules represent irregularities 

in the behavior of the inhabitants. These rules do not represent the most common 

situations encountered during the learning process. Depending on the requirements of 

the future application, singular rules could be deleted from the rule table. 

D. Challenges 

To appropriately remove irrelevant rules, further research must be undertaken. The 

influence of the selection metrics must be determined. The two metrics available for 

rule selection are average firing strength and count of firing occurrences. The 

influence of these two metrics, used as selection criteria, will be analyzed in the 

experiment with the intention of validating the learning algorithm. 

5.3.5 Conclusion of the Preliminary Tests 

The preliminary experiment conducted in this section proves that the learning 

algorithm succeeded in selecting rules corresponding to the behaviors represented by 

the learning data. 

It has also proven that despite a correct result, the output must be optimized to be 

deployed practically. 
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This preliminary test shows that the fuzzy learning algorithm requires two 

additional modules of rule selection and rule optimization for efficient operation. 

If the amount of redundant or weak rules is not reduced, this will become a 

significant problem when the algorithm runs in a limited memory embedded system, 

occupied with many other tasks. For example, a house fitted with 20 sensors 

(proportional and On/Off values) and a time management module would create 

several millions of potential rules. 

The algorithm which will validate the concept will take advantage of the 

observations and conclusions of the preliminary test. The rules will be stored with a 

flexible structure, and a module will be developed and tested to select only the most 

relevant rules. 
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Chapter 6 Validation 

 

6.1 Introduction 

The theoretical concepts presented in this study will be validated in this chapter. 

This will be done through a series of experiments designed to demonstrate the 

feasibility and potential of the platform and the concepts developed. 

The chapter comprises of three sections. The first will present the results of the 

benchmark test of a node. It will focus on the following parameters: computational 

power, message transmission rate and delays. The second section will provide the 

results of the simulation of a large WACNet. The results will illustrate the 

effectiveness of the network topology and the data acquisition process presented 

formerly. The final section presents the results of a practical implementation of the 

learning algorithm on real WACNet nodes. 

The chapter will unfold by providing a description of the experimental setup. The 

parameters studied in the simulation will be described and their significance will be 

highlighted. The results of the experiment will be presented and critically analysed. 

6.2 Platform Benchmarks 

The first step of this validation process is to verify the performance of the 

upgraded node. This is achieved by setting a benchmark test using two nodes. This 

will quantify parameters such as the transmission delay, data throughput, 

computational speed of the microcontroller, error rate and others. 

6.2.1 Node Benchmark Setup 

The aim of this benchmark test is to acquire the characteristics of the nodes as the 

basic element of the WACNet framework. The benchmark test uses two WACNet 

nodes. The microcontrollers are programmed to carry out relevant tasks for 

measurement. A digital oscilloscope is used to measure the success rate, execution 
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times and transmission delays. The inputs of the oscilloscope are connected to 

dedicated output pins of the node’s microcontroller. The oscilloscope’s trigger is set 

so that the acquisition begins when the pin’s voltage rises. Using specific instructions 

in the program, the state of these output pins is changed when an event of interest 

occurs. The success of the operation is confirmed by the presence of rising and falling 

voltages on the oscilloscope’s display. The oscilloscope also allows the measurement 

of delays and execution times, by measuring the time interval between the rise and 

fall of the pin’s voltage. 

This approach is inaccurate, as a small number of clock cycles are required to 

change the state of the output pin. Since the microcontroller’s clock period T is 

considerably smaller than the delays measured, the bias is insignificant. Indeed, 

setting an output at a high level takes less than 62.5 ns, while the smallest 

transmission time measured in this benchmark is 17ms. Computation delay 

measurements are the most sensitive to this bias. Since these delays are very small, 

they carry a higher relative error rate, which has been measured to be around ±2%. 

The tests consist of repeatedly sending messages with defined payloads at the 

fastest possible frequency before exceeding the capacity of the communication link. 

In practice, this happens when the transmission buffer overruns, causing the node to 

crash. The microcontroller is set to acquire the computation time, time of the start and 

completion of transmission and reception, and finally the arrival time of the 

acknowledgement frame. 

6.2.2 Node Benchmark Results 

6.2.2.1 Computation Delay 

The computation delay is monitored using the following protocol. The 

microcontroller raises the voltage of the dedicated pin when the frame-making 

function is called, and lowers the voltage when the function returns. The delay is the 

time interval between rising and falling peaks. 
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Figure 6.1: Computation delays (Y, µs), versus payload size (X, bytes). 

Figure 6.1 shows the computation delay against the size of the frame’s payload. 

This a linear function with a 80µs offset. The offset corresponds to the initialization 

and header computation delays. The computation delay reaches 530µs for the largest 

allowed payload size (100bytes). 

Comparison with transmission delays reveals that computation time is 

insignificant. Considering a 100 byte message, only ≈0.2% of the total transmission 

time is used to compute the message. While one byte is transmitted through the 

UART (≈1ms), the microcontroller can compute up to 230 bytes of frames.  

The graph shown in Figure 6.2 illustrates the total computation time required to 

transmit 1,000 bytes of data. The graph has a shape similar to a 1/kx function. 

Although according to Figure 6.1, the smaller frames require less computation time, 
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the computation time for a specified amount of data increases with smaller payloads 

as shown by Figure 6.2.  

 

Figure 6.2: Total amount of time taken to compute the frames (Y,msec), for a 

1,000 bytes-message, depending on the payload size. 

When the payload is smaller, more frames are required to transmit a message. For 

each transmitted frame, 80µs of computational time is required to compute the 

frame’s header and checksum. As a result, the total computation time is the highest 

when the payload size is 1 Byte, as it requires the computation of 1,000 frames. On 

the opposite extreme, the computation time is the smallest when the payload is 

100bytes, as it only requires the computation of 10 frames. 

6.2.2.2 Transmission Delays 

A. Data Acquisition 

This section will present all the delays involved in communication. The delays are 

acquired using a technique similar to the one described previously (6.1.1). The events 

monitored on the oscilloscope are the start and completion of transmission through 
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the UART, the start and end of the reception process at the receiving node’s UART, 

and reception of an acknowledgment at the transmitting node. 

B. Results 

 

Figure 6.3: Transmission delays (Y) for one frame, depending on the size of 

the payload (X). 

Figure 6.3 presents all the delays in a single graph. The plot represents delay (Y-

axis, from 0 to 250 ms) versus payload size (X-axis, from 1 to 100 bytes). Each area 

corresponds to a step of the transmission process. They represent from the darkest to 

the lightest region the transmission to the ZigBee module (at source node), the 

ZigBee wireless transmission, and reception from the ZigBee module (at destination 

node), respectively. The initial computation time is also plotted, but it is too small to 
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be visible. The dashed line corresponds to the instant at which the acknowledgement 

is received. 

C. Transmission 

The transmission delay depends on the payload size Ndatabytes, and H, the total number 

of non-payload bytes (header, address, sequence number, checksum, etc.). The 

transmission delay tTX (in ms) is calculated using Equation 6-1 

 tTX = (Ndatabytes + H) × 1.05 ± 5% (6-1)

If the XBee chips use the ZigBee standard, H will be 18 and the computation time is 

insignificant and will be ignored. Using only two nodes, 100% of the messages are 

successfully transmitted and acknowledged. 

D. Reception 

The first reception interruption on the receiving node is triggered from 5 to 10 ms 

after the end of transmission. This delay increases with the size of the packet. The 

frame is completely written in the node’s buffer and ready to be read at the 

destination after a delay tRX (in ms) which is determined using Equation 6-2. 

 tRX = (Ndatabytes + H) × 2.1 ± 5% (6-2)

E. Acknowledgement 

The acknowledgement is received about 5 to 10ms after the last byte of the frame has 

been sent. The delay to receive completely the acknowledgement tACK (in ms) can be 

calculated using equation 6-3: 

 tACK = (Ndatabytes + H) × 1.09 + 27.5 (6-3)

F. Discussion 

As expected, the graph in Figure 6.3 shows linearity within the data. The 

transmission time of a message cannot be below 30ms because of the overhead for 

both transmission and reception. The computation time is clearly insignificant. The 

transmission time between the two ZigBee modules is also very small. In fact, the 

delay is mainly due to the transfer rate from the microcontroller to the ZigBee 
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module, through the RS-232 link. A summary of the communication events is 

presented in Figure 6.4. 

 

Figure 6.4: Time Diagram of Transmission. Top: transmitting node, bottom: 

receiving node. 

6.2.2.3 Byte Rate  

A. Acquisition 

In this experiment, the maximal transmission speed is acquired with payload size 

as a parameter. The data is obtained by transmitting frames with a set payload. The 

delay between two transmissions is gradually decreased, until the frames are no 

longer received by the other node. When packets are no longer received, the network 

has reached its maximum throughput. The goodput (rate at which useful bits are 

transmitted, excluding overhead) is then calculated by removing the overhead. The 

graph in Figure 6-5 shows the goodput. 
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B. Result 

 

Figure 6.5: Goodput byte rate versus payload size. 

The X-axis represents the payload size from 1 to 100 bytes, and the Y-axis is the 

goodput byte rate, from 0 to 900 bytes per second. 

C. Discussion 

The graph clearly demonstrates that the best goodput is reached when the payload 

is the largest. Indeed, the maximum rate of 800bytes per seconds is attained when the 

payload size is the highest value of 100 bytes. The function on this graph is 

approximated by Equation 6-4 
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This equation implies that the goodput G depends directly on the ratio of the 

length of payload pbytes and the length of the total frame (Hbytes+pbytes). In order to 

illustrate this, let us consider a frame composed of 1 byte of payload plus the 

necessary 18 bytes of overhead. In this case, only 5% of the transmission is actual 

data and the remaining 95% is the overhead. On the other hand, if the frame payload 

size is maximum, only 18 bytes of overhead are required for every 100 bytes of data. 

In this configuration, 85% of the transmission is useful bytes. 
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Considering this from a message-oriented point of view, the total amount of bytes 

Txbytes necessary to transmit a message of nbytes can be calculated by applying 

Equation 6-5: 

 

bytes
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+=      (6-5)

 This equation is plotted in the Figure 6-6, with nbytes set to 1,000. 

 

Figure 6.6: Real amount of bytes transmitted to send 1,000-bytes message (Y, 

in Bytes·104/sec ), depending on the message payload size (X). 

Figure 6-6 represents the number of bytes that must be transmitted in order to send 

1,000 bytes of information. The X-axis represents the payload size (variable pbytes in 

equation 6-5) from 1 to 100 bytes, and the Y-axis is the amount of transmitted bytes 

(Txbytes in equation 6-5) from 0 to 160,000. The plot has a shape similar to y=1/kx 

function, which matches equation 6-5. It demonstrates that reducing the payload size 

increases the total amount of bytes required to transmit a message. 

 



Chapter  6     Validation 122

D. Conclusion 

The capacity of the link is fixed by the throughput rate of the UART. The goodput 

depends on how much information is sent in frames. As the amount of overhead to 

transmit increases, less information can be transferred in a given time, which results 

is a lower goodput byte rate. This explains why the overhead ratio minimization plays 

a determining role in achieving the greatest throughput.  

Another way to improve the throughput is to increase the baud rate of the nodes’ 

UART. The relevance of this method will depend on the requirements of the 

application. Raising the baud rate will increase the flow of information through the 

network and will reduce delay. At the same time, it will also reduce the availability of 

the media which will be more prone to transmission failures and errors.  

6.2.3 Discussion 

This benchmark has revealed that the transfer time of a given amount of data is a 

linear function with offset. The latency increases with the size of the payload. From 

this strict point of view, the best solution to achieve low latencies appears to be 

sending frames with a small payload. Small frames containing limited amount of 

sensory values can achieve latencies below 40ms, and possibly even lower with a 

higher UART Baud rate. 

When comparing the throughput and delay experiments, an optimization problem 

appears; delay increases when goodput decreases. Goodput is maximized when the 

frames are set at their full capacity, but this also induces larger delays. 

This optimization problem can only be solved with a clear knowledge of the 

requirements of the system. Indeed, the application will define the importance of 

priority over fast and efficient transmission.  

A buffering method could also be used, to prevent the individual transmission of 

very small messages. Using a buffer, small messages can be sent in one frame, which 

will reduce the number of transmitted frames and will increase the latency. This 

technique is applied when the XBee module is used in “cable replacement” 

transparent mode. In this condition, packets are only sent when a minimum of n bytes 

have been uploaded to the module. 
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6.3 WACNET Network Topology Simulation 

Due to the limited amount of physical nodes, a simulator has been built to generate 

statistical data representing network communications. This data will allow a 

comparative analysis of the performances of the three possible WACNet topologies 

of mesh, star and cluster. The simulation will also determine the improvements 

resulting from the data-sharing and query-distributing protocol, described in Chapter 

4. 

6.3.1 Presentation 

The proposed WACNet simulator is a Discrete-Event Simulator (DES), 

programmed in JAVA language. The simulator reproduces the flow of information 

generated by a WACNet acquiring data for the learning agents presented in Chapter 

5. The four primary parameters of this simulator are the number of nodes, number of 

clusters, the frequency at which data queries are issued (or the delay between them) 

and finally, the duration of the simulation. 

6.3.2 WACNet Simulator Description 

6.3.2.1 Simulation method 

Discrete Event Simulation is based on the execution of a schedule of discrete 

events, controlled by a discrete clock. In this case, the events are the transmission and 

reception of messages. A specific module of the simulator, referred to as clock, 

manages the simulation time. The modules are notified at each new “tick” of the 

clock. They perform the events scheduled at this tick, and update their list of events. 

Throughout the simulation, the events of interest are recorded. At the end of the 

simulation the events record is processed and presented as simulation results. 

6.3.2.2 Programming Language 

The simulator uses the JAVA Object-Oriented (OO) programming language. The 

Object-oriented programming languages are ideal to implement DES because they 

ease the modelling of complex systems. In order to create the DES, a few 

management classes are developed for time and simulation control. The remaining 
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classes describe the behaviour of the objects which will be simulated. The simplicity 

and convenience of the JAVA programming language also reduces development time. 

6.3.2.3 Global Architecture 

This section will present the general organization of the WACNet DES. It will 

begin with the central part of the DES (time and network control), and will be 

followed by a description of the simulated objects. 

A. Core Class 

The fundamental class and central coordinator of the Discrete Event Simulator is 

the Core class. This class instantiates every node, sets up the initial configuration of 

the network and finally controls the clock. It also retrieves the statistics from all the 

Node objects at the end of the simulation, to process simulation statistics. 

The Core class proceeds in the following order: 

- At the beginning of the simulation, the Core class instantiates a series of Node 

objects. The Node objects replicate the behavior of WACNet nodes. All the 

Nodes objects instantiated are stored in a JAVA ArrayList. 

- The Core class sets up the network associations and assigns nodes to clusters, 

as defined in the simulation setup section. 

- The Core class then begins the simulation. The clock uses a variable to keep 

track of the time. Each tick of the clock is advertised to the nodes which check 

their events schedule for the arrival or departure of packets. The time is 

incremented when all the nodes have updated their events list. 

- Once the simulation clock reaches a value specified as a parameter, the 

simulation is interrupted. The Core class notifies all the Node objects to transmit 

their statistics. The statistics are compiled and printed to the console in a text file. 

B. Node Object 

The Node object represents a WACNet node and controls and coordinates the 

peripheral objects. It can act as a Cluster Head or a Cluster Node. Upon instantiation, 

Node objects create two dependant objects; a ZigBeeModule and a Stats. The 

ZigBeeModule replicates the ZigBee modules and manages the event schedule for 
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communication. The Stats object monitors different variables of interest during the 

simulation. The Node objects also have access to a common class which generates 

sensory data. 

Depending on its status (CH or CN), the Node controls frame creation, local and 

remote sensory data acquisition, and cluster formation. The node communicates with 

respect to the protocol described in Chapter 4. The simulation begins with the 

presentation and cluster formation protocol, followed by cluster query and inter-

cluster query processes.  

Each time an event of interest occurs, the Node calls a specific function of its Stats 

object. The Stats objects are presented in D. 

C. ZigBeeModule Objects 

The ZigBeeModule object replicates the ZigBee module attached to every node. It 

is responsible for scheduling of transmissions and receiving of messages, with respect 

to the transmission delay model.  

The performance of the Maxstream XBee chips could not be measured under large 

network circumstances. Therefore, there is no defined model implemented in the 

simulator to take into account heavy network traffics, networks with numerous nodes 

or deployed over a large geographical area. The ZigBeeModule object recreates the 

delays observed when the node’s microcontroller is set to communicate at a speed of 

9600kbps. 

Due to the lack of a precise model, the time-related variables obtained through 

simulation can only be considered most accurate for small network simulations, and 

with nodes transmitting at a rate which is well below the maximum rating. The effect 

on the variables used to compare the different network topologies and configurations 

(such as efficiency and total amount of data per sample) is marginal. 

D. Stats Object 

Each node is provided with a Stat object, which records the values of different 

parameters during simulation. It monitors variables such as peak buffer size, amount 

of data transmitted, and also the number of requests issued and replies received. 
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For example, at every increase or decrease of buffer size the 

Stats.rXBufferSize() function is called. This method keeps track of the 

maximal buffer size throughout the simulation.  

Each Stat object is called by the Core class at the end of the simulation to collect 

the value of each variable. The results of each individual node are processed by the 

Core class to produce global statistical data. 

E. Visualization Object 

The Core class instantiates a Visualization object at the beginning of the 

simulation. This class draws a simple Graphical User Display (GUI) which represents 

the current cluster configuration of the simulation. This is achieved through the 

JAVA standard graphics interface. 

6.3.3 Simulation Setup 

A network of 24 nodes exchanging data is simulated. The nodes issue queries 

which conform to the protocol in Chapter 4. 

A total of 152 simulations are carried out, with two different parameters; the delay 

between two data queries (19 values), and the number of clusters in the network (8 

values). 

The cluster configurations consists of 1 cluster of 24 nodes (Star topology), 2, 3, 4, 

6, 8 and 12 clusters (cluster topology), and finally 24 clusters of one node (mesh 

topology). These values will allow the comparative analysis of various clustered 

topologies against star and mesh topologies. The values chosen for the number of 

clusters parameter correspond to all the layouts permitting a homogeneous 

distribution of the nodes among the clusters (i.e. identical number of nodes in each 

cluster). These values can be obtained with Equation 6-6: 

 0),( =clustersnodes nnREM  (6-6)

REM() is the remainder function, and nnodes and nclusters correspond to the number 

of nodes and the number of clusters in the network, respectively. 
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The simulated polling time intervals range from 2 seconds up to 1600seconds 

(26”40’), with a decreasing resolution as delay increases. This corresponds to polling 

frequencies from 6.25·10-4 to 0.5Hz. 

This set of experiments aim at determining an optimal configuration which 

produces the largest quantity of data, while minimizing the traffic. This configuration 

is determined by monitoring the following variables: 

− Average amount of learning datasets received by each node during the 

simulation. 

− Average amount of data received and transmitted. 

− Maximal size of the buffers throughout the simulations. 

6.3.4 Simulation Results 

The results obtained in the simulation of the following variables are presented in 

this section: reception and transmission throughputs, transmission and reception 

efficiency (amount of bytes required to obtain a data set), and finally the total amount 

of data sets acquired during the simulation. 

6.3.4.1 Reception and Transmission Throughput 

The following section presents the results of the raw throughput variable, for 

Cluster Heads and Cluster Nodes. 

A. Calculations 

The average throughput is expressed in bytes per seconds, and is obtained by 

performing the following calculation: 

 

sim

bytes
avg t

n
T =  (6-7)

Where Tavg is the average throughput (bytes/sec), nbytes the number of bytes sent 

during the simulation and tsim the length of the simulation in seconds. When possible, 

the data is averaged over all the nodes of similar rank (either Cluster Heads or Cluster 

Nodes).  

The byte rates considered represent the average flow of data at the links marked on 

Figure 6.7: “Raw throughput (reception)” and “Raw throughput (Transmission)”. 
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Figure 6.7: Different links involved in communication. 

The byte rate graphs shown in Figure 6.8 only display values from 0 to 1,066 bytes 

per second. The higher values are truncated at 1,066Bytes/s. These configurations are 

not stable as they exceed the 9,600Bauds limit. These unstable configurations are 

irrelevant to this study and therefore do not require to be sketched.  

 



Chapter  6     Validation 129

B. Transmission and Reception Throughputs of the Cluster Heads 

 

C
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Figure 6.8: Raw Transmission (Tx) and Reception (Rx) throughputs for the 

Cluster Head nodes. 

The left and right graphs of the Figure 6.8 respectively represent the transmission 

throughput and the reception throughput of a Cluster Head node.  

The two graphs present a similar shape. This data clearly shows that star and mesh 

network topologies require larger throughputs than clustered topologies. Regarding 

polling frequency, the graph shows that issuing queries more frequently increases the 

network traffic, as expected. 

The lower throughputs observed for the clustered topologies is attributed to the 

data-sharing protocol, which is active only in clustered topologies. As the clusters 

enlarge, the benefits of clustered task distribution tend to fade. In large clusters, the 

Cluster Heads have to communicate with many Cluster Nodes, which consequently 

raises the throughput. As the clusters become smaller, the Cluster Heads 
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communicate with fewer nodes. This reduces the throughput. Mesh topology requires 

the Cluster Heads to query individually the whole network of Cluster Heads, without 

distribution. This is why this configuration requires such high throughputs. 

Overall, this graph shows that star or mesh network configurations are not viable 

solutions. This is because these configurations require throughputs which are beyond 

the 9600Bps maximal transmission rate of the nodes. Running the network in these 

configurations will create congestion at the RS-232 link, which will eventually 

overflow the buffers of the node or the ZigBee module. 

C. Transmission and Reception Throughputs of the Cluster Nodes 

 

Figure 6.9 : Raw Transmission (Tx) and Reception (Rx) throughputs for the 

Cluster Nodes. 

These graphs show the average network traffic faced by the Cluster Nodes. They 

do not display the result of the mesh topology experiment, because there are no 

Cluster Nodes in this configuration; only Cluster Heads. 
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The outbound traffic of Cluster Nodes consists of small packets which contain 

either: 

- replies to sensory information requests, or 

- requests to obtain the sensory values of the entire network of nodes.  

The inbound traffic consists of two types of messages:  

- small packets containing requests for new sensory data, or 

- replies to network poll requests (usually very large packets, containing data 

samples from all the nodes on the network). 

Globally, the nodes’ transfer rate constantly remains well below the maximal rates. 

This is attributed to the request queuing performed by Cluster Heads. The first 

advantage of request queuing is that it automatically adapts the Cluster Head’s 

polling frequency to the capacity of the Cluster Nodes. Indeed, when the nodes cease 

to reply new queries are not issued but queued. The second advantage is that one set 

of information is used to reply several queued queries. This re-uses available data, 

hence generating less traffic, while replying faster to a larger number of queries. 

As expected, the two plots increase as queries are issued more often. When the 

number of queries rises, the nodes are requested to send information more often, 

which ultimately raises the throughput. Concerning the reception traffic, the results 

also appear to be depending on the cluster configuration: the reception throughput 

decreases when the cluster becomes larger. This is because the nodes receive less 

learning data sets, as this configuration yields fewer results (see 6.2.4.4). 

6.3.4.2 Analysis of the Transmission and Reception Efficiency 

The following graphs represent the communication efficiency. The metric 

corresponds to the ratio between the number of learning sets obtained and the total 

amount of bytes transmitted or received: 

 

RxBytes

sets
Rx

TxBytes

sets
Tx n

n
n
n

== ηη ,  (6-8)

ηTx and ηRx are the transmission and reception efficiency, nsets is the total of 

learning sets received, nRxBytes and nTxBytes are the amounts of bytes received and 

transmitted, respectively. 
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 This ratio is interpreted as efficiency because it is proportional to the cost of data 

acquisition. Indeed, the number of bytes sent and received has a direct correlation 

with the energy consumed by the communication module. Therefore this graph 

permits the comparison of different topologies for their communication energy 

efficiency. 

In Figure 6.10, higher values represent the beter efficiencies, while low values 

indicate a higher cost to obtain information. 

A. Cluster Heads Transmission and Reception Efficiency 

 

Figure 6.10 Data sets obtained per byte transmitted (left, Tx) or received 

(right, Rx), for Cluster Head (CH) nodes. 

The two graphs in Figure 6.10 represent the cost of information acquisition for the 

Cluster Head nodes. The graph on the left shows the transmission efficiency and the 

one on the right efficiency for reception. The efficiencies are plotted against polling 

frequency and cluster distribution. 

The two graphs display a similar shape, but at different scales. Globally, the 

efficiency increases with polling frequency. When the delay between each query 

becomes smaller than 40s, the efficiency ceases to increase. 
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This graph also proves that star topology is clearly the least efficient solution. The 

efficiency decreases as the clusters become larger, and reaches a minimum when all 

the nodes form a single cluster (star topology). The best efficiency is obtained by 

clusters with two nodes. The efficiency results obtained for mesh topology are also 

very low. 

Comparison with the graphs shown in Figure 6.8, shows that the configurations 

generating small flows of data are also the most efficient ones. Either too large or too 

small clusters result in a poor efficiency. The best configurations to minimize the cost 

of data acquisition are the ones with between 4 and 2 nodes per cluster (ie. 6, 8 or 12 

clusters for a network of 24 nodes). 

The decreasing efficiency observed when delays between queries exceed 40 

seconds is due to the fact that the requests are becoming sufficiently spaced to be 

treated individually. This means that each individual query triggers one complete data 

acquisition process and the data is not shared, as the queue is empty. This lack of 

information-sharing reduces efficiency.  

When delays are smaller than 40 s, the efficiency reaches a plateau value. This is 

because smaller delays between queries tend to overwhelm the Cluster Heads. This 

means that queries are received faster that they can be answered, which results in a 

greater waste of transmissions and consequently limits the efficiency. Very small 

intervals between polling queries generates a higher traffic, without improving the 

efficiency. 
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B. Cluster Nodes Transmission and Reception Efficiency 

 

Figure 6.11: Data sets obtained on data transmitted (left, Tx) or received 

(right, Rx) ratio, for cluster nodes. 

The two graphs in Figure 6.11 represent the cost of information acquisition for the 

Cluster Nodes. The diagram on the left shows the efficiency metric for transmission 

and on the right the graph for reception. In order to present the best view of the 3D 

surface graph, the point of view has been changed by reversing the scale of the two 

parameters compared to Figure 6.10.  

Globally, the graphs reveal the same trends as the Cluster Head graphs. The 

efficiency is ameliorated, because the Cluster Nodes only carry out a minor part of 

the data acquisition process. The efficiency decreases when the delay between two 

queries becomes too short or too long. The influence of network configuration, 

though, is less visible. 

The decrease of efficiency on the transmission graph is justified by the 

performance of the Cluster Head. When the polling delay is reduced, the Cluster 

Head tends to be overwhelmed by queries. This initiates the transmission of more 

requests, but still a limited number of data sets are obtained. This is the justification 

for the decrease in efficiency. On the contrary, when the polling frequency increases 
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too far, the queries are treated individually, and therefore take longer to complete and 

are less shared. 

On the reception graph, the nodes are protected from excessive queries by the 

grouping and queuing strategy adopted by their Cluster Heads. Similar to the 

reception graph, the efficiency remains relatively stable. The only significant 

decrease occurs with very long or very short polling intervals, particularly in large 

clusters. 

6.3.4.3 Analysis of the Amount of Learning Sets Received 

In this section, the results obtained previously are summarized. The diagrams 

shown in Figures 6.12 and 6.13 display the same information from two different 

points of views. They present the total number of distinct learning sets acquired over 

a time of 800 seconds (surface) and the peak efficiency for each network 

configuration (stems). The variables are plotted against the number of clusters and 

polling intervals.  

 

Figure 6.12: Total amount of data sets obtained per Cluster Node (surface) 

and peak values for data acquisition efficiency. 
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Figure 6.13: Same graph as above, presented from a different angle. 

The analysis of the throughput graphs (in 6.2.4.2) clearly revealed that some 

configurations were beyond the capacity of the system. The simulator produced 

results because it allowed its buffers to expand without limits. Some results displayed 

by this graph are not achievable with a real WACNet. The areas of instability are at 

high polling frequencies, with a very high or very low amount of clusters. These 

configurations can not be considered. 

A. Influence of the Polling Delay Variable on the Amount of Learning Sets 

Collected 

Observing the surface graph along the polling delay variable’s axis, the amount of 

learning data sets obtained increases as the delay decreases. The diagram peaks 

between 0.5 and 10 sec between each query, depending on the network configuration. 

A steep decrease is observed after the peak value, clearly showing that the limits of 

the system have been reached. When the polling delay becomes too small, the 

network is flooded with requests which prevent the transmission of information. 
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When the polling frequency is below the capacity of the system, the data can not 

be shared by the Cluster Heads and therefore these configurations yield poor results.  

B. Influence of the Number of Clusters Variable on the Amount of Learning 

Sets Collected 

Considering the surface plot along the number of clusters variable’s axis, it clearly 

appears that smaller clusters perform better. Nevertheless, it is also important to note 

that the configuration which yields the best result; the mesh network (24 clusters), is 

not stable in the areas where its optimal results are observed. 

Configurations with large clusters yield the worst results. Indeed, due to an 

insufficient distribution, the Cluster Heads in charge of large clusters are rapidly 

overwhelmed. The Cluster Heads of smaller clusters are able to share data and 

collaborate, hence withstanding higher polling frequencies. 

C. Stem Graph and Surface Graph 

The stem graph generally shows that the maximal efficiency is inversely 

proportional to the cluster size, and also occurs at higher polling frequencies when the 

cluster size decreases. A strong correlation is observed between the maximal 

efficiency for a network configuration (stems) and the best results in terms of data 

collection (highest points of the surface). The configurations marked by stems 

correspond to minimal energy consumption, and also correspond to maximal amounts 

of data collected. 

The stem graph shows that mesh topology has a very low efficiency. Despite this 

potential to perform well, this configuration would require a larger bandwidth to cope 

with its inefficiency. The stable polling frequencies for this configuration yield 

results which are well below the results of the other configurations. Since efficiency 

is more important than the amount of data acquired, mesh topology can not be 

considered as an ideal configuration. 

The graph shows that the configuration acquiring data at the lowest “cost” is the 

one forming clusters of 4 nodes, with a polling delay of 4 seconds. In this 

configuration, a Cluster Head must send 158 bytes of data and receive 104Bytes to 
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acquire a learning set (average values). A new data set is obtained approximately 

every 8 seconds. 

The configuration which collects the largest amount of learning datasets is with 

clusters of 2 nodes, at a polling delay of 3/4 of a second. It requires the transmission 

of 175 bytes and the reception of 118 bytes to obtain a dataset. It collects 50% more 

data sets than the most efficient configuration, at the cost of a 10% drop in efficiency.  

In this setup, a new set of learning data is acquired, on the average, every 5.5 sec. 

6.3.5 Discussion 

This section will compile all the observations made previously in order to describe 

the optimal solution.  

The simulation results proved that the polling frequency and number of nodes per 

cluster have a considerable influence on the efficiency and the throughput of the 

WACNet.  

Large clusters, while being relatively energy-efficient, fail to match the 

performance of networks with a higher degree of distribution (typically with 3 to 8 

nodes per cluster). Clusters of one node (mesh) are to be avoided at all cost, as they 

generate a potentially overwhelming amount of network communication, and are very 

inefficient. 

The optimal polling frequency depends on the size of the clusters. Therefore it 

must be adjusted to match the individual characteristics and requirements of the 

network. Generally, a low polling frequency results in poor transceiver energy 

efficiency. On the other hand, an excessive polling frequency will overwhelm the 

Cluster Heads and possibly the entire ZigBee network. Generally, the optimal delay 

between two queries is from 1 to 10s, for a network of 24 nodes. The general rule is 

that larger clusters are more efficient when larger delays between two queries are 

observed. 

From the analysis of the previous results, it appears that the best configuration 

which maximizes both efficiency and total amount of data made available is: 

- A network configuration with a cluster size of 4 to 8 nodes, 

- A delay between two polling requests between ¾s and 4s. 
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The simulation model is simplified compared to a real physical system and hence 

some differences can be observed in its performance.  Nevertheless, the simulator 

illustrates that performance of WACNet for such a task depends widely on the 

network configuration and the demand for information quantity. This simulator has 

also validated the data-sharing strategy presented, by proving that it takes advantage 

of the clustered topology of this network. 

Further studies may refine these results, using a simulator which is able to 

replicate finely the behaviour of the modules used by the nodes to communicate. This 

would provide accurate data, considering various link speeds, packet loss rates, 

delays, etc. 

6.3.6 Conclusion 

In most cases, centralization would generate less network traffic and lower delays, 

compared to decentralized architectures. This is because it transmits the information 

directly to the concerned node, without relay. On the other hand, mesh topologies are 

very scalable, because they maximize the independence and autonomy of the node. 

For WACNet, the most important requirement is to minimize the energy 

consumption of the Cluster Nodes. Maximal throughput and low delays are secondary 

objectives. The energy consumption of the Cluster Nodes is reduced by decreasing 

their traffic. Since the WACNet uses a distributed architecture with a protocol 

supporting data sharing, some part of the network load and task can be shifted to the 

Cluster Heads. The Cluster Heads can withstand higher network loads, as they are 

expected to run on a permanent source of energy. Since data is concentrated in the 

Cluster Heads, not only are the Cluster Nodes less solicited, but also the reply time is 

reduced. The reply time is reduced because the data is concentrated where it can be 

rapidly accessed, without systematically initiating a full query process. 

The distribution of the data-acquisition process in a clustered network is also very 

scalable. The results of the simulation demonstrate the incapacity of centralized and 

decentralized topologies to support large networks. In the star-topology 

configuration, the central Cluster Head is rapidly overwhelmed. On the other hand, 

mesh-topology configurations prove to be too complex and too decentralized for the 
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limited Cluster Nodes. The high degree of individualism of the nodes prevents them 

from dividing and distributing the querying task to neighboring nodes. Therefore, 

none of these configurations can scale to large networks. Inevitably, the system will 

become too large for a single node to query the entire network.  

The simulation has shown that, using clusters of variable size, the task can be 

distributed in a simple and natural way among the clusters. It also highlights the 

importance of determining the optimal compromise between centralization and 

decentralization: 

- Clusters that are too large overwhelm the Cluster Head. An exaggerated 

example being the star topology. In a star topology, the Cluster Head deals with a 

cluster which is the entire network. 

- clusters that are too small induce a larger number of clusters. This results in 

more queries between Cluster Heads. In this case, the exaggerated example is the 

mesh topology. In mesh topology, a node has to query the entire network of 

nodes, without assistance. 

This experiment has proven the benefits of adopting a clustered network topology 

for a WACNet. It also validated the concept of a data sharing and request queuing 

protocol. 

6.4 Results of the Learning Algorithm 

In this section, an experiment using a set of WACNet nodes is set up to 

demonstrate the feasibility and efficiency of the learning algorithm under real-life 

conditions.  

The results of this test are obtained from a set of nodes which execute the learning 

algorithm. The nodes are provided with a pre-determined input, assimilated to 

sensory data. At the end of each experiment, the results are uploaded to a PC using 

the bridging node, to analyse the results. 

This section will begin with a description of the experimental setup. It will be 

followed by a description of each experiment. The results of each experiment will be 
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discussed in two separate sections. Finally, conclusions and comments will be made 

on the learning algorithm and the influence of the parameters used. 

6.4.1 Experimental Setup 

This section will begin with a general description of the experimental platform and 

protocol. It will be followed by a description of all the experiments which have been 

conducted. 

6.4.1.1 Implementation of the Learning Algorithm 

The results of the Matlab algorithm simulation and other issues raised in 

preliminary tests have been taken into account when implementing the algorithm on 

the target. One of the major hindrances of the algorithm simulated in Matlab was its 

lack of flexibility in the definition of rules. This problem has been solved in this 

implementation. The problem associated with inability to distinguish relevant from 

irrelevant rules has also been addressed. Different techniques for rule selection are 

tested in this experiment. 

Although the basic principle of the learning algorithm is the same, the rule table 

memory organization allows more flexibility. When a new rule is created, sufficient 

memory is allocated to hold, for each variable, a unique identifier of the sensor and 

the fuzzy set. This allows a differentiation of each sensor, so that any change in the 

network configuration has no impact on the acquired rules. This implementation also 

allows rules with a variable length. Consequently, it leaves a possibility to later 

implement a rule-optimizing algorithm that can delete unrelated inputs, merge rules, 

as well as add a new sensor to an incomplete rule. The trade-off for this evolution is 

that it uses more memory, as the identifier (@Sx in Table 6.1) of each sensor must 

appear in every occurrence, as shown in Table 6.1. 
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Table 6.1: Rule table in memory: The address of each sensor is included, 

and the length is variable. 

 

 

A rule-filtering system has been implemented using a double-stage rule table. A 

“probation zone” is set up to store the rules temporarily. The probation zone 

momentarily memorizes an incoming rule, while the system verifies its strength and 

occurrence frequency. The most relevant rules are selected for promotion to the 

“reliable zone” of the rule table. The reliable zone stores the valid rules and prevents 

them from being overwritten by newly-acquired and unverified rules.  

6.4.1.2 Data Acquisition 

The method used to acquire data in this experiment complies with the network 

protocol described in Chapter 4. 

A. Network Boot-up 

Every experiment begins with a network boot-up phase. Although the cluster 

organisation is pre-determined, the nodes still apply the protocol described in Chapter 

4. During this stage, a node is promoted to Cluster Head, while the others remain 

Cluster Nodes. Following this, the Cluster Nodes advertise to their Cluster Head the 

type of information they will send (number of sensors and number of fuzzy sets).  

B. Transmission of Information and Remote Acquisition 

The data is acquired using the data-acquisition protocol described in Chapter 4. 

The node executing the learning algorithm acquires the learning sets through the 
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Cluster Head by issuing S requests. The cluster Head polls the entire cluster, and 

returns the learning set to the requesting note in a single frame. 

C. Data Upload 

A request is added to the protocol in order to obtain a specific rule from the table. 

A frame with the symbol ‘T’ is sent to the node along with an identifier number n. 

The node fetches the nth rule in the table, and writes it to an outbound frame. The 

frame is then forwarded to the requesting node. 

The rule table requests are ordered from the monitoring station, and the T frames 

are sent from the bridging node. The reply is printed on the monitoring station’s 

interface and is also written in the log file of the bridging node. At the end of each 

experiment, a routine collects the rules one by one and writes them in a log file on the 

Bridging Node. The log file can be downloaded to the PC using FTP to analyze the 

results. 

6.4.1.3 Benchmark Description and Network Configuration 

The algorithm presented in the previous section is implemented on a WACNet 

consisting of 4 Cluster Nodes and one Cluster Head. 

An environment is recreated in order to provide sensory data to the nodes. The 

nodes acquire data from their sensor port. The sensor port of each node is connected 

to an emulator. The emulator is a microcontroller which is programmed to replicate 

one sensor for each node. The total of four sensors emulated comprise of two binary 

“on/off” switches, and two devices returning values between 0 and 254.  

The environment emulator executes a code which produces a semi-random set of 

states. A new state is generated every 2 seconds. The total number of combination of 

the system’s variables formulates 36 fuzzy rules. Among these 36 possible rules, only 

a limited number match the few states emulated by the microcontroller. The different 

states presented to the system carry different probabilities and match rules with 

various strengths. This is done to evaluate the reaction of the learning system to rare 

events or events which can not be clearly defined. 

A timer triggers the transmission of S frames every two seconds. Since there is 

only one cluster, the Cluster Head simply forwards the request to all the nodes in the 
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cluster. When requested, the Cluster Nodes read the data present at their sensor port, 

process it to fuzzy data, and transmit this fuzzified data to the Cluster Head. 

When all the nodes in the cluster have replied, the Cluster Head compiles all the 

sensory data into a single frame. This frame is sent back to the requesting node which 

issued the request. 

The queuing system described in Chapter 4 (and also used in the simulation) is 

implemented here. Only one full query can be processed at a time. Similar requests 

arriving before a full query is completed, are queued. When the data is acquired, all 

the nodes in the queue are replied to with the same data set. The Cluster Head is also 

set to abandon a request if one or many nodes fail or do not reply in time. This reply 

timer prevents the process from infinitely waiting for a reply, when a node becomes 

silent. 

6.4.1.4 Experimental Description 

A. Control Test 

In order to determine: 

- the probability of an event firing a specific rule, and 

- its associated strength, 

a control test is performed. This test will serve as a reference when evaluating the 

results of the algorithm running in selective mode. 

 The system is left running without memory space constraints until a total of 3,000 

global rule-match occurrences are reached. During this control test, every matching 

rule is stored in the rule table, along with its specific metrics.  

B. Selective Mode Experiment 

Two experiments are conducted in selective mode operation. This means that the 

rule table is limited in size, and the rules created by the algorithm are filtered. The 

aim is to select only the most relevant and frequent rules, while discarding the rules 

which do not significantly represent the system. This selection process is based on 

competition. The rule selection system determines the best rules by letting them 

compete for a slot in the reliable zone. The strongest rules are protected, while the 
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weakest ones are discarded. This concept accelerates convergence, whilst leaving the 

system open to new rules reflecting changes in the environment.  

In this experiment, the learning agent allocates “memory slots” for up to 20 rules. 

In order to perform selection, a two-level rule table is introduced. Among the twenty 

available slots, all new or recent rules will stay in one of the 12 slots available in the 

probation zone. The rules in probation zone must reach a threshold value of firing 

occurrences (or strength) to access the reliable zone. If the rule fails to reach the 

threshold value, it will inevitably be overwritten by a new incoming rule. In this case, 

the threshold value for access to the reliable zone is 15 firing occurrences. The rules 

which have reached the reliable zone will be considered by the system as relevant.  

The diagram in Figure 6.14 illustrates the major steps of this procedure. 

 

Figure 6.14: Rule acquisition process flow diagram. 

Two metrics can be used to determine the relevance of a rule. These metrics are 

firing strength and number of firing occurrences. The effects of using these metrics as 

eviction criterion are compared in the two following experiments. The experiments 

are terminated when over 1,000 rule matches occurred. 
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6.4.2 Results Description 

This section will present, describe and justify the results obtained from the 

experiments described above. 

6.4.2.1 Control Test 

The reading of the control test in Table 6.2 shows that all the 36 possible rules 

were fired at least once. Valid rules are rules which match one of the events generated 

by the emulator. The 19 rules with a darker background in Table 6.2 correspond to 

valid rules. The valid rules are classified into the three following categories: 

Category 1.  A unique state perfectly matching a single rule (firing strength of 

97%), which fires very frequently (probability = 0.15). The rule matching 

this state is the first one in Table 6.2. 

Category 2.  A set of events corresponding to 2 categories, each potentially 

matching 9 rules. The rules in this group are fired less often 

(0.04<p<0.06) and have a lower average firing strength (from 15% to 

50%). These events are considered as the most common state of the 

system. Indeed, the global probability to fire one of the rules in this group 

is 0.75. 

Category 3.  A rare and unique state with a probability below 0.02, but which also 

perfectly matches a single rule, with an average firing strength of 90%. 

Apart from valid rules, this control test also marked rules that do not apply to any 

state programmed in the event emulator. This occurs when the nodes do not receive 

the order to read their sensor at the same time. If the state of the system changes 

during the acquisition process, the results will be incorrect. Some nodes will read the 

value just before the change, and some will read just after. The result is a learning 

dataset which represents an erratic combination of two distinct states. These 

undesirable data sets fire the 16 remaining fuzzy rules (called error rules). They 

correspond in Table 6.2 to the rows in white background. They sometimes reach a 

significant weight (up to 47%), but usually remain quite rare. Indeed, all error rules 

(except one) show a firing probability inferior to 0.002. The overall probability to 

acquire a sample which fires an error rule is 0.08. 
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Table 6.2: The 36 rules acquired during the control set. 

weight Occur. Prob. S1 S2 S3 S4 
97% 447 14.7% 0 0 1 1 
52% 190 6.3% 0 0 0 1 
47% 186 6.1% 2 0 0 0 
38% 185 6.1% 0 2 0 0 
35% 166 5.5% 2 2 0 1 
24% 146 4.8% 0 0 0 0 
18% 128 4.2% 0 1 0 0 
26% 127 4.2% 1 0 0 0 
18% 127 4.2% 0 2 0 1 
19% 122 4.0% 2 2 0 0 
24% 121 4.0% 1 1 0 0 
18% 121 4.0% 2 0 0 1 
17% 121 4.0% 1 2 0 0 
24% 120 4.0% 0 1 0 1 
24% 119 3.9% 1 0 0 1 
24% 119 3.9% 2 1 0 0 
17% 119 3.9% 1 2 0 1 
24% 116 3.8% 1 1 0 1 
16% 115 3.8% 2 1 0 1 
90% 57 1.9% 0 0 1 0 
47% 11 0.4% 2 0 1 1 
22% 8 0.3% 1 0 1 1 
7% 7 0.2% 0 1 1 1 
7% 7 0.2% 0 2 1 1 
34% 6 0.2% 2 0 1 0 
18% 5 0.2% 0 2 1 0 
12% 5 0.2% 1 0 1 0 
8% 5 0.2% 1 1 1 1 
6% 5 0.2% 1 2 1 1 
13% 4 0.1% 0 1 1 0 
9% 4 0.1% 2 1 1 1 
7% 4 0.1% 2 2 1 1 
2% 3 0.1% 1 1 1 0 
2% 3 0.1% 1 2 1 0 
2% 3 0.1% 2 1 1 0 
2% 3 0.1% 2 2 1 0 

total 3035  
 

Table 6.2 summarizes the results of the control set. The rules are displayed on a 

row. The first value in a row is the average firing strength. The second column 

displays how many times this rule was fired (ordering column). The next value is the 

probability of firing (in percentage). The probability of firing is obtained from the 

division of the value in the previous column by the total number of occurrences 

(3,035). The four remaining values correspond to the fuzzy set (0→low, 1→average, 

2→high) of the four sensors: S1, S2, S3 and S4. 
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The darkest row in Table 6.2 is the rule describing the category 1 event, the grey 

rows correspond to the rules matching the various category 2 states, and the light grey 

row represents the rule fired by the category 3 events. The remaining rows are error 

rules. 

6.4.2.2 Rule Weight Selection Experiment 

Table 6.3 presents the rules found in the reliable zone after processing learning 

sets using rule weight as selection criterion. The rule number (field Rule #) is an 

identifier attributed to the rule by order of appearance. The table is sorted by 

descending weight. The coloured boxes represent data from the control set for 

comparison purposes. 

Table 6.3: Printout of the reliable zone of the rule table, after running an 

experiment with rule firing strength as selection criterion. 

 

Rule # Weight 
Weight 

(ctrl) 
Occur Rule 

Freq. 

(ctrl) 
Case 

1 98 97 244 0 0 1 1 14,7% case1 

7 95 90 31 0 0 1 0 1,9% case4 

4 55 52 97 0 0 0 1 6,3% case2 

3 49 47 85 2 0 0 0 6,1% case3 

5 43 38 96 0 2 0 0 6,1% Case3 

2 39 35 82 2 2 0 1 5,5% Case2 

0 33 24 10 1 0 0 1 3,9% Case2 

6 31 24 13 2 1 0 0 3,9% Case3 

This version of the algorithm selects rules which match most accurately the states 

of the system, regardless of how often they appear. Indeed, rules with a probability as 

low as 0.019 (rule #7) have been selected. Rules with a firing strength below 39% 

(Rule #2) do not appear in the results. 
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6.4.2.3 Rule Strength Selection Experiment 

Table 6.4 presents the rules found in the reliable zone after running the learning 

algorithm using firing occurrences as selection criterion.  

Table 6.4: Printout of the reliable zone of the rule table, after running an 

experiment with firing occurrences as selection criterion. 

Rule # Weight 

Weight 

(ctrl) Occur Rule 

Freq. 

(ctrl) Case 

1 97 97 396 0 0 1 1 14,7% case1 

5 52 52 159 0 0 0 1 6,3% case2 

3 51 47 151 2 0 0 0 6,1% case3 

4 39 38 151 0 2 0 0 6,1% case3 

2 43 35 159 2 2 0 1 5,5% case2 

0 17 18 12 0 1 0 0 4,2% case3 

7 16 18 97 0 2 0 1 4,2% case2 

6 25 24 97 0 1 0 1 4,0% case2 
 

This selection criterion selects only the most frequent rules, regardless of the 

weight. The lowest weight is 16% (Rule #7). The minimal weight in the previous 

experiment is almost twice as large. Rules which are fired less than 4% of the time 

are filtered. This value is the double of the one observed in the rule weight selection 

experiment.  

6.4.2.4 Reliability and Delay Tests 

An experiment is set up to verify the reliability of the system. In this experiment, a 

Cluster Head is set to issue a total of 30 queries, at the rate of one query every 2s. The 

replies are counted, and the delay is measured. This experiment is repeated several 

times to get the most reliable results, but a standard value proved to be difficult to 

determine, because of a high standard deviation. 

The results of these experiments reveal that the reply delay for an S query 

generally varies between 500 and 800ms. 
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Failures to reply occur in a totally unpredictable way. The average success rate of 

queries is measured around 96%. 

6.4.3 Discussion 

6.4.3.1 General Accuracy 

The results of the experiments using rule selection systems are compared against 

the results of the control test. Both of the experiments measured correct values, and 

accurately performed a selection based on the metrics defined (rule firing strength or 

rule firing occurrence). The results show that the system is able to determine and 

select which rules are relevant, given a metric to assess relevancy. 

6.4.3.2 Influence of the Selection Metric 

The test using the firing occurrences as a metric for rule eviction only promotes 

the rules which fire strictly more than 4% of the time. In this case, it selects rules with 

a firing strength of 18%, which are not the most significant for result computation. It 

mostly consists of the rules from the categories 1 and 2, while the category 3 rule has 

not been promoted. 

The test using rule weight as the eviction criterion keeps only the rules with a 

weight greater than 25%. This test also selects the category 3 rule, despites its very 

rare frequency of occurrence. 

Using the rule weight or rule firing occurrence as a metric for rule eviction gives 

the system a specific orientation:  

− Rule firing occurrences selection focuses on the most common situations. It 

is capable of defining accurately the most frequent states of the system. On 

the other hand, it is incapable of “remembering” rare events.  

− Rule weight selection builds a rule table which is better capable of dealing 

with all situations found in the learning data sets. Generally it will give 

slightly more imprecise results, but the accuracy will depend less on the 

event’s probability. In other words, this rule table will always provide a 

“rough” definition of most scenarios it encounters. 
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For the application considered (i.e. human behavior learning), the use of rule 

weight for selection is preferable. Precision in the forecast is not a major requirement 

of the system. This is because the consumption values are expected to fluctuate, 

depending on the human’s rather unpredictable behavior. It is certainly more 

important to be able to predict if a significant consumption of resources is involved 

with any scenario, rather than being capable to quantify precisely the consumption 

only for the most usual cases. Therefore the policy agents will prefer a rule table 

allowing them to react to any event, even if the tradeoff is the accuracy. The system 

has to handle every single behavior of the users, even the less common ones.  

6.4.3.3 Influence of Data Acquisition Latency 

The control test reveals that the algorithm generates rules which do not represent 

any state produced by the emulator. This is attributed to non-uniform transmission 

delays, which causes the nodes to receive the polling request at a slightly different 

time. Although this type of error has a very low probability of occurring and is 

successfully filtered in both experiments, these learning sets are incorrect data to the 

learning algorithm. 

The dual zone rule table has proven to be an efficient filter against these erratic 

rules. Indeed, not a single error rule appeared in the reliable zone. This is because the 

errors do not happen often enough to even secure a stable slot in the probation zone. 

Although the filtering appears to be efficient in this experiment, it is important to 

minimize the probability of acquisition of erratic datasets. This can only be done by 

ensuring that the data acquisition order is received simultaneously by all the nodes. 

On larger networks, the clustered topology and task distribution scheme will allow a 

parallel processing of the request which will minimize the effects of non-uniform 

latencies. 

6.4.4 Conclusion and Further Requirements 

This test has proven that the learning algorithm can acquire a set of rules which 

describe a system, after a short period of learning. It has also proved successfully that 

it is suitable for microcontroller targets. This selection system correctly filters the 
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“noise”, assimilated with undesirable rules. The rule selection technique retains only 

the most relevant rules, thus simplifying the computation of an output and saving 

memory space while converging faster and maintaining an acceptable accuracy. 

Yet this test reveals the importance of latencies for the accuracy of learning. The 

impact of latency should be considered on larger multi-cluster networks. 

From the early definition of this algorithm, the large memory constraints have 

been highlighted. The flexible rule table introduced in this chapter also increases the 

memory size requirements. It is highly likely that the microcontroller’s memory will 

be insufficient as the network grows in complexity and size. Solutions including the 

use of external memory should be considered. Techniques to merge and optimize the 

rules must also be considered and tested. 

Finally, one of the major hindrances of this test is the lack of a real data set. 

Although the learning algorithm is tested on a real network, the dataset generated by 

the emulator is artificial and pre-determined. The learning data encountered by an 

agent in a real situation will has a more complex pattern and features and less 

frequent variations than the one used for the simulation. Further studies should 

consider implementing the algorithm within a real-life experimental set up. 
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Chapter 7 Conclusions 

 

7.1 Introduction 

The concept of WACNet was introduced in 2004 towards creating a new 

generation of highly distributed wireless control networks for applications beyond 

factory automation. Further study and experimentations were carried out in this thesis 

to realize the concept and to demonstrate its viability and effectiveness. 

During the course of this study, the WACNet framework as a platform for Home 

Ambient Intelligent systems was validated. In spite of extensive experimentation,  

both the application and the platform will require further work before a commercially 

viable proposal is developed. 

 The primary focus of this chapter is on critically evaluating the work carried out 

and the outcome produced. In particular, the strengths and limitations of the findings 

of the study on the WACNet concept and its application in a home ambient control 

system will be reviewed. Conclusions will be drawn and suggestions for future 

development of the project will be provided. 

7.2 Feasibility of the Concept for Large, Real-World 

Applications 

A brief review of the control networks history was carried out in the thesis, with a 

special focus on the new emerging control networks. The large number of research 

projects reported in the literature with a focus on control networks demonstrate the 

significance and popularity of this field of research.  

Through comparison with other concepts and systems, it was realised that the 

Wireless Ad-hoc Control Networks offered easier installation and upgrade, lower 

capital and maintenance cost, and a more efficient and simpler architecture, overall 

resulting in more efficient implementation of a control system. 
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It was also shown that Wireless Ad-hoc Control Networks were a better alternative 

to wired networks for low-cost applications or in cases where wiring was not cost 

efficient or simply impossible. WACNets effectively compensate their relatively slow 

rate of communication by adopting an optimal organization, and distributing the work 

load in an intelligent way. By maintaining the communication at a optimal level, the 

power consumption by the nodes is minimised. WACNets are particularly fit for 

environment monitoring and control, especially in buildings, agricultural fields, 

rescue and safety systems, and more generally applications where the installation and 

maintenance of a network infrastructure is not practical. 

While the clustered topology proved to minimize the traffic in any configuration, 

the impact of the number of nodes on the ZigBee network could not be studied due to 

a limited number of nodes available. A description of the principle of operation and 

fundamental modules of a Home Ambient Intelligent system has been proposed, but 

only the most fundamental and critical modules have been studied and validated due 

to the limited scope of this project. 

7.3 WACNets for Home Ambient Intelligent Systems 

The real-world application developed in this work is designed to use the WACNet 

at its full capacity. The Home Ambient Intelligent system which was used as a case 

study for WACNet required intensive computation to perform the learning algorithm, 

and constant communication in a one-to-many points. The WACNet successfully 

provided the resources necessary for the execution of this demanding application. The 

major strengths of the WACNet for this application were identified as follows: 

1. Low cost of the overall solution, especially with the use of “off-the-shelf” 

components. 

2. Simplicity of installation and use, achieved through learning algorithms, self-

organization and self-healing network. 

3. Clustered topology allowing a natural distribution of the task, faster processing 

and battery lifetime maximization. 

4. Ability to function without a central coordinator. 
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This study has not considered the constraints of consumption and size of the nodes. 

The nodes developed for this research were designed for convenience of 

experimentation, and not to minimise their physical size. There were no tests carried 

out to measure the power consumption of the nodes. This was not practical in the 

deployed experimental rig as the nodes were designed for study of the temporal 

aspects of the WACNets rather than power consumption.  

7.4 Validation Process 

A series of computer simulations were carried out to examine characteristics of the 

WACNet concept. The capabilities of the nodes and the effectiveness of the selected 

network topologies were verified during validation. In the final stage of the process, 

the performances of the learning algorithm (normally intended for resourceful 

systems) on a group of WACNet nodes was verified. 

The validation process was carried out in three stages. The first one was a 

benchmark test of the upgraded node, using two nodes and various measuring 

instruments. This test mainly focused on determining the performances of the ZigBee 

modules. The second test used a purpose-built JAVA Discrete Event Simulator to 

verify the validity of the WACNet topology. The program ran simulations of the 

WACNet in clustered and other common topologies, for comparison purposes. The 

final test was a real-life test of the WACNet, using five nodes developed for this 

project, fulfilling the learning task required to realize a Home Ambient Intelligent 

system. 

The validation process proved that the ZigBee standard is indeed well suited for 

WACNets. It offers adequate communication speed and is designed for cluster 

topology networks. ZigBee is also a standard open protocol, supporting the 

heterogeneous nature of this type of network. Another main advantage over Bluetooth 

is the full implementation of all aspects of routing in the protocol stack.  

The simulations proved that the clustered topology is more efficient than the two 

other topologies considered (i.e. star and mesh topology), for the task presented. The 

results of the simulation validated the cluster topology, and also determined the 
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influence of the number of node per clusters variable on network efficiency and 

throughput. The experiments thoroughly explained the influence of the number of 

nodes per cluster on the network’s performances and concluded that the value of this 

parameter had to be determined and adjusted based on the requirements of each 

particular application. 

Finally, the real-life application proved the suitability of the platform to run an 

algorithm requiring significant levels of communication and computation considering 

a microcontroller-based platform. The network performed well for several hours, 

continuously communicating and performing the algorithm with a relatively high 

refreshing rate. This test also revealed interesting aspects of running soft computing 

algorithms on a distributed network of nodes with a limited computational capacity 

and small memory size. 

7.5 Future Work 

The complete development of a commercially viable Wireless Ad-Hoc Control 

Network is a long term project, and many questions still remain unanswered at the 

end of this study. The work carried out in this thesis has provided essential 

information on the potential of WACNets for real-life applications. Nevertheless, in 

order to reach a complete and commercially-viable system, further study should focus 

on the following areas. 

a) The performances of ZigBee under heavy network loads should be 

assessed. This can be done with a network simulator. This step should 

focus on metrics such as throughput, delay per hop and packet losses with 

size and configuration of the WACNet as parameters. 

b) This study has demonstrated that the memory size of the WACNet nodes is 

not suitable for control tasks which require the storage of large amounts of 

data. Further development should be done to overcome this hardware 

limitation. 
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c) A miniaturized WACNet node must be developed. This will determine 

whether or not a WACNet node can be reduced to the size of a low-cost, 

small-size chip to be fitted in various appliances. 

d) The battery lifetime of a miniaturized WACNet should be studied. A major 

requirement of the WACNet is to necessitate minimal maintenance. A 

section of the WACNet research should be dedicated to quantization and 

possibly reduction of the node’s energy consumption. 

This study also introduced the concept of Home Ambient Intelligent system for 

energy consumption management purposes. The fundamental concepts and 

architecture were presented, but there are further developments required before a 

commercially viable system is produced, including: 

a) The performance of the learning algorithm with a larger number of nodes 

and real-life data should be verified instead of machine-generated data. 

b) Policies and policy agents should be developed. 

c) The Home Ambient Intelligent system in a real-life setup should be 

examined. 
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Appendix A: Human to Machine Interface 

 

 

Figure A-1: View of the WACNet nodes on the HMI applet 
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Figure A-2: Screenshot of the “Frame creator” utility on the HMI applet. 
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Figure A-3: View of the HMI’s console. This displays and explains all the frames 

transiting through the bridging node 

 



 

166 
 

Appendix B XBee ZigBee Chips Datasheet 
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Appendix C ATMEL ATMEGA 32 Datasheet 
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