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Abstract

Content-based retrieval is based on the premise that the similarity measures in the
feature space accord well with visual perceptual similarity. Furthermore, the query-
by-example paradigm assumes that the query concept is well specified by the user
via the example image supplied. The inadequacy of these assumptions has led to
the development of several similarity measures and visual features that capture and
describe colour, texture and edge information in images. The simultaneous use of
multiple features, relevance feedback and more recently and the use of multiple example
images in specifying the query are attempts to improve the accuracy at which the query
concept can be captured. Results obtained so far are still far from the ideal because
of inadequate knowledge of the human perceptual processes and this leads to the so
called ”Semantic Gap”.

This thesis proposes a multi-image query-by-example content-based image retrieval
scheme in which the significance of the components of feature vectors (intra-level)
and the significance of the selected features (inter-level) are estimated through weight
computation. These weights are used in calculating the feature distances and visual
similarity between the query images and the database images. The hypothesis is that
by incorporating the significance of features at both levels, the weighted visual simi-
larity measure will yield improved retrieval performance (precision and recall rates).
The model of the weight estimation and assignment is developed and experiments are
conducted to validate the hypothesis. On average the proposed method improved the

precision and recall rates in retrieval tasks on a database of natural images.



Acknowledgements

This work would not have been carried out so smoothly without the help, assistance

and support of a number of people. I would like to thank the following people:

e My supervisor, Dr. Lei Ye, for always having a moment to spare, as well as

inspiring and motivating me throughout my period of study.

e My co-supervisor, Prof. Philip Ogunbona, for sharing his knowledge without

reservation, and for his patient guidance.

e Masters student, Jiangiang Wang, for his great help and support with my im-
age database collection. He collected many digital images that I used in my

experiments.

e Masters student, Ling Meng, for discussing various issues and for sharing ideas.
He made this period of hard work interesting and relaxing. Special thanks go to

Ling for his inspiration.
e My parents, for their endless love and support in my life.

e All the people who supported my image database building work, for their kind-

ness, images and dedication of time.

e Last but not least, I wish to thank my Bo for her boundless love, support and
care throughout my degree. I will never forget those days where she took care of

me when [ was sick and lying in bed.

vi



Contents

Abstract v
Acknowledgements vi
1 Introduction 1
1.1 Main Trends in Image Retrieval . . . . . . . .. .. .. ... ... ... 1

1.2 Statement of the Problem . . . . .. .. ... ... ... ... ... 2
1.3 Goals of the Research . . . . . . ... .. ... ... ... .. ..., 4
1.4 Contributions of this Research . . . . . . .. .. ... .. ... ... .. 4

1.5 Thesis Organization . . . . . . . .. ... ... ... 6

2 Literature Review 8
2.1 Imtroduction . . . . . . ... 8
2.2 Text-Based Image Retrieval . . . . . . ... ... .. ... ... .... 10
2.3 Content-Based Image Retrieval . . . . ... ... ... ... ... ... 12
2.3.1 CBIR Overview . . . . . . . .. 12

2.3.2 Query-by-Example . . . .. ... oo 14

2.3.3 Single Image Query Approach . . . . . ... .. ... ... ... 16

2.3.4 Multiple Image Query Approach . . . . . . ... ... ... ... 45

2.3.5 Some CBIR Systems . . . ... ... ... ... ......... 53

2.4 Comparative Analysis . . . . . .. ... L 59
2.4.1 Similarities Between Image Retrieval Approaches . . . . . . .. 59

vii



2.5

2.4.2 Differences Between Image Retrieval Approaches . . . . . . . .. 60

Chapter Summary and Conclusion . . . . . ... ... ... ...... 63

Automatic Weight Assignment Scheme for Image Retrieval Systems 65

3.1 Imtroduction . . . . . . . .. L 65
3.2 Multi-Image Query Model . . . . . . . ... .o 67
3.3 Intra-Level Weights Modification Model . . . . . . .. ... ... ... 71
3.3.1 Imtroduction . . . . . .. ... 71
3.3.2 Related Work . . . . .. ..o 72
3.3.3 Proposed Approach . . . . . . . ... ... ... .. ... ... . 74
3.4 Inter-Level Weight Modification Model . . . . . . . .. ... ... ... 76
3.4.1 Introduction . . . . . .. ... 76
3.4.2 Related Work . . . . . . .o 7
3.4.3 Proposed Approach . . . . . . .. ... 81
3.0 Experiments . . . . . .. ... 82
3.5.1 Setup . . ... 82
3.5.2  Single Image Query compared with Multi-Image Query . . . . . 85
3.5.3 Intra-level Weights Modification . . . . . . . . ... . ... ... 86
3.5.4 Inter-level Weights Modification . . . . . . . .. ... ... ... 114
3.6 Chapter Summary and Conclusion . . . . ... .. .. ... .. .... 121
Applications of Multi-Image Query CBIR 125
4.1 Introduction . . . . . . . .. L Lo 125
4.2 An Application of Multi-Image Query CBIR . . . . . . ... ... ... 125
4.2.1 System Overview . . . . . . . . . . ... 125
4.2.2 System Structure . . . . . . . .. ... 126
4.2.3 Demonstration . . . .. . ... oL 128
4.3 Chapter Summary and Conclusion . . . . ... ... ... ... .... 134

viil



5 Summary, Conclusion and Further Work 136

5.1 Introduction . . . . . . .. ... 136
5.2  Thesis Summary and Conclusion . . . . . ... ... .. ... ... .. 137
5.3 Further Work . . . . . . . .. ..o 138
Bibliography 140

1X



List of Tables

2.1
2.2

3.1
3.2

4.1
4.2
4.3
4.4
4.5
4.6

Semantics of the histogram bins of the EHD [118] . . . .. .. ... .. 27
Edge detectors and filters [118] . . . . . . ... .. ... L. 28
Query A: feature weights . . . . . . . ..o 114
Query B: feature weights . . . . . . ... ..o 121
Five cars’ combination weights . . . . . . .. ... ... 129
Three different color cars’ combination weights . . . . . . . . .. .. .. 129
Three similar color cars’ combination weights . . . . . . . . .. .. .. 130
Five flower’s combination weights . . . . . . . . .. ... ... ... .. 131
Three similar color flowers’ combination weights . . . . . . . . .. ... 132
Three different color flowers’ combination weights . . . . . . .. .. .. 132



List of Figures

2.1
2.2
2.3
2.4
2.5
2.6
2.7
2.8
2.9
2.10
2.11
2.12
2.13
2.14
2.15
2.16
2.17
2.18
2.19
2.20
2.21

Image retrieval overview . . . . . . . . ... 9
Categorization of the image retrieval approaches. . . . . . . . . .. .. 10
Overview of CBIR systems [120] . . . . . . . ... ... ... ... ... 12
Intra and Inter level searching [106] . . . . . .. . ... ... ... ... 14
An example of an inner annular region . . . . . .. ... ... 17
An example of 2 x 2 grid [124] . . . . . .. ... 18
Two iso-colour planes with differing amounts of structure [118] . . . . . 19
HMMD colour space [118] . . . . . . .. ... ... ... .. ...... 20
An example of a Region-Based Shape Descriptor [118] . . . . . . . . .. 23
An example of a Contour-Based Shape Descriptor [118] . . . . . . . .. 23
Original shape region [102] . . . . . . . . . ... ... ... ... ... . 25
A reordering example of an 8 x 8 DCT block [48] . . . ... ... ... 25
Computing the Edge Histogram Descriptor [118] . . . . . . . . . . . .. 26
Segments of sub-images for semi-global histograms [118] . . . . . . . . . 29
An example of fuzzy attributed relational graphs [58] . . . . .. .. .. 32
UFSC overall structure [60] . . . .. ... ... ... ... 34
Diagram of neural network [152] . . . . . . ... ... ... ... 36
The retrieval process [112] . . . . . . ... ... Lo 38
Conceptual functionality of the query-feedback algorithm [46] . . . . . 39
Overall structure of query-feedback system [46] . . . . ... ... ... 40
Semantic network [73] . .. ... oo 41

X1



2.22 The hierarchial searching of the query results [88] . . . . . . .. .. .. 44

2.23 Indexing and retrieval of 2D arbitrary shapes [141] . . . . ... .. .. 44
2.24 Single-image query vs. multi-image query [50] . . . . . .. ... .. .. 46
2.25 Component-based image retrieval using multiple query images [131] . . 48
2.26 Concept of the new feature space transform [86] . . . . . . ... .. .. 49

2.27 Semantically related images are scattered in several visual clusters [52] 50

2.28 Retrieval by query centre of multiple queries [52] . . . . . . . .. .. .. 52
3.1 Sample query . . . . . . .. 84
3.2 Sample ground truth . . . . .. ..o 84
3.3 Comparison of CSD results . . . . . . . .. . ... ... ... ...... 86
3.4 Comparison of CLD results . . . . . .. .. ... ... ... ...... 87
3.5 Comparison of SCD results . . . . . . ... .. ... .. ... ...... 87
3.6 Comparison of HTD results . . . . . ... .. ... .. ... ...... 88
3.7 Comparison of EHD results . . . . . .. ... ... .. ... ...... 88
3.8 Comparison of all descriptors’ results . . . . . . .. .. ... ... ... 89
3.9 Comparison of multi-feature (CSD & EHD) results . . . . ... .. .. 89
3.10 Comparison of CSD results . . . . . . . . . .. ... .. ... ...... 91
3.11 Comparison of CLD results . . . . . . . .. ... ... ... ...... 92
3.12 Comparison of SCD results . . . . . . . ... ... ... ... ... 93
3.13 Comparison of HTD results . . . . . ... ... .. .. ... ...... 94
3.14 Comparison of EHD results . . . . . .. ... ... .. ... ...... 95
3.15 Comparison of Multi-feature (CSD & EHD) results . . . . ... .. .. 96
3.16 Query A: three yellow butterflies . . . . . ... ... ... ... .... 97
3.17 Query A: ground truth . . . . .. ..o 97
3.18 Query A: feature vector . . . . . ... 98
3.19 Query A: feature vector’s mean and std . . . . . ... ... ... .. .. 99
3.20 Query A: feature vector’s weights . . . . . ... ... oL 100
3.21 Query A: method Aresults. . . . .. ... ... L. 101

X1l



3.22 Query A: method Bresults. . . . . ... ... ... ... ... ... 102

3.23 Query A: method Cresults. . . . . . ... ... .. ... .. ...... 103
3.24 Query A: performance comparison . . . . . . . . .. ... 104
3.25 Query B: three yellow butterflies. . . . . . . .. .. ... ... ... .. 105
3.26 Query B: ground truth . . . . . ... ... oL 106
3.27 Query B: feature vector . . . . . .. ..o 107
3.28 Query B: feature vector’'s mean and std . . . . . .. ... 108
3.29 Query B: feature vector’s weights . . . . . . ... ... ... .. 109
3.30 Query B: method A results . . . . . . .. .. ... 110
3.31 Query B: method Bresults . . . . . .. .. ... ... ... ... ... 111
3.32 Query B: method Cresults . . . . . .. .. ... .. ... ... 112
3.33 Query B: performance comparison . . . . . . ... ... ... L. 113
3.34 Comparison of CSD & EHD results . . . . . .. ... ... ... .... 115
3.35 Comparison of CSD & HTD results . . . . . . . .. .. ... ... ... 116
3.36 Comparison of CSD , SCD , EHD & HTD results . . . . . ... .. .. 117
3.37 Comparison of SCD , CLD , EHD & HTD results . . . . ... ... .. 118
3.38 Query A: equal weights results (top 20) . . . . . .. . ... ... .. .. 119
3.39 Query A: proposed weights results (top 20) . . . . . .. ... ... 120
3.40 Query A: performance comparison . . . . . . . . ... ... 120
3.41 Query B: equal weights results . . . . . . . ... .. ... 0. 122
3.42 Query B: proposed weights results . . . . . . ... ... ... ... ... 123
3.43 Query B: performance comparison . . . . . . . .. ... ... 124
4.1 CBIRS: system overview . . . . . . . . . .. .. 126
4.2 Fivecars . . . . . . . .. 128
4.3 'Three cars in different color . . . . . . . .. ..o 129
4.4 Three cars in similar color . . . . . . .. ..o 130
4.5 Fiveflowers . . . . . . .. 131
4.6 Three similar color flowers . . . . . . . . .. ... L. 132

xiil



4.7 Three different color flowers
4.8 Sample E: walking people
4.9 Sample F: baldheaded man

representing . . . . ... ... L.

Xiv



Chapter 1

Introduction

1.1 Main Trends in Image Retrieval

As the usage of digital images in fields such as advertising, education, commerce, in-
dustry and even personal albums is rapidly expanding, image retrieval has recently
become an active research area in terms of swift and effective utilisation and manipu-
lation of these digital images. Currently, there are two main trends in image retrieval:
text-based and content-based.

In the text-based approach, text and alphanumeric symbols are employed to de-
scribe images and submitted to the search engine as a query. The main advantages
of this approach are: 1) the speed of the search is improved by exploiting techniques
such as data modelling, multidimensional indexing and query evaluation method [12];
2) users’ semantic expectations in each query can be presented explicitly and easily
by keywords; and 3) it is easy to construct and manage queries by utilizing standard
query languages such SQL. Several text-based image retrieval systems [4][?][38] have
been implemented and deployed in practice. However, the drawback of these systems
can be early recognized. First, the task of annotating the database is labour intensive
and secondly the annotation could be highly subjective. A new approach is therefore
required to overcome these drawbacks.

The content-based approach has been proposed to address the shortcomings of text-
based image retrieval systems. In order to eliminate the impact of user subjectivity

in manual image annotation, it is proposed that the visual characteristics of images
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are used to replace the text annotation in image retrieval. By employing these vi-
sual characteristics, or so-called low-level features, such as colour, shape and texture,
images are represented and retrieved according to the feature vectors. Content-based
approach can search and retrieve images according to their visual characteristics, and
has produced very promising results.

The performance of retrieval systems is usually measured in terms of precision
and recall. Precision (P(k)) is the ratio of number of relevant retrieval images to the
total number, k, of retrieval images. Precision is an indication of the efficiency of the
retrieval. Recall is the proportion of desired results retrieved within all the relevant

images.

1.2 Statement of the Problem

Content-based approach to image retrieval combines computer vision and information
retrieval techniques and provide an effective retrieval systems. A review of the litera-
ture shows that most content-based image retrieval systems can achieve a considerable
satisfaction level, around 70 percent precision when the recall is 100 percent. However,
some issues still exist.(Yu:01) Currently, the main challenges in the content-based im-
age retrieval systems are the so called ”Semantic Gap” between the low-level features

and the high-level semantic concepts.

”Semantic Gap” between Low-level Feature and High-level Concept

In the content-based approach, images are represented and retrieved according to their
low-level features. However, sometimes, similar visual characteristics cannot always
guarantee a satisfactory retrieval result. The observation can be explained by the so-
called ”Semantic Gap” between the low-level feature and the high-level concept. Since
the machine performs very poorly in mapping the visual feature to the perceptual
concept, it cannot really "understand” the users’ query in terms of semantic concept

and expectation. Therefore, a visually similar result may be very different from users’
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requirement and expectation. Sometimes, the user has in mind a concept so abstract
that he himself does not know what he wants until he sees it. At that point, he
may want images similar to what he has just seen or can envision. Again, however,
the notion of similarity is typically based on high-level abstractions, such as activities
taking place in the image or evoked emotions. Standard definitions of similarity using
low-level features generally will not produce good results. In reality, the correspondence
between user-based semantic concepts and system-based low-level feature is many-to-
many. That is, the same semantic concept will usually be associated with different sets
of image features. Also, for the same set of image features, different user could easily
find dissimilar images relevant to their needs, such as when their relevance depends
directly on an evoked emotion.(Li:03) For example, by using only the colour feature
for retrieval, an image of a ”yellow flower” will most likely be deemed to be similar to
the image of a "yellow car”. Therefore, in order to improve the retrieval performance

of the content-based approach, this kind of ”Semantic Gap” must first be bridged.

Effective Low-level Feature Similarity Measurement

As images are represented by feature vectors in the content-based approach, the visual
similarities between images are measured by calculating the distance between their
corresponding feature vectors. Therefore, an effective low-level feature similarity mea-
surement could improve retrieval performance. Both linear and non-linear similarity
measures can be used to obtain the distance value. For the non-linear approach, met-
rics employing fuzzy, probability and statistical techniques are common, and for the
linear approach, the weighted Fuclidean distance or City Block distance can be used.
For the linear approach in particular, the weights for the distance calculation can also
be adjusted by users or applications. The issue of how to create an effective low-level
feature similarity measure that combines visual characteristics and the subjectivity of

human perception is a key research area in image retrieval.
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Combination of Multiple Low-level Features

In the content-based approach, multiple low-level features can be combined in order
to achieve a accurate retrieval result. Referring to the example mentioned earlier,
if both colour and shape features are used in the retrieval process, the image of a
"yellow flower” can easily be distinguished from the image of a ”yellow car” because
of the different characteristics of shape between a "flower” and a ”car”. Following this
approach, several content-based image retrieval systems, that combine multiple low-
level features, are proposed (section 2.3.3). However, the retrieval results from single
low-level features cannot be easily combined in order to improve retrieval performance.
Several reasons could be adduced for this: 1) the physical meaning of each low-level
feature is unique, and therefore the process of combination should not only employ a
set of mathematical operations, but also possess a physical interpretation; 2) the range
of distance values among low-level features vary, therefore a suitable normalisation
strategy should be applied in advance; and 3) a user’s perceptual subjectivity and
expectations should also be considered in the process of combining low-level features

in order to satisfy both visual and semantic requirements.

1.3 Goals of the Research

A number of problems have been highlighted in the previous section. Perhaps the most
important is how to capture the query concept from users. Query-by-example has been
shown to be successful in the literature [109]. This paradigm allows the users to pose
their query by selecting images similar to the target. In this thesis the emphasis is on
how to employ multiple images in improving the query posed in a query-by-example

retrieval scenario.

1.4 Contributions of this Research

The main contributions of this thesis are:
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1. According to the experimental results on the real-world image database, two
(Colour Structure Descriptor and Edge Histogram Descriptor) of six MPEG-7
visual descriptors are selected as the most effective descriptors for real-world

image retrieval using combined multiple features.

2. By employing the multi-image query approach, a novel method to modify weights
for distance measurement between images in the content-based image retrieval
area is proposed. Usually, a descriptor is represented in the form of a vector and
the similarity between images is the distance between the vectors. In the proposed
approach, by analysing the relationships between the components of vectors from
the query images, the salient features of the query images can be captured. Fur-
thermore, by employing both the mean and the standard deviation, the weight
for each component in the distance calculation is modified dynamically according
to the significance of the component in the feature vector. Experimental results

illustrate the effectiveness of this approach.

3. Usually, a single descriptor is not comprehensive enough to imitate a human’s
visual system, since a human perceives an image from all aspects of its visual
characteristics, including colour, shape and texture. Therefore, multiple features
are usually combined in order to improve retrieval performance. In this the-
sis, a novel approach to modifying features” weights for the Linear Combination
Method is proposed. According to the query images submitted by a user, both
the similarities and differences between the queries for each descriptor are anal-
ysed and compared. The features whose characteristics are similar within the
query will be considered as significant features, while others are non-significant
features. According to the extent of its significance, each feature will automati-
cally be assigned a suitable weight value for combination. In general, the more
significant a feature is, the higher the allocated combination weight value will be.
Experimental results demonstrate that the proposed approach outperforms the

equal weight approach.
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4. A Content-Based Image Retrieval System (CBIRS) is built based on the MPEG-7
Visual Descriptors. CBIRS supports both single and multi-image query searches.
CBIRS supplies five descriptors for image searching and users can also select one
or more descriptors during the retrieval process according to their interests. In
the case of multi-image and multi-feature based image retrieval, CBIRS can dy-
namically modify feature components’ weights and combination weights as well.
As shown in the experiments, the retrieval results are closer to users’ expectations

by employing weights modification as proposed.

1.5 Thesis Organization

Each chapter starts with an introduction and background material, and concludes with

a summary. The contents of the chapters are summarised below.

Chapter 1 introduces the research topic, its main goals, and provides research con-

tributions related to the thesis.

Chapter 2 is a literature review of the key concepts and major research in the area
of image retrieval. From the point of view of techniques, image retrieval is subdi-
vided into several techniques, such as text-based, single feature, multiple feature
and multiple image query. For each of these techniques, a detailed introduction
and evaluation are presented. Several existing content-based image retrieval sys-
tems are also discussed. Finally, a comparative analysis is presented to summarise

both the differences and similarities among the techniques.

Chapter 3 introduces a new approach for weights modification. This approach is
based on the multiple image query. By employing both first and second moments
of the row and column vectors of the feature matrix, the relationships between
features and their components are analysed and the significance of features are
estimated. The weights used in the distance computation is dynamically mod-

ified. Experimental results show the improvement that can be gained through
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the proposed method. On average the precision ratio is increased by 10 percent

comparing with constant weights approach.

Chapter 4 introduces the application of proposed methods to multi-image query
CBIR system: CBIRS and Impressio. Example are presented to show how the

system works. The effectiveness of the systems is then discussed.

Chapter 5 summarises the thesis and draws some conclusions. Some new directions

for further work are discussed in this final chapter.



Chapter 2

Literature Review

2.1 Introduction

Recent advances in semiconductor technology have resulted in the available of high
quality CMOS and CCD image sensors, and the various image capture and generation
devices. At the same time, both commercial and government agencies have found the
advantage of being able to capture, transfer and store vast amount of visual data. This
trend has been facilitated by the ubiquitous Internet. There is also the visual data
that are generated by the average consumers for personal and entertainment usage.
Attending these developments is the issue how to manage the accumulated data in
terms of annotation, indexing and retrieval.(Yu:02)

A picture is worth a thousand of words. Therefore, undoubtedly, the use of dig-
ital images promoted a more efficient and convenient approach for the exchange of
information. However, as a result of development in information transfer and storage
techniques, gigabytes of new image information are being generated, stored and trans-
mitted on PCs and the Internet every day [35]. It is very difficult, therefore, to access
and retrieve these digital images without an appropriate scheme. In order to achieve
more efficient image browsing, searching and retrieval results, image retrieval research
has become a central theme in digital image organisation. The challenge of how to
promote a new retrieval approach or modify existing strategies to improve retrieval
performance thus became the goal faced by researchers.

In Figure 2.1, an overview of the image retrieval is given. In general, the image
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Figure 2.1: Image retrieval overview

retrieval process contains four steps as follows:

1. The user extracts and summarises his/her ideas which include both semantic
and visual perception firstly, then represents them in forms of keywords [38] ,

Sketched queries [12], example [106] or multi-example [157] as the Query.

2. The Query is submitted to the Image Search Engine in forms of text [38],

feature vector [2], region-of-interest [135] or multiple representations [52].

3. The Image Search Engine, according to the Query submitted by the user,
searches and retrieves images in the Database. This Database can be an image
database or meta data database. Different retrieval strategies could be employed
in order to achieve a satisfactory retrieval performance, such as multiple feature

strategy [123], neural network strategy [69] and relevance feedback strategy [112].

4. The retrieval results with different strategies are gathered and ranked as the final
retrieval result and returned to the user. Methods such as linear function [49],
fuzzy logic function [139] and Combining Multiple Experts (CME) [51] can be

used to generate the final retrieval result.

In the following sections, some of the major approaches towards image retrieval,
from well-known text-based image retrieval methods to the more recent multi-image
query content-based image retrieval approach, will be introduced. Figure 2.2 depicts

a categorization of image retrieval techniques that will form the basis of subsequent
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discussion. For each technique, the principle, some retrieval systems and evaluation are
presented. Also, a detailed comparative analysis is presented to illustrate the advan-
tages and disadvantages of the various image retrieval approaches. In the conclusion,

a summary is given and the problems and gaps are highlighted.

— Colour Based

—  Text-Based

— Single Feature Shape Based
Single Grou —
¢ P — Texture Based
Image Retrieval —
Multi-Image
Query
Multi-Group
— Content-Based [— Linear
| Combination
Single Image e .lrlun;__il‘:e_ar
Query Combination
— Multi-Feature Neural Network
] Relevance
Feedbacks
—1 Region Based

Figure 2.2: Categorization of the image retrieval approaches.

2.2 Text-Based Image Retrieval

Early image retrieval techniques were only focused on index searching or keywords
matching of the text that somehow refered to the image, and were referred to as text-
based image retrieval [35][105][108]. In [38], Guglielmo and Rowe developed an image
retrieval system for the Naval Air Warfare Center Weapons Division of Canada. In this

system, search processing was based on descriptive captions of the image. Through
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decomposing and analysing the text given by the user, the system could locate the
captioned image in the database. Although this kind of text-based system can solve
the problem of searching images according to captions in the database, it nevertheless

still has limitations in terms of both the image database and the user input.

e The major limitation in terms of the image database is image annotation. Since
the text-based retrieval locates the target through matching keywords, the image
database is thus required to be annotated beforehand. However, when considering
the effort associated with manual annotation, the problem of annotation becomes

an issue with large database.

e Another issue is that the task of describing image content is highly subjective.
The perspective of textual descriptions given by an annotator could be different
from the perspective of the user. A picture can mean different things to different
people. It can also mean different things to the same person in different circum-
stances. Furthermore, words used to describe content can vary from one person
to another [40]. Therefore, the user is often required to remember valid words
(i.e., keywords), how these keywords correlate with the concepts that he or she

wishes to find, and how the keywords may be combined to formulate queries.

e According to the principles of text-based image retrieval, this kind of retrieval
strategy cannot in fact be deemed as image retrieval but just a text or keywords

search engine.

e Lastly, images are very rich in content, but text may be not rich enough to
describe images. Therefore, the text-based image retrieval strategy cannot be

expected to always achieve a satisfactory retrieval performance.

In order to overcome the drawbacks of text-based retrievals outlined above, content-
based image retrieval emerged in the early 1990s as a promising means to describe and

retrieve images [119].
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2.3 Content-Based Image Retrieval

This section gives a detailed introduction to Content-Based Image Retrieval (CBIR).
First, the structure of CBIR is introduced. Then, both the single image query and
multiple image query approaches are discussed and compared. Furthermore, a number
of representative content-based image retrieval systems are introduced to describe some

of the basic ideas in CBIR and highlight their distinct characteristics.

2.3.1 CBIR Overview

Plesae see print copy for Figure 2.3

Figure 2.3: Overview of CBIR systems [120]

In contrast to the text-based approach, content-based image retrieval systems allow
users to search for images by forming queries based on descriptors extracted from
images or associated with the images. As shown in Figure 2.3, users usually have
an idea of a proposed image in their mind. CBIR systems allow users to express
a description of this objective image with a suitable query based on similarities in
terms of semantic features, structure, and visual appearance. Typically, according to

[120], CBIR systems allow users to form queries in one or more of the following ways

[108][105]:
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e by selecting or providing an example image;
e by graphically sketching a query image;
e by expressing the query in a structured query language such as SQL;

e by filling in fields for query-by-example.

Once a user submits a query, the system will search images in the database according
to the query’s descriptive information and score the images in the database in terms of
their similarity to the query image. Finally, the system will rank the resulting images
based on their similarity scores, such as top-k best match images [51], and return the
resulting images to the user.

In content-based image retrieval (CBIR), images are described according to their
visual content rather than text, using attributes such as colour, texture, and the shape
of objects [128]. Features, which are used to describe the visual characteristics of im-
ages, are automatically extracted from the images by the feature extractor. Therefore,
in content-based image retrieval, the strategy of text-based annotation is discarded
and image retrieval can be applied to a large number of images. Another merit of
content-based image retrieval is the objectivity of the retrieval process. Since subjec-
tive descriptions of images are not used and images are only described according to
their visual features, the retrieval results will thus be more visually similar to the query
image than the results from text-based image retrieval. Lastly, convenience is another
advantage of the content-based image retrieval system. Instead of constructing redun-
dant and perplexing keywords for retrieval precision, users only need to provide the
content-based image retrieval system with a query image, and the system will ensure
that it finds the images that are the most similar to the query in the database.

Nevertheless, content-based image retrieval has some drawbacks. One of them
is that it is difficult to standardise the definition and extraction methods of image
features. Consequently, many different feature descriptors have been developed to
capture aspects of image content. This situation does not promote inter-operability

between content-based image retrieval systems.
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In order to standardise the representation of visual content and interwork between
different retrieval systems, the ISO MPEG Group initialised the ” MPEG-7 Multimedia
Description Language” work item in 1997 [3]. In 2001, the MPEG-7 international stan-
dard was published, which defined standardised descriptions and description systems
and allowed users or agents to search, identify, filter and browse audiovisual content
[84][15]. The visual descriptors were a most important part of the MPEG-7 standard
and could be divided into colour descriptors, shape descriptors and texture descriptors.
By extracting these visual descriptors from images, the characteristics of images could
be presented in a very easy and distinct way and images could be searched and re-
trieved with these descriptors [118][123][45]. The detail information about these visual

descriptors are introduced in later sections.

2.3.2 Query-by-Example

Please see print copy for Figure 2.4

Figure 2.4: Intra and Inter level searching [106]

In general, CBIR contains both intra-level and inter-level search, as shown in Figure
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2.4. At the intra-level, Query-by-Example (QBE) uses low level structural feature
descriptions of the example image to retrieve visually similar images from the database
according to a similarity metric. The performance of the system largely depends on
the feature selected and extracted from the images and the distance metric used to
measure the similarity. The choice of the feature used for similarity retrieval should
reflect the underlying user expectation in the query. Therefore, a correct representation
which can express the users’ expectations and a suitable parameter set for the similarity
calculation is very important. Intra-level search involves comparing each component
in two images to find the similar feature vector, the result indicating the extent of
the similarity between these two images. However, an intra-level search alone is not
enough. In many cases, users’ expectations cannot appropriately be articulated with
only one feature because this can only represent one aspect of the image’s property.
Therefore, an inter-level search is proposed. In order to improve the performance of
retrieval systems, multiple features are proposed to be used in the retrieval process
and individual results are combined together to obtain the final results. An inter-level
search means searching images through all the selected low-level features. Different
visual feature vectors, such as colour, shape and texture, are extracted from the image.
Through comparing these feature vectors, images that hold similar characteristics are
found as a final result[106].

In the next subsection, approaches to content-based image retrieval are subdivided
into several branches and introduced separately. First, depending on the number of
images in the query, the single image query approach and the multi-image query ap-
proach are separated into different branches in content-based image retrieval. For the
single query approach, both single feature and multi-feature approaches are introduced.
In the single feature scheme, the colour, shape and texture-based image retrieval ap-
proaches are evaluated, and in the multi-feature scheme, several approaches are also
introduced to combine multi-features’ results in order to achieve a better retrieval
performance. These methods include linear and non-linear combinations, the neural

network approach, the relevance feedback approach and the region-based approach. For
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the multi-image query retrieval branch, according to how to use the query images, both
the single group and multi-group approaches are evaluated. Finally, through summaris-
ing and comparing these content-based image retrieval systems, both the advantages

and disadvantages of each of them are revealed, respectively.

2.3.3 Single Image Query Approach

Depending on the number of features employed in the system, the single feature and
multi-feature approaches are introduced respectively. In this subsection, content-based

image retrieval with the single image query approach is reviewed.

Single Feature Approach

In this type of content-based image retrieval system, features are used separately. In the
following subsections, some typical content-based image retrieval systems with single

features, such as colour, shape and texture, are introduced and evaluated, respectively.

Colour Feature

We will introduce some colour-based CBIR systems, since colour is the most popular
and widely-used feature in CBIR [119][105][108]. In [143], Wang utilised the Dominant
Colour Descriptor (DCD) in the MPEG-7 visual descriptor [84] to extract the major
colours from images. Since the DCD can only represent images according to their
prominent colours, each image is described by a small number of dominant colour
values and their statistical properties, including percentage and variance [84]. By
comparing the value and percentage of each dominant colour between images, the
degree of similarity between the query image and to-be-judged images in the database
could be estimated. The advantage of this system is that images are retrieved according
to users’ perception of colours by employing the dominant colours in images. The
disadvantage lies in the lack of consideration for the location of each dominant colour.

Hence, images with different colour layouts could be considered as similar. In order to
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overcome this drawback, some descriptors which can provide information about spatial

colour distribution are employed in some other colour-based image retrieval system.
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Figure 2.5: An example of an inner annular region
The distribution density vector is calculated by counting the number of points in each
sector, from the inner annular region to the outer ones and within each annular
region. The vector is: (1,1,0,1,1,0,0,0,2,2,1,1,3,0,2,0,1,1,1,2,2,1, 1,0, 1,
0,0,2,1,0,0,1). [104]

Rao [104] claimed that pixels could be divided into different regions according to
their location. Firstly, a centre pixel is selected and several inner annular regions
are generated surrounding the centre point. Then those inner annular regions are
homogeneously divided into sectors. In order to obtain an image’s spatial information,
this system counts the number of pixels in each sector and gathers them to generate
the spatial feature vector. An example of an inner annular region and feature vector
extraction is displayed in Figure 2.5. Although, this proposed approach could describe
the spatial information of pixels with different colours, without an efficient region
partition and centre pixel location algorithm, however, the retrieval performance of this
CBIR system cannot be guaranteed. For example, if the query image is polychrome
and different colours are mixed together, the retrieval performance will be very low.

In [90], Beng tried to extract information about the spatial distribution of colour
by dividing the image into different single-coloured clusters. For any two to-be-judged
images, only when most clusters with the same colour overlapped in the image space
could these two images be considered as similar. By judging the degree of overlap for

each two clusters with a similar colour, the colour’s spatial distribution is considered
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in the retrieval process. Although this approach takes into account both colour and
spatial distribution for each colour, the issue of the number of clusters and the degree
of overlap makes the system performance very unstable. The performance of the two
approaches in [104] and [90] indicates the need for an efficient region or cluster partition

method.

Please see print copy for 2.6

Figure 2.6: An example of 2 x 2 grid [124]

Instead of dividing images into single-coloured clusters, Stehling [124] divided im-
ages into fixed grids to solve the issue of cluster partition. For each of the grids, the
local colour histogram is extracted together with the grid index. In the retrieval pro-
cess, the colour histogram and index of the grids were compared to judge similarity.
In Figure 2.6, an example image divided into 2 x 2 grids is shown, the index for each
grid being [0,0], [0,1], [1,0] and [1,1] (from left to right, top to bottom). According to
the similarity measurement, the left image is not considered similar to the right one,
because of the different colour histogram in grid [0,1]. Although this system introduced
a very efficient way to partition images and extract spatial information about colour,
it does not, however, consider the size of the image when partitioning images. For
example, the system would perform badly if the dimensions of images in the database
spanned a broad range.

Huang et al. [43] solved this problem by restricting the size of grid but not the
number, and used 3 x 3 or 5 x 5 blocks of pixels. In order to create a comprehensive
representation of colour spatial information, their system extracted both the local

spatial moment histogram and the local directional difference unit histogram from



2.3. Content-Based Image Retrieval 19

images. The former histogram describes the colour distribution in the image through
computing the mean and the standard deviation of the pixel block, while the latter
histogram is used to capture salient changes in different spatial directions in an image.
In the retrieval process, one colour histogram and two colour spatial histograms are
gathered to search images similar to the query. According to the experimental results,
this approach produced a better performance than other colour-spatial based CBIR
systems.

In [136], Tico et al. claimed that the traditional method of colour histogram creation
results in quite a large number of bins with trivial colour differences between adjacent
bins. Therefore, a new method of colour histogram creation is proposed. In contrast to
the traditional method, the proposed approach subdivides a colour space (e.g. RGB,
HSV colour space [83]) into a certain number of bins and then counts the number of
pixels each bin contains. This proposed method is based exclusively on both the hue
component and the intensity component in the achromatic image region. The colour

appearance of the image is described using a relatively small number of bins.

Please see print copy for Figure 2.7

Figure 2.7: Two iso-colour planes with differing amounts of structure [118]

The colour structure descriptor (CSD) represents an image by both the colour dis-
tribution of the image (similar to a colour histogram) and the local spatial structure of
the colour [118]. The additional information about colour structure makes the descrip-

tor sensitive to certain image features which the colour histogram is blind. In Figure
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2.7, we display a pair of images, each of them consisting of two iso-colour planes®. The
left image is highly structured, whereas the right one is less so. The structure of an
iso-colour plane is the degree to which its pixels are clumped together relative to the
scale of an associated structuring element. Each image contains exactly 12 pixels in its
black plane and 13 pixels in its white plane. Hence, they are indistinguishable, based
solely on the information in their two-bin colour histogram. However, their two-bin
CSD descriptors are very different and thus the images can easily be distinguished in
an indexing or retrieval application based on the CSD. The CSD is identical in form
to a colour histogram but is semantically different. Specifically, the CSD is a 1D array

of 8 bit-quantised values,
CSD = hy,(m),m € {1,...,M} (2.1)

where M is chosen from the set 256, 128, 64, 32 and where s is the scale of the associated

square structuring element.

Pleases see print copy for Figure 2.8

Figure 2.8: HMMD colour space [118]

Since the CSD is generated in the HMMD (Hue-Max-Min-Diff) colour space (Figure

2.8), we will first briefly introduce this colour space. The HMMD colour space is closer

IAn image quantised to N colour is composed of N iso-colour planes. The n! plane is the set of
all pixels having the n** quantised colour, n € [1, N].
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to a perceptually uniform colour space. The transform equation between RGB and

HMMD can be formulated as follows [118]:

Max = maz(R,G, B), (2.2)
Min = min(R, G, B), (2.3)
Diff = Max — Min, (2.4)
Sum = (Max + Min)/2, (2.5)
0, Max == Min;
60« (G — B)/Diff, Max==R && G > B;
Hue = { 360+ 60 * (G — B)/Diff, Max==R && G < B; (2.6)

60* (2+ (B—R)/Diff), Max==G;
60 % (44 (R—G)/Diff), Otherwise.

Therefore, a total of five components are identified in this colour space. However, a set
of three components, H, Max, Min or H, Dif f, Sum, is sufficient to form the HMMD
colour space and specify a colour point. The semantics of each component is distinct
and is described as follows. Hue (H € [0° 360°]) specifies one colour family from
another, as in red from yellow, green, blue or purple. Max (Max € [0, 1]) specifies how
much black colour is present, giving a flavour of shade or blackness. Min Min € [0, 1]
specifies how much white colour is present, giving a flavour of tint or whiteness. Diff
(Dif f € [0,1]) specifies how close a colour is to pure colours, giving a flavour of tone
or colourfulness. Finally, Sum (Sum € [0, 1]) specifies the brightness of the colour.

Extraction of a CSD is a three-step process:

1. A 256-bin CS Histogram is extracted from an image represented in the 256 cell-
quantised HMMD colour space. If the image is in another colour space, then it

must be converted to HMMD and re-quantised prior to extraction.

2. If the bins of CS Histogram K (K < 256) is desired, then the bins are unified to

obtain a K-bin CS Histogram.
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3. The values of each of the K bins are nonlinearly quantised in accordance with

the statistics of colour occurrence in typical consumer imagery.

In order to compute the CSD, an 8 x 8 grid window is used. Even though the total
number of samples is kept fixed at 64, the spatial extent of the structuring element
scales with the image size. The following simple rule determines the spatial extent of

the structuring element (equivalently, the sub sampling factor) given the image size:

p = max{0, |logsvVW x H —7.5]}, (2.7)

K =2 (2.8)
E=8xK, (2.9)
where
W, H, image width and height, respectively;
E x E, spatial extent of the structuring element; (2.10)
K, sub-sampling factor.
For similarity matching, the ¢; distance measure D(A, B) can be adopted for two

image histograms A and B, as in the following equation:

D(A,B) = ; \ha(i) — hp(i)], (2.11)

where h4(i) and hp(i) represent the normalised histogram bin values of image A and
image B, respectively. K is from the set {256, 128, 64, 32}.

In addition to the descriptors and approaches mentioned above, many other colour
descriptors have also been introduced in various papers, such as the HSV colour his-
togram [125], the region colour descriptor [128], the colour chromaticity histogram
[137], the colour spatial feature histogram [43] and the fuzzy colour histogram [140]
etc. The MPEG-7 visual standard also defines some colour descriptors that can express
both colour and spatial information, such as the Colour Layout Descriptor(CLD) [53]
and the Dominant Colour Descriptor [144][101][143].
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Please see print copy for Figure 2.9

Figure 2.9: An example of a Region-Based Shape Descriptor [118]

Please see print copy for Figure 2.10

Figure 2.10: An example of a Contour-Based Shape Descriptor [118§]

Shape Feature

Shape is also an important attribute of objects in images and several content-based im-
age retrieval systems have exploited it. In MPEG-7 visual descriptors, both the Region-
Based Descriptor (RBD) and the Contour-Based Shape Descriptor (CBD) [118][10] are
used to describe the shape of the image. In Figures 2.9 and 2.10, two sample images of
the MPEG-7 RBD and CBD are shown. Figure 2.9 gives examples of shapes that can
best be described by shape regions rather than contours. Images contained in either
of the sets (a) and (b) would be rated as similar and dissimilar to the ones in the
remaining sets. For example, the images in set (a) would be identified as being similar
and dissimilar to the ones in set (b). The images in Figure 2.10 are suitable for the
contour descriptor. We can thus see the difference between these two descriptors. The
former takes into account both the shape’s outline and inner content, while the latter
only considers the shape’s contour distribution. The efficiency and application of the
contour shape descriptor was well presented in [124][128].

However, most of the existing shape descriptors are usually either application de-
pendent or non-robust, making them undesirable for generic shape description. For
example, when the shape of the image is a circle, the existing shape descriptors cannot

handle it. Zhang [153] proposed a generic Fourier descriptor (GFD) to overcome this
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drawback of existing shape representation techniques. By employing a modified polar
Fourier transform (MPFT), an image is first transferred into a normal two-dimensional
rectangular image in Cartesian space, because it is much easier to extract shape in-
formation from a normal two-dimensional rectangular image. Then the image’s radial
and angular frequency are extracted from the new image through the polar Fourier
transform. Generally, for any given shape image f(z,y), the MPFT is defined as

follows:

PF(p,0) = ZZ f(r, Qi)ea:p[ﬂﬂ(%p + QTHZQ)] (2.12)

)

where 0 < r = \/[(x —20)2+ (y—w)? < Rand 0; =i(2x/T) (0 < i < T); (x0,y0) is
the centre of the mass of the shape; 0 < p < R, 0 < ¢ <T. R and T are maximum
value of radial and angular. The p and 6 stand for the p'* radial and the 6" angular
frequency respectively. The experimental results indicated that the GFD outperforms
the Zernike Moment Descriptor (ZMD), which has been proposed to MPEG-7 as a

shape descriptor. The properties of Zhang’s method are as follows [153]:
e It captured spectral features in both radial and circular directions;
e It was simple to compute;
e [t was more robust and perceptually meaningful;
e The physical meaning of each feature is clearer.

In [102], a grid-based shape descriptor is used to extract shape features from images.
For a given shape region, a grid consisting of fixed-size square cells is placed over it,
so as to cover the entire shape region as shown in Figure 2.11. By assigning a ”1” to a
cell with at least 25% pixel coverage by the region and a ”0” to the other cells, a cell
map filled with 70” and ”1” is constructed. Then a scan order traversal results in a
binary sequence of 1s and Os as a representation of the shape feature. Using Figure 2.11
as an example, the transfer result should be 700000000 11000000 11110000 01111000
00011110 00011110 00111000 00100000”. According to the approach mentioned above,

the smaller the grid size, the more accurate is the shape representation, although this
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Please see print copy for Figure 2.11

Figure 2.11: Original shape region [102]

is at the cost of more storage and computation requirements. Furthermore, a scale
and rotation normalisation is carried out to make the representation invariant to scale
and rotation. According to the experimental results, the grid-based shape descriptor

exceeds the performance of the region-based approach in both [72][103].

Texture Feature

Please see print copy for Figure 2.12

Figure 2.12: A reordering example of an 8 x 8 DCT block [48]

Texture feature is another alternative choice for the content-based image retrieval

system [130]. In [48], in order to represent the DCT coefficients C'(u, v) within an N x N
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block in a multi-resolution form, the coeflicients were firstly reordered into (3log2/N+1)
multi-resolution sub-bands as shown in Figure 2.12. Then, by applying equations 2.13,
2.14 and 2.15, the mean p;, standard deviation o; and energy FE;, corresponding to each
DCT coefficient sub-band were calculated. Finally, by using pu;, 0; and E; as feature
components, the texture feature vector could be constructed as in equation 2.16. By
comparing the feature’s components, the dissimilarity between the textures of an image

could be judged.
pi= [ [ 18w, p)lddy (2.13)

ot = [ [USi(w,y)] - il *dady (2.14)
Ei= [ [ 18w,y *dedy (2.15)

f - [MOa 0g, EOa H1,071, E17 RIS uloggN; UloggN7 EloggN] (216>

Please see print copy for Figure 2.13

Figure 2.13: Computing the Edge Histogram Descriptor [118§]

The Edge Histogram Descriptor (EHD) [118][1][74][145] adopted by MPEG-7, is a
representation of local edge distribution in images. Specifically, by dividing the image
space into 4 x 4 sub-images, as shown in Figure 2.13, the local-edge distribution for
each sub-image can be represented by a histogram. The S;(z,y) is the value of pixel

at point (x,y). fis the set of the mean (i), the deviation (o) and the energy (E) for
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Please see print copy for Table 2.1

Table 2.1: Semantics of the histogram bins of the EHD [118]

each pixel of the image. Edges are broadly grouped into five categories: the vertical,
horizontal, 45° diagonal, 135° diagonal and the nondirectional edge. Therefore, a total
of 5 x 16 = 80 histogram bins are required. These bins are non-uniformly quantised
using 3 bits/bin, resulting in a descriptor of 240 bits in size. The semantics of the
80-bin EHD are summarised in Table 2.1.

To compute the edge histograms, each of the 16 sub-images is further subdivided
into image blocks. The size of these image blocks is associated with the image size and
assumed to be a power of 2. The number of image blocks per sub-image is kept constant,
independent of the original image dimensions, by scaling their size appropriately. Five
edge detectors (four directional selective detectors and one isotropic operator as shown
in Table 2.2) are then applied to each of the blocks, treating each block as a 2 x 2 pixel
image. Those image blocks whose edge strengths exceeds a certain minimum threshold
are used in computing the histogram. If the maximum of these edge strengths exceed
a certain preset threshold, then the corresponding image block is considered to be
an edge block. An edge block contributes to the edge histogram bins. Each of the
image blocks labeled as edge blocks contribute to the appropriate bin of the histogram
descriptor. These values are normalised to [0,1]. A nonlinear quantisation of the bin
values results in a 3 bits/bin representation.

The 80 bins of the local-edge histogram in Table 2.1 are the standardised normative
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Please see print copy for Table 2.2

Table 2.2: Edge detectors and filters [118]

semantics for the EHD. Nevertheless, local-edge histograms alone may not be sufficient
for an effective image matching. Some global-edge distributions, as well as the local
ones, are therefore used. Specifically, edge distribution information for the whole image
space, and some horizontal and vertical semi-global-edge distributions, as well as local
ones, are required to improve the matching performance. The calculations of the global-
edge histograms and semi-global-edge histograms are created easily and directly from
the 80 local histogram bins. For the global-edge histogram, the five types of edge
distributions for all the sub-images are accumulated. Similarly, for the semi-global-
edge histograms, subsets of sub-images are grouped, as shown in Figure 2.14. In this
case, there are 13 different segments. The corresponding edge histograms for each
segment are then generated, using the local-edge histograms. Combining the local, the
semi-global and the global histograms together, one can construct a total of 150 bins
[80bins(local) 4 5bins(global) +65bins(13 x 5, semiglobal)] for similarity matching. For
similarity matching, the ¢; distance measure D(A, B) can be adopted for two image

histograms A and B as in the following equation:

D(A, B) = ZO [ha(i) = hp(i)] +5 x ZO [P (@) — ()] + ZO [PAG0) = R (2.17)

where h4(i) and hp(i) represent the normalised histogram bin values of image A and
image B, respectively. h% (i) and h%(i) represent the normalised bin values for the
global-edge histograms of image A and image B, respectively, which are obtained from
the corresponding local histograms H4(i) and Hpg(i). Similarly, k5 (i) and h% (i) rep-
resent the histogram bin values for the semi-global-edge histograms of image A and
B, respectively. Since the number of bins in the global histogram is relatively smaller
than that in the local and semi-global histograms, a weighting factor 5 is applied in
Formula 2.17.

In [93], Dong et al. employed the EHD in their image retrieval system. In order
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Please see print copy for Figure 2.14

Figure 2.14: Segments of sub-images for semi-global histograms [118]

to improve retrieval performance, they proposed using global and semi-local edge his-
tograms to evaluate the similarity between images. Experiments on test images for
the MPEG- 7 core experiment have shown that the proposed method yields a better
retrieval performance, particularly in terms of semantic similarity.

In addition to all the features mentioned above, some other features could also
be utilised in the content-based image retrieval system. However, irrespective of the
features employed, experimental results have shown that searching images based on a
single feature is inefficient and insufficient. This is because the human visual system
perceives images using several aspects of the visual perception at the same time, includ-
ing colour, shape and texture. Therefore, in order to improve retrieval performance and
make retrieval results approach human expectations, features that represent different

aspects of visual perception should be employed simultaneously to retrieve images.

Multi-Feature Approach

It is apparent that images can be described by several features simultaneously. Such
descriptions are rich and should accord with human perception. However, it is not clear
how humans combine features to achieve both description and observation. Feature
extraction and similarity measures differ depending on the feature under consideration.

It is not a straightforward task to combine them in a retrieval process. The problem
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is that of feature fusion, and several methods have been proposed in the literature. In
the following paragraphs, several approaches to multi-feature usage are introduced in
different subsections, including linear combination, non-linear combination, and neural

networks.

Linear Combination Function

The most common approach to combining features is the Linear Combination Function
(LCF). Let vector d stand for the local distances and w stand for combination weights
that indicate the importance of each feature. The overall distance by combining all

selected features can be calculated by LCF as follows:

D=dxw’, (2.18)
d:[dl,...,di,...,d]], (219)
W= [wy, ..., W, ..., Wy, (2.20)

EI: w; = 1. (2.21)

i=1
In [49], Igbal and Aggarwal employed both colour and texture features in their
retrieval system to improve retrieval performance. Both colour and texture features
are assigned the same importance level for all queries. Although the experimental
results performed better than those for the single feature, it is also found, however,
that the equal weighting or fixed weighting approaches are not robust when considering
the variance in query image and image database. Therefore, in order to make the
retrieval algorithm more robust and flexible, Vadivel et al. did a series of experiments
on their own image database [138] to try to find the relationship between features. A
detailed study of the performance of different combinations of weights to colour (w..)
and texture (w;) on a large image database (28,168 images) showed that the texture
feature weight (w;) in the range of w.40.1 to w. £ 0.2 performed better than the other
combinations, but no more than 10 percent in precision ratio. The maximum precision

ratio is 81 percent. Although the weighting used in [138] was not fixed, the work did
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not present an analytical method of determining the weights. The result quoted in the
work is database dependent.

In order to assign suitable weights to different features automatically, Shao et al.
[117] proposed an automatic feature weight assignment approach based on a genetic
algorithm. First, the problem of weight assignment is transferred into an optimisation
problem. In order to obtain a maximum recall and precision performance [120], in
each generation the best performance feature weighting is kept, and new weighting
is regenerated for all the other features by a crossover method. Finally, the optimal
weight could be generated for each feature. According to the paper [117], the proposed
approach had the ability to assign suitable weighting to different features when com-
bining the retrieval results. However, some drawbacks still exist in this method, which

could be improved as follows:

1. Although suitable feature weights could be assigned in most cases, the genetic
algorithm did not, however, guarantee to find the satisfied solution in certain
rounds by the user. Therefore, in order to avoid infinite iteration, the algorithm

should be terminated automatically after a certain time has passed.

2. The speed performance of this approach is very low. In order to generate an opti-
mal solution, many iterations would be required, so some alternative improvement
could be used to increase the speed, such as initialising the population according

to the feature characteristics or users’ requirements, although not randomly.

In summarising this linear combination approach, we can see some advantages,

which are as follows:

1. It is easy to implement and control, since through changing only the weighting

for different features, the retrieval result can be improved.

2. The physical meaning of weighting is very obvious: a higher weighting standing

for greater importance of the current feature and vice versa.
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Some disadvantages are nevertheless also evident, since users’ visual perception cannot
be easily represented by the linear weighting. In order to mimic users’ visual percep-
tion in the retrieval process, therefore, the non-linear combination approach has been

proposed.

Non-Linear Combination Function

Please see print copy for Figure 2.15

Figure 2.15: An example of fuzzy attributed relational graphs [58]

After taking a different approach based on psychological studies of human visual
perception, Tamura et al. [130] claimed that the linear combination function is not
suitable for feature combination when taking human perception into account. There-
fore, Verma and Kulkarni [139] proposed a fuzzy-neural approach to interpret colour
and texture features first, and then combine the results with neural-fuzzy, fuzzy AND
and binary AND techniques. According to their analysis, the fuzzy-neural approach
provided a significant improvement in performance. Androutsos et al. [60] even pointed
out that retrieval performance may be reduced by some features, so they used fuzzy
aggregation, such as logical AND and OR, to include or exclude some features. How-
ever, these fuzzy approaches mentioned above only apply to the feature combination
level. In [58], Krishnapuram et al. developed a complicated feature extraction and

combination system. First, the image is divided into regions and marked by linguistic
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labels. Then, through employing Fuzzy Attributed Relational Graphs (FARGs), they
use nodes to represent image regions and edges between nodes to represent spatial
relationships between regions. Finally, all images are converted to FARGs and a fuzzy
graph-matching algorithm is employed to compare FARGs. In Figure 2.15, an example
of FARGs is shown. Each node in the FARG represents a region in the image and
edges between the corresponding nodes represent the relationships between regions.
For each node, some attributes are extracted from the region and represented by A\
A is the set of these attributes. The spatial relationship between node i and node k
is represented by p?(c;, k), which may be one of r (r € left-of, right-of, above, below,
surrounded-by). The advantage of this system is the representation of images in a
fuzzy approach, which is similar to human perception [58]. The retrieval performance,
around 90 percent for recall in average, is obtained. However, the proposed method is
only tested on a database of over 1000 images.

In [51], the Combining Multiple Experts (CME) approach is employed in the com-
bination of features. In this approach, the order of image, not the similarity value, are
combined together according to the Borda Count method [113][151]. According to the
studies, this system can combine features by considering their significance, although

some issues also exist as follows:

e The multi-feature combination only considers the ranked order for each selected
feature, therefore the physical meaning of each feature is discarded during the

combination process.

e The ranked order cannot fully express the level of similarity to the query, espe-
cially for multi-features, since the physical meaning of each feature is different
from all the others. Therefore, combining them together according to the ranked

order sometimes does not make sense.

However, since the above method did not provide enough flexibility in modelling
users’ queries, Kushki et al. [60] proposed a framework to generate decisions for artistic

repositories’ image retrieval. The basic idea about their framework is that instead of



2.3. Content-Based Image Retrieval 34

Please see print copy for Figure 2.16

Figure 2.16: UFSC overall structure [60]

performing a direct aggregation of different features’ results, they construct another
decision-level in their system which can employ the fuzzy logic principles to model
conceptual queries. As shown in Figure 2.16, all the descriptor decisions based on
features are transferred to the multiplexing and descriptor selector decisions unit. The
multiplexing element (MUX) performs the actual selection of descriptor decisions d; ;
and passes them to the appropriate aggregation mechanism a; before the overall ag-
gregation is performed (if necessary). Descriptor distances D;; are passed through
membership functions 4, ; in order for descriptor decisions to be obtained. By employ-
ing a set of aggregation operators, various logical conceptual queries could be addressed.
The family of aggregation operators used in this system are the family of quasi-linear
compensatory operators, which range from a t-norm to a t-conorm. The general form

of this class of operators could be expressed as:

QL = F (1 = )(T(er, . 20) + 1S (S, 20), (2.22)
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where x1,...,x, are the elements being aggregated, T and S represent a t-norm and
t-conorm respectively. With these aggregating operators, the conceptual queries could
be expressed from the logical AND(y = 0) to the logical OR(y = 1). The merit of this
system is its flexibility in the sense that it offers the ability to model a wide variety of
conceptual queries rather than boolean expressions, Euclidean distance or the weighted
average. According to the experimental results, compared with the Weighted Average
method, the proposed method increases the precision ratio by 20 percent and recall
ratio by 10 percent, respectively.

As well as these systems mentioned above, more systems concerning the non-linear

combination of multi-features are reported in [91], [61], [67] and [29].

Neural Network Approach

Zeng [152] developed a neural network to assign weight to features. In contrast to the
former training approach, this neural network randomly divided the training set S into
two subsets, which are a training set S; (2/3 of S) and a holdout set Sy (1/3 of S)
in order to train and estimate the network respectively. The number of nodes, H, is
automatically determined by monitoring the retrieval accuracy (precision) on Sy. Each
time, the retrieval accuracy is calculated for a given number of nodes, H. The H will be
increased by 1 in each iteration until the retrieval accuracy achieves a local maximum

value. Finally, the feature weight for an input node i (feature i) could be decided as:

:ii Vij X Vin (2.23)

where V; ; and Vj; are the weights from input node i to node j and from node j to
output node k, respectively. Equation 2.23 indicates that if a feature is important,
it will have more influence on the output nodes by propagating forward through the
nodes, and vice versa. An example of a possible neural network is shown in Figure
2.17. It can be seen that the input nodes are weighted by the middle nodes and sent

to output.
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Please see print copy for Figure 2.17

Figure 2.17: Diagram of neural network [152]

In [66], Laaksonen et al. proposed a neural self-organising technique for content-
based image retrieval. By employing the TS-SOM [56][55], the neural units (images),
which possess similar characteristics to the selected features are located closer to each
other on the surface of each TS-SOM layer. By doing this, the authors propose that
visually and also semantically-similar images have been mapped near each other on
the map. Sometimes, however, possessing similar low-level characteristics does not
mean sharing a similar semantic meaning. Employing human interactivity, users are
required to grade each image as either relevant or irrelevant. The relevant images are
assigned with a positive value, while negative values are given to irrelevant images.
By employing a low-pass filter to separate the positive and negative values, relevant
images are separated from irrelevant ones and gathered together. Then each image is
given a qualification value, which depends on the local denseness of the positive value.
Features that fail to coincide with users’ conceptions always produce lower qualification
values than those descriptors that match users’ expectations. Finally, for each image,
all the qualification values from the different descriptors are added together. Twenty
images with the highest total qualification values are generated as a result of the query

round. However, two negative aspects are also found in this system:
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e Labelling each image as either relevant or irrelevant is a great deal of work for

an application that has limited use.

e Since the qualification value assigned to each image is dependent on the local
denseness of the positive value, each image’s qualification value is therefore im-
pacted by neighbouring images, which could reduce retrieval performance. For
example, if more negative images are located on the surface, even though the
positive images are very similar to the query, the qualification value for them is
nevertheless still very low. These positive images will thus not be found in the

final top twenty result.

More information about the neural network approach to image retrieval can be
found in [8][81]. Review of the literature showed that notwithstanding the use of linear
or non-linear combination approach the retrieval results is not significantly improved.
For example performance in the retrieval results indicate a precision ratio of no more
than 50 percent, when recall equals 100 percent. After analysing these methods, it is
found that the main drawback was that few of these systems employed users’ inten-
tions to guide the retrieval process. The retrieval process was based only on low-level
features extracted from images. However, even though images contain similar low-level
features, there is no guarantee that they are the same as users’ expected results. Some
approaches are therefore proposed to modify the initial retrieval results according to

users’ expectations.

Relevance Feedback Approach

According to the research results of Rui and Huang [112], the major limitations of the

former content-based image retrieval systems are:

1. They ignore the gap between high-level concepts and low-level features. Since the
computer cannot map low-level features to high-level concepts as a human being
can, this results in images with only low-level features that do not correspond

with users’ expectations.
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2. They ignore the subjectivity of human perception of visual content. Human
perception of images may be very different from person to person, according
to personality, circumstances and visual content. Therefore, even with the same
query image, the results expected by users may be very different. Without taking
this characteristic into account, the performance of a CBIR system cannot be

improved.

Please see print copy for Figure 2.18

Figure 2.18: The retrieval process [112]

The relevance feedback approach is the most popular method for overcoming the
two issues mentioned above.

The idea of using relevance feedback to improve retrieval performance in CBIR
systems was first formally proposed in [46] by Huang et al. in 1996. The basic idea
and structure of the relevance feedback technique is illustrated in Figure 2.19 and

Figure 2.20. In each iteration, users’ high-level concepts are transferred to the system
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Figure 2.19: Conceptual functionality of the query-feedback algorithm [46]

in the form of feedback, and the expectations from users will be used to modify the low-
level features and their retrieval results. The feedback system will not be terminated
or output the modified merged result until the satisfactory results are generated or a
certain number of iterations are finished.

In their classic paper, Huang and Yong [112] engaged users in the retrieval process.
The structure of the retrieval process is shown in Figure 2.18. First, the object O is
represented by features from f; to f;. Also the query Q is represented by these features.
Second, for each component of the feature r;;, a suitable weight value w;j;, is assigned.
By employing these weights, the distance between two features are calculated. Third,
all features’ distance are combined together by employing weights w;. The feedback
from users is ranked into five different levels according to the users’ judgement (from
highly relevant to highly non-relevant). Through comparing the initial results with the
users’ relevance feedback, in each iteration, the features’ weighting will be modified
according to the relevant level. Weighting for features in which users are interested
will be increased, otherwise the weighting will be decreased by employing a linear
combination function. Because users’ perceptions have been considered in this system,

the modified results are much more in accordance with users’ expectations.
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Figure 2.20: Overall structure of query-feedback system [46]

However, Doulamis [22] pointed out that human perception does not fully associate
with linear function, therefore the degree of relevance level could not perhaps fully
indicate users’ actual expectations. The modified features weighting could thus perhaps
not fully represent users’ expectation. It is difficult to obtain the degree of relevance
level for each image, given the database size and time required.

Huang and Yong [106][109] therefore proposed another relevance approach to over-
come the drawback of the degree of relevance. In [106][109], by assuming the rank of the
weights matrix as one, they transformed the relevance problem into an optimisation
problem. By applying Lagrange multipliers, the proposed formulation can generate
the optimal weighting for features. The optimal solution tells us that if the distances
among feedback images for one feature are smaller, this feature should receive a higher
weight, and vice versa. However, there are still some limitations, which will affect the

wide application of this proposed approach.

e Depending on the size of the image database and the speed of performance, giving
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feedback on all images in the results is laborious and difficult.
e The application of this approach is impacted by the similarity distance measures.

Ye et al. proposed another semantic relevance feedback approach in [73]. In their
retrieval system iFind, they set up a keyword database associated with the image
database. Each keyword is linked to one or more images in the database. The degree
of relevance of the keywords to the semantic content of the image is represented as
the weight on each link. Also, each image could be assigned multiple keywords with
different degree of relevance. The structure of a semantic network is shown in Figure
2.21. For the retrieval process, in each iteration, each semantic relevance is modified by
the keywords linking with the feedback images. Finally, both semantics and low-level
features relevance feedback are combined to achieve the final results. Although the
authors deemed that using both semantics and low-level features feedbacks together
could achieve a significant improvement in the retrieval results, nevertheless they did

not illustrate an efficient way to combine them together.

Please see perint copy for Figure 2.21

Figure 2.21: Semantic network [73]

In [134], Tian et al. claimed that in most relevance feedback retrieval systems,
the dynamically updated low-level feature weights strategy is only based on a user’s
positive feedback, i.e., in [109] only the relevant images are considered. Therefore, they
propose modifying this approach by utilising both positive and negative feedback. By

employing the Support Vector Machines (SVM) method [133], the positive and negative
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feedback (images) are separated. The SVM learning results are used to update the
weight of preference for relevant images. Priority is given to positive feedback with a
large distance to the hyperplane determined by the support vector. The experimental
results showed that this proposed approach display a reasonable improvement over the
normal relevance feedback approach.

In [148], Wu and Zhang also proposed a category-based search to separate irrele-
vant features from relevant ones for the relevance feedback mechanism. By defining
the factor of the dominant range and the discriminative factor, irrelevant features are
successfully isolated and only relevant features will be assigned large weights. Accord-
ing to the experiment, on a Corel image set (with 31.438 images), at least 15 percent
improvement on average precision and recall is achieved over the normal relevance feed-
back approach. More information about the relevance feedback strategy can be found

in [156], [70] and [47).

Region-Based Approach

In addition to the relevance feedback approach, region-based image retrieval is an-
other approach to eliminate the semantic gap between high-level concepts and low-level
features. The motivation of region-based image retrieval is that a typical query im-
age includes both relevant objects and irrelevant image areas (including background),
and the traditional global features would extract both of them from the query im-
age. Therefore, the traditional retrieval often fails in representing users’ interests in
the query image and the effectiveness of the CBIR system would be limited by these
irrelevant areas. The region-based approach retrieved images based only on the Region-
of-Interest (ROI) that is selected by users, but not on the whole query image. Since
the users’ subjectivity was embodied in the process of selecting interesting regions, so
this approach was guaranteed to retrieve images according to users’ expectations.

In [135], through combining user-defined Region-of-Interest and spatial layout, a
higher retrieval efficiency is achieved; a 15 percent increase in precision for global region

and 7 percent increase for the layout region approach. In the first step, the query image
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is divided into n X n non-overlapping image blocks. Based on the percentage of overlap
between the user-defined ROI and the image block, the similarity distances for each
image is calculated by linearly combining the individual image block similarity distance

as follows:
Dj:ZZW,;J‘S]'(H,Z.),‘Y‘:1,...,N, (224)
Wi = AW, (2.25)

where D; is the overall similarity distance of the j™ image in the database to the
query image Q, S;(n,7) and W, ; are the similarity distances and their corresponding
weight of the feature f; in the n'* block of the j* image in the database. W), ; is the
updated weight modified by the ratio of overlap between the users-defined ROI and
each image block. Therefore, in the user-defined ROI approach, a greater weight will
be assigned to the image block that contains the ROI and thus better retrieval results
can be obtained than in the global approach. However, a drawback of this system is
that it only supposes a single ROI query, when users may in fact be interested in more
than one region at the same time. The application of this system is therefore limited.

Tian proposed a multiple Region-of-Interest image retrieval system to solve this
issue in [88]. Users could select more than one interesting region (N) on the query
image, and for each of them, the single ROI retrieval strategy is employed. Finally, all

the single ROI retrieval results are combined using the following two proposed methods:

e Statistical Method: The basic principle of the statistical method is to average
each image rank from the N query results to generate a final position for the
image. For example, if P, is the rank of an image I in the i"® of N query results,

the final rank I for the image could be calculated as follows:
ico I
Z?{:O ZkMzo Ij,k

where M is the number of images returned from the query process and /;, is the

I' =

(2.26)

occurrence of image I in all the query results from the multiple ROI. According to
the experimental result, performance was increased by 48% over the single ROI

approach.
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e Hierarchical Method: In the hierarchical method, for each ROI, the system will

Please see print copy for Figure2.22

Figure 2.22: The hierarchial searching of the query results [88]
This result is based on the (i + 7)™ user selected ROI.

return a matching image list which is a subset of all the images in the database.
The old result of each ROI is used to generate the new ROI. The process of the
hierarchical method could be structured as shown 