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Abstract

Mobile ad hoc network (MANET) has been generally regarded as an ideal network
model for group communications. However, the security deployment for MANET rout-
ing operations is problematic. Firstly, existing secured routing protocols are deficient
in achieving both authentication efficiency and full scale of security. In addition, the
diversity of routing protocols presents difficulties in the generalisation of the security
design. The most possible candidate solution,the digital signature, has far from been
properly implemented from an ad hoc point of view.

In this thesis, we are motivated to provide necessary security features to MANET
routing operations in an efficient manner. Considering the feasibility of utilising digital
signatures in MANET, we incorporate the notion of the online/offline signature scheme
in our design, where the computational overhead is shifted to the offline phase. We also
make use of the one-time signature scheme, which is efficient in computation, and the
multisignature scheme, which is especially suitable for group authentication. Then,
we observe the specialities of different routing protocols (AODV-ad hoc on-demand
distance vector routing and DSR-dynamic source routing), as well as the similarities
between above signature schemes.

In our design, we exploit the efficiency and the adaptability of signature schemes.
As our contributions, we propose two authentication schemes to secure AODV and
DSR protocol respectively. For AODV protocol, our ID-based online/offline signature
schemes enhance the authentication performance by properly balancing the computa-
tional overhead, whereas the one-time signature scheme achieves the same objective by
making trade-offs between computation power and memory storage. For DSR proto-
col, we provide a generic construction from ID-based online/offline signature schemes
to ID-based multisignature schemes, so that the installation over AODV can be trans-
formed to offer the same level of security for DSR. Our scheme is unique, in the sense
that a single ID-based online/offline signature scheme can be applied to both AODV
and DSR routing protocols.

vi
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Chapter 1

Introduction

1.1 Motivation

The tremendous changes recently in the wireless industry largely accelerate the com-
mercialisation of the mobile ad hoc networks. The idea of supporting mobile users
on a peer-to-peer basis in the absence of a centralised controller was reviewed in the
mid-nineties. This concept of ad-hoc networking has been successful in the inven-
tion of some of the latest technologies, such as Bluetooth and mobile ad-hoc sensors,
which are in use on various platforms [24,63]. People are now expecting efficient group
communication in education, entertainment, and industries enabled by mobile ad hoc
networks.

Communication in networks implies transmitting data packets along some certain
paths, routes. How to find the path (routing) thus enable data transmission is the
fundamental step of network communication. Routing [94] is conducted using routing
protocols which use metrics to evaluate what path will be the best for a packet to
travel. A metric is a standard of measurement, such as path bandwidth, which is
used by routing algorithms to determine the optimal path to a destination. To enable
the process of path determination, routing algorithms initialise and maintain routing
tables, which contain route information.

On decision of the availability and optimality of a path, the information acquired
during routing is justified using metrics. However, if the routing information is mali-
ciously modified during routing , the routing protocol will then not be able to draw the
correct conclusion. Attacks against routing protocols include denial-of-service (DoS),
forming routing loops by modifying routing packets, IP spoofing, etc, have been exten-
sively studied. However, prevention approaches offered by routing algorithms are far
from sufficient.

For a networks without pre-defined infrastructure, routing is even more important
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than in fixed networks, where pre-set routes are available. In a mobile ad hoc network
(MANET), without the correct performance of routing protocols, the network is futile.
Moreover, routing operations are even more likely to be disrupted in mobile ad hoc
scenarios where the open and dynamic infrastructure offers advantages to unauthorise
nodes to get access into the network and move around. In order to prevent mobile ad
hoc routing operations from being sabotaged thereby protecting the availability of the
network, security features are supposed to be deployed.

Cryptographic primitives which provide authentication, integrity and non-repudiation
are especially suitable for the mobile ad hoc scenario. Digital signatures, which have
been long used as an authentication method, offer the above three properties. However,
the deployment of a digital signature enabled authentication scheme in mobile ad hoc
networks is not straightforward. The way leading to secure mobile ad hoc environments

is full of disturbances.

1.2 The Challenges

In this thesis, we are motivated to offer complete but efficient secure features for two
significant mobile ad hoc routing protocols, AODV and DSR. We intend to provide
authentication, integrity and non-repudiation for AODV and DSR routing operations.

It is generally recognised that the security deployment for MANET routing protocol

is difficult because of the following reasons.

1. No central control exists in MANET. In a pure ad hoc environment, there is no
trusted third party in the network. All the nodes are equally likely. The absence
of trusted third party causes the major difficulty in our security deployment. The
public key cryptography we use to provide authentication has to be constructed
with the help of a certification centre or certification authority (CA), which is a
trusted third party. Without a CA; there is no way to authenticate the linkage
between the public key and the key holder. In this sense, authentication, integrity

and non-repudiation are compromised.

2. Nodes are resource constraint. In MANET, nodes are mobile devices. Compared
with devices such as laptops and desktops, mobile devices are limited by their
computational power, memory size and battery life. The security deployment,
such as signature generation and verification, will somehow consume the limited

resources, which in turn affects the performance of the node.
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3. Routing protocols are distinct. According to Misra’s survey [65] and Royer et al.’s
survey [86] in 1999, there exists more than a dozen different routing protocols in
the literature. These protocols are designed based on different routing algorithms
and almost share no common attributes. Accordingly, an authentication scheme
designed for certain types of routing protocols will not be applicable to others.
On the other hand, design a general authentication scheme without considering

the nature of protocols will result in huge waste in routing operation overhead.

4. There exist various attacks against routing processing. Besides the general at-
tacks which can be prevented using authentication and integrity protection, some
other more complicated attacks such as worm hole [38] and sybil [23] are not de-

tectable using a normal authentication scheme.

1.3 The Solutions

In contrast to the challenges we are facing in the secure deployment of MANET, we

offer some solutions, which will be further discussed later in this thesis.

1. We argue the insignificance of the pure ad hoc scenario. To establish the security
foundation for our scheme, in our construction, we assume the existence of an
offline trusted third party to handle all the trust issues. Before entering the net-
work, nodes must submit their identities to this trusted third party in order to
obtain necessary information, such as keys and system parameters, for authenti-
cation. In addition, the behaviour of the trusted third party is in accordance with
the secure deployment of the network, i.e. the trusted third party will not behave

maliciously by disclosing subscribers’ secret information or launching attacks.

2. The resource constraint forces us to make tradeoffs between the security and
the efficiency, or possibly between the computational cost and bandwidth. For
example, pairing based cryptography provides shorter signature size, whereas
computing pairing is comparatively inefficient. One-time signature schemes have
the benefit in efficient signature generation, however the resulting key size and
signature size are tremendous. Hence, in design of our scheme, we need to take
into consideration both the computational cost and bandwidth capacity. It is
generally desirable if a scheme can provide a full scale of security features but

have lower computational and bandwidth overhead.
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3. To mitigate the difficulties caused by the diversity of routing protocols, we suggest
the design of authentication schemes with adaptability. By doing this, one single
scheme can be shared by several routing protocols, where the scheme works with
each of the routing protocol in a harmonious sense. To achieve this, it is necessary
to start with observing the similarities between different schemes and enable their

transformations in-between.

4. The detection of sophisticated attacks requires the collaboration between normal
authentication scheme and some other intrusion detection mechanisms such as

neighbourhood detection.

In this thesis, we concentrate on providing efficient authentication schemes for mo-
bile ad hoc network routing operations. We present signature constructions which are
computationally efficient, small in size, adaptable, and offer authentication, integrity
and non-repudiation. The installation is targeting two most popular routing protocols
for MANET: AODV and DSR. We are trying to provide a concrete solution to the

problems identified in the previous section.

1.4 Thesis Structure

The rest of the thesis is organised as followed:

e In Chapter 2, we introduce the basics of mobile ad hoc networks and their routing
paradigms. We begin with analysing our application domain in order to extract
the specialities of MANET. Then we examine the routing procedures conducted
by two most famous routing protocols - AODV and DSR. Consequently, we are
able to identify the attacks and review current countermeasures. Finally we can
come up with the necessary security features which will provide the guidance in
our design. In addition, we also review the secure routing protocols which exist

in the literature and examine the security features they provided.

e We introduce all the cryptographic primitives to be used in our design in Chapter
3. We provide formal definitions for the cryptographic techniques covered in this
thesis. Furthermore, we focus on the digital signature schemes which satisfy
our security goals. In order to help bring up formal discussions in Chapter 4
and Chapter 5, we present the generic scheme and security arguments for each
category of signature schemes covered. We also review the algorithms for some

significant schemes to acquire a clearer understanding.
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We present our first cryptographic construction in Chapter 4. We extend the
definition of the online/offline signature schemes introduced in Chapter 3 to an
identity based scenario. Similar to Chapter 3, we give the generic scheme and
analyse its security requirements. Then we provide two ID-based online/offline

signature schemes (IOS) of our own construction and prove their security.

In Chapter 5, we provide the construction of our identity based multisignature
scheme (IBMS). We firstly formalise the generic scheme of ID-based multisig-
nature and analyse its security requirements. Then we observe the similarity
between ID-based online/offline signature schemes and ID-based multisignature
scheme in their construction. Hence we present a generic construction from I0S
to IBMS, which takes an IOS as input and transform it to an IBMS. To show
the correctness of the generic scheme, we make use of the second IOS scheme
introduced in Chapter 4 to show the actual transformation. The security of the
generic scheme as well as the concrete scheme are both examined. Finally, we
conduct a comparison over current IBMS schemes and their prototype schemes

and are able to show that our scheme is efficient in signature generation.

The implementation of our schemes over MANET routing protocols are described
in Chapter 6. We focus on offering efficient authentication schemes for AODV and
DSR protocol. We begin with identifying the security requirements for AODV
and DSR respectively. We are motivated to provide sender authentication and
hop-by-hop authentication in routing operations. We also observe the specialities
of AODV and DSR protocol in our design. Finally, we are able to present two
constructions for AODV by using IOS and HORS one-time signature, and one
construction for DSR by using IBMS. We give the detailed construction and argue
the tradeoffs.

Chapter 7 is the conclusion, where we summarise the contribution of this thesis,

and propose future research directions.



Chapter 2

MANET Preliminaries

In this chapter, we introduce the application domain used in our construction: Mobile
Ad Hoc Networks (MANET). We start by identifying the main properties of mobile
ad hoc networks which affect our design. The routing procedure of the mobile ad hoc
network, which is the target of this thesis, is discussed. We further describe two famous
mobile ad hoc network routing protocols: ad hoc on-demand distance vector routing
protocol (AODV) and dynamic source routing protocol (DSR) in detail. Based on the
detailed routing operations, we are able to recognise the major threats presented to
mobile ad hoc routing security, as well as the performance of current countermeasures.
We come up with a list of security requirements to be followed in designing secure
routing protocols for mobile ad hoc networks. Finally, we briefly review previous work

on secure routing protocols and justify their performance.

2.1 Mobile Ad Hoc Networks

The Mobile Ad hoc Network (MANET) is a collection of mobile nodes that are dy-
namically and arbitrarily located in such a manner that the interconnection between
nodes are capable of changing on a continual basis [86]. We extend this definition as

follows so as to give a clearer glance of MANET.

e It is an infrastructureless network. There is no pre-image that can be made on
how the network will be formed. Even after the formation of the network, the
topology is still unpredictable. Thus, nodes need to be constantly informed about

the current status of the network. Otherwise, the network will fall int pieces.

e Nodes in the network communicate with each other through radio signals, which

are broadcasted to the whole network and can be received by everyone. Since
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the radio signals have a certain transmission range, the activity of nodes is con-
sequently limited within some areas. Namely, mobile nodes can only communi-
cate directly with others within their transmission ranges, which are referred as
“neighbours”. To reach out of their neighbourhoods, nodes must count on their
neighbours to forward the data. Thus, each node must be able to act as a router

to discovery paths and forward data packets.

e All the nodes in MANET are equally likely. No node is superior or inferior to
others. There is no central control over MANET. Every node takes exactly the
same responsibility in the network. Besides, no node is more credible than other
nodes in nature. Online trusted third parties such as public key infrastructure

(PKI) or time stamping services [44] are not available.

e Network topology continues changing. Nodes are free to join and leave the net-
work whenever they want. They are also able to move around while still main-
taining their connections. The move or leave of one node is simply regarded as a
broken of linkage to that node and will be broadcasted to other nodes using this

link. In a word, the network is highly dynamic.

e The mobile nodes in MANET are usually resource constrained. The joint nodes
are usually laptops, PDAs and even network-enabled mobile phones. These mo-
bile devices usually have low computational power and limited battery life. Al-
though some of them have become more and more powerful recently, they are
generally designed to compromise their performance (e.g. constantly go into

power-saving mode) in order to live longer.

The dynamic nature makes MANET become one of the most powerful communica-
tion network infrastructure so far. On the other hand, the popularisation of MANET
has been stumbled because of some major designing difficulties such as computational

and bandwidth efficiency and security.

2.2 MANET Routing Protocols

Routing is the foundation of facilitating communication within networks. The distinct
nature of MANET results in the existence of a group of specific routing protocols
[31,43,65,72,73,86]. Generally, MANET routing protocols are categorised into two

groups: table-driven routing protocols and on-demand routing protocols.
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In table-driven routing protocols, each node maintains one or more tables which
contains routing information to every other node in the network. All nodes update
their tables in order to maintain a consistent and up-to-date view of the network.
When a topology change occurs, nodes will sense this change and will propagate up-
date messages throughout the network. Then other nodes will be able to update their
tables according to the message. Besides, nodes also inform other nodes about their
status information by periodically propagating status messages. Through active infor-
mation exchanging, all the nodes will be able to finally obtain the up-to-date topology
information. When there is data to be sent, nodes can simply search their tables and
extract the route. It is an active approach to conduct routing.

On the other hand, on-demand routing protocols take a lazy approach. Nodes do
not propagate the topology status to each other. Instead of maintaining the topology
information for the whole network, nodes maintain the information for active routes
only. Besides, nodes do not actively look for available routes. Routes are created when
they are required. When a node wants to send data to a destination, it invokes a route
discovery mechanism to find the suitable path. This route will remain valid until a
failure on this route is detected.

In general, on-demand approach is more preferable than table driven approach
because of the nature of MANET. Nodes in MANET are mostly mobile devices. Like
PDAs, they are usually constrained by their memory size and battery life. Besides,
the wireless connection bandwidth is not as much as in fixed networks. Unlike table-
driven approach, on-demand routing protocols do not require large memory spaces for
routing tables. Since there is no periodical propagated messages, the bandwidth usage
is reduced. Consequently, since no network-wide propagations is needed, the battery

life is saved.

2.2.1 AODYV Routing Protocol

Ad hoc On-demand Distance Vector routing Protocol (AODV) [73] is one of the most
popular MANET on-demand routing protocol. It emerged as an on-demand version
of distance vector routing protocol [55], which is based on the classical Distributed
Bellman-Ford (DBF) algorithm [9]. It enables mobile nodes to obtain routes quickly
for new destinations, and does not require nodes to maintain inactive routes to des-
tinations. The routing messages do not contain information about the whole route
path, but only about the source and destination. Therefore, routing messages are not

increasing in size. In addition, AODV uses the destination sequence number to ensure



ad @ bod +raL AL A= L LVVLMs A A Y VYA A

loop freedom, which is easy to implement. All these features enable AODV to be a
suitable routing protocol for MANET.

The routing operations of AODV generally consist of two phases: route discovery
and route maintenance, shown in 2.1 Route discovery is performed through broadcast-
ing RRE(Q messages. Whenever a node needs to send data packets to a destination, it
first checks if it has an existing route in the routing table. If not, the source node will
initiate a RRE(Q and broadcast this request to all the neighbours. Then neighbouring

nodes will update their routing table according to the received message.

Route Request:

Route Reply:

Figure 2.1: The Route Discovery Process for AODV Protocol

When the RRE(Q reaches the destination, a RREP will be generated by the desti-
nation node as a response to the RRE(Q). The RREP will be transmitted back to the
originator of the RREQ in order to inform the route. If an intermediate node has an
active route towards the destination, it can reply the RREQ with a RREP, which is
called Gratuitous Route Reply. The intermediate node will also send an RREP to the
destination node. The RREP will be sent in reverse route of RRE() if a bidirectional

link exists.
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Route maintenance is performed with two additional messages: Hello and RRER
messages. Each node broadcast Hello messages periodically to inform neighbours about
its connectivity. The receiving of Hello message proves that there is an active route
towards the originator. Each forwarding node should keep track of its continued con-
nectivity to its active next hops. If a link to the next hop cannot be detected during a
period of time-out, a RRER message will be broadcast to inform the loss of connectivity.
On receiving this RRER, usually a local repair will be performed just for maintenance.

The expired route will be deleted after the confirmation of its unavailability.

2.2.2 DSR Protocol

DSR stands for dynamic source routing protocol, presented by Johnson and Maltz [43]
in 1996. It is an on-demand routing protocol based on the concept of source routing,
which means the initiator knows the complete hop-by-hop route to the destination.
This specific feature brings efficiency, but also results in the scaling of routing message
overhead. To perform DSR, each node is required to maintain a route cache which
contains the topology information of the network. The route cache is consistently
updated to reflect the current status of the network.

Similar to AODV, this protocol consists of two major phases: route discovery and
route maintenance, as shown in 2.2 When a source node originates a packet addressed
to a certain destination, the initiator first searches its route cache for a route. If there
exists an active route towards the destination, this route will be used. Otherwise, the
node generates a route request packet (RREQ) which consists of a data structure called
route record listing the IP addresses of all the intermediate nodes. This RREQ will be

broadcast to neighbours. The receiving node will have two choices.

1. If it is not the target node of this route discovery, it appends its own address to
the route record in the Route Request and propagates it by transmitting it as a

local broadcast packet (to its neighbours).

2. If it is the target node, it returns a Route Reply to the initiator, giving a copy

of accumulated route record from the Route Request.

This process will be continued until the RRE(Q) packet reaches the destination. The
original message is not changed during the transmission (except the RRE(Q data length
field which is a number). The resulting route will be found in the route record.

The data structure of RRFE(Q) consists of two fields: IP fields and route request

fields. IP fields contains source address, destination address and hop limit. Route
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Route Request:

Route Reply:

RREP, 1,4,7

RREP, 1,4.7

Figure 2.2: The Route Discovery Process for DSR Protocol

request fields contains option type, option data length, identification, target address,
and route record. When a RREQ is received, the option data length fields will be
increased by 4 and the node’s IP address will be appended to the end of the route
record. Other fields will remain unchanged during the whole route discovery process.

In replying the RREQ), the target node generates a route reply packet (RREP) and
sends it back to the initiator by two ways. It can simply reverse the sequence of hops
in the route record and use it as the source route on the Route Reply. Otherwise, it
searches its own route cache for a route back to the initiator. If such route does not
exist, the target should initiate a Route Request back to the initiator.

During transmission, each node on the route is responsible for confirming that data
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can flow over the link from that node to the next hop. Since periodic routing advertise-
ment is not available, nodes use the acknowledgement (ACK') to provide confirmation
that a link is capable of carrying data. The acknowledgement can be required by a node.
If the acknowledgement request has been retransmitted for the maximum number of
times without being replied, the sender should treat this link as currently ”broken”. It
should remove this link from its route cache and should return a Route Error (RERR)
to each node that has sent a packet routed over that link since an acknowledgement

was last received.

2.2.3 Other Routing Protocols

The increased interests in MANET results in a rapid growth in the number of MANET
routing protocols. Besides AODV and DSR, There are some other on-demand routing
protocols in the literature. Light-weight mobile routing (LMR) [1] is an on-demand
routing protocol which utilises flooding technique to determine the routes. Nodes
maintain multiple routes to each required destination, which increases the reliability
of the protocol by allowing nodes to select the next available route to a particular
destination without initiating a route discovery procedure. In addition, nodes only
maintain information for neighbours, which reduces the storage overheads.Temporally
ordered routing algorithm (TORA) [69] is based on LMR protocol. It has all the benefit
of LMR and has the extra benefit that TORA has reduced the far-reaching control
messages to a set of neighbouring nodes, where the topology change has occurred. It
also supports multicasting.

Besides the on-demand routing strategy, the table-driven routing protocols are also
preferred. The destination-sequenced distance vector (DSDV) [72] makes use of dis-
tributed Bellman-Ford algorithm to guarantee the loop free routes. To reduce the
overhead caused by flooding the update packets over the network, it introduced the
conception of "full dump” packets and ”incremental” packets. The full dump packets
carry all the available routing information, whereas the incremental packets carry only
the information changed since the last full dump.

The global state routing (GSR) [18] is based on the traditional link state algorithm.
It improved the way information is disseminated in link state algorithm by restricting
the update message between intermediate nodes only. In GSR, nodes maintain link
state tables based on the information received from neighbours. The link state infor-
mation is exchanged periodically among neighbours only, which significantly reduced

the number of control messages transmitted through the network.
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Distance routing effect algorithm for mobility protocol (DREAM) [7] conducts rout-
ing operation by using geographic coordinates through a GPS device. These coordi-
nates are periodically exchanged between each node and stored in routing table called
location table. This approach can significantly reduce the bandwidth consumption
since the overhead is much smaller than exchanging the complete link state informa-
tion.

Hierarchical state routing (HSR) [71] is an adaption of traditional link state routing
protocols. It maintains a hierarchical addressing and topology map, and makes use of
clustering algorithms such as CGSR to organize the nodes with close proximity. There

are three types of nodes involved:
e a cluster-head node which acts as a local coordinator for each node;
e gateway nodes which are nodes that lie in two different clusters;
e internal nodes that are all the other nodes in each cluster.

Nodes within each cluster broadcast their link state information to each other. Each
node has a unique ID and a hierarchical ID (HID). Logical clustering provides a logical
relationship between the cluster-head at a higher level. The logical nodes are connected
via logical links, which form a "tunnel” between lower level cluster. The logical link in-
formation along with the summary information of the lower level clusters are exchanged
through logical link, then flooded down the the lower levels. The physical nodes at the
lowest level will then have a ”hierarchical” topology of the network. The advantage of
HSR is the separation of mobility management from the physical hierarchy.
Optimised link state routing (OLSR) [41] is a point-to-point routing protocol based
on the traditional link state algorithm. In OLSR, each node maintains topology infor-
mation about the network by periodically exchange link state messages. However, the
size of each control message and the number of rebroadcasting nodes during each route

update are minimized by employing multipoint replaying (MPR) strategy.

2.3 MANET Routing Security Requirements

Mobile ad hoc network suffers from many threats which can be categorised as follows
[14].

External Attacks: which are committed by parties that are not legally parts of the

network.
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Internal Attacks: which are originated from inside a particular network.

Passive Attacks: which do not involve of any disruption of the services, they are
merely intended to steal information and eavesdrop on communication within

the network.

Active Attacks: which actively alter the data, with the intension of overloading the
network, obstructing the operation or cut off certain nodes from their neighbours

so that they cannot use the network serviced effectively anymore.

External attacks can be prevented through implementing a firewall or deploying
proxy. Internal attacks performed by network peers are much more difficult to be de-
tected and prevented. These attacks are usually originated from compromised nodes’
malicious behaviours. Passive attacks do not disturb routing operations, but they are
usually the first step of launching other active attacks. By eavesdropping communica-
tion, attackers may be able to learn the topology information, such as which node is the
bottleneck of the network, and then launch attacks against that node. There are also
some sophisticated attacks, exploiting design flaws of basic routing protocols, including
black hole [3,80] and rushing attacks [36]. The rest of this chapter will introduce some
common attacks against MANET.

2.3.1 Threats and Countermeasures

e Threats Using Modification

This kind of attack [31,52] is usually performed by modifying the routing informa-
tion, aiming at compromising the integrity of routing computations. In MANET
routing, network topology is maintained by flooding routing information through
out the network. Any alteration of those messages will cause dramatic topology
change, and the result could be devastating. Current ad hoc routing protocols
generally assume that nodes will not alter the routing message fields, which makes

this kind of attack extremely easy to be launched.

The only way to protect the routing information is to introduce message integrity
into routing, which is usually achieved through using a digital signature with a
public key certificate. However, in MANET, there is no PKI or central control
existing, plus computing digital signature is not efficient enough, some other
techniques are introduced to achieve message integrity. One commonly used

technique is keyed message authentication code (MAC). MAC is calculated over
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the routing packet to produce a fingerprint of the routing information. A secret

key is used to guarantee that no one can forge the MAC.

To protect values such as hop count, an easier method is to use hash chain [49].
A secret seed is hashed repeatedly to create a chain of hash values. This chain is
used in the reverse direction, in which the last element in the chain is regarded as
an anchor. Authentication is performed through hashing some element repeatedly
again to check it with the anchor. This method is not attack free. It is only able
to prevent attackers from decreasing the value, whereas they are still capable of
increasing the values unexpectedly or leaving it unchanged. However, these are

not regarded as serious attacks.

Threats Using Impersonation (Spoofing)

Spoofing [14, 20,31, 52] means an attacker assumes the identity of another node
in the network, thus receiving messages that are directed to the node that it
fakes. This kind of attack is commonly known in wired network, but becomes
more serious in wireless networks. Because current ad hoc routing protocols do
not authenticate the source IP address, attackers can easily masquerade other
nodes. It is usually the first step to intrude a network so as to carry out further

attacks to disrupt operations.

To defend against spoofing, nodes need to be authenticated. The authentication
can be performed using the public key certificate or the shared secret between
nodes. Even so, it still does not prevent an attacker from impersonating other
nodes’ IP addresses or MAC addresses. Only the public key certificate issued
by a trusted third part can perfectly solve this problem, but it is generally not
possible to be implemented in MANET.

Threats Using Fabrication

Fabrication attacks are usually conducted by generating false routing messages,
trying to disturb network topology [31,62]. It is regarded as route misbehaviour,
which is very difficult to be detected.

AODV and DSR are especially vulnerable to this kind of attack. In AODV, a
malicious node can prevent communication between any two nodes by flooding
spoofed RRER messages along the path. RRER messages claim that the next
hop of the originator is currently unavailable. Any nodes receiving this message

will mark this link as “broken”. Further, a malicious node can continue sending
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spoofed RRER if the link is re-established, resulting in complete isolation of a

targeting node.

Currently fabrication is defended by making use of the non-repudiation property
of digital signature, because usually nodes are required to sign on the false mes-
sage it created. Once the false message is detected, the digital signature provides
an evidence to exclude this misbehaving node. Nevertheless, it has no effort on

detecting such malicious behaviours.

e Threats Using Tunneling

A tunneling attack [39] is launched where two or more nodes collaborate to en-
capsulate and exchange messages between them among existing routes. It causes
false routes being generated by replacing the true path potions with the tunnel
created between two or more malicious nodes. For example, assume a RRE() is
supposed to be transmitted along the authentic route O - A — B — C — T.
Two malicious nodes M; and M; establish a tunnel between each other to launch
the following attack. When M; receives the RRE(Q, it sends this RRE(Q by tun-
neling to Ms. Then M, forwards the RREQ to the target node 7" and tunnels
back a RREP. By this means, the resulting route becomes O — M; — My — T
of hop count 3. The tunnel could be created using the existing path A — B — C,
or some other channel of the outside current network. Whatever methods used,

the resulting route is a fake but will be accepted because it is the shortest route.

2.3.2 Security Requirements

We identify the following properties required by MANET to secure its routing commu-

nication.
e Availability
Availability for MANET is primarily concerned with routing, since the availability
of network connection is maintained by routing. It is the basis of networking.

e Authenticity

Authenticity consists of user authenticity and data authenticity. In MANET,
it is essential for a node to identify itself to other nodes. Since the network
is dynamic and open, to defend against malicious attacks, when communicating

with a certain node, it is important to ensure that the node is the one we expect to
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communicate with. This can be achieved through user authentication. Besides,
the data transmitted through the network should be authenticated too, to ensure
that the content of the data is valid. For routing, data authenticity guarantees
that the received routing information is up-to-date, namely the network topology

regarding that information remains unchanged.

e Integrity

Integrity of data ensures that the data remains unchanged during transmission.

Obviously the information can be altered, but the alteration can be detected.

e Non-repudiation

Through non-repudiation, the sender cannot deny that it has sent the message
because the message is authorised by the sender when sending out. It is used for

intrusion detection through which attackers can be identified.

In order to ensure the basic feature-availability of the network, we must guarantee
the faultless performance of routing operations. Because routing contacts with the
network structure, the routing algorithms developed for wired networks cannot be
simply applied to MANET without adaptation. Therefore, designing a routing protocol
that is able to take on all the required routing operations, at the same time fulfilling

relatively high security demand, is of major concern for researchers.

2.4 Secure Routing protocols

The security problems in MANET routing operations have been observed for a long
time. Lots of works have been done in order to provide a secure routing protocol for
MANET [34,37,88,103-106,109]. However, current efforts towards the design of secure
routing protocols are mainly oriented to on-demand routing protocols such as DSR and
AODV. In the literature, a number of secure routing protocols have been proposed to

address different security problems.

2.4.1 ARAN Authentication Scheme

ARAN [88] stands for Authenticated Routing for Ad hoc Networks. It is motivated to

detect and protect against malicious actions by third parties and peers in an ad hoc
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environment. ARAN is a security scheme, which can be applied to any on-demand rout-
ing protocol. It takes the advantages of PKI based digital signature schemes to provide
security features including authentication, message integrity and non-repudiation.
Routing operations of ARAN are performed using three data structures: the route
discovery packet (RDP), the reply packet (REP), and the error packet (EFRR). Each of
them contains necessary routing information as well as the public key certificate. When
a node wants to initiate a route discovery, it creates a signed RDP and broadcasts it to
the next hop. The next hop node verifies the originator’s signature. If it is authentic,
it adds its own certificate and signs the whole packet again. The following hop node
performs the same operation, however, after the verification of all the signatures of
the received RDP it replaces previous hop node’s signature with its own. Operations

repeated until the packet reaches the target, as shown in Fig. 2.3.

Route Request along path: (O - A— B —C —T)

O — broadcast: Signsk,(RDP,1Pr,Certo, No,t)

RDP - packet type identifier

I Pr - IP address of the target node T

Certo - public key certificate of the originator O
No - monotonically increasing nonce of O

t - current time
A — broadcast: Signsk,(Signsk,(RDP,IPr,Certo, No,t)), Certa
B — broadcast: Signsg,(Signsk,(RDP,1Pr,Certo, No,t)), Certg

C — broadcast: Signsk.(Signsk,(RDP,1Pr,Certo, No,t)), Certc

Figure 2.3: ARAN RDP Packet Propagation

When the target node receives this RDP, it replies with a route reply packet (REP).
This packet is in the same format of the RDP, containing destination’s signature and
certificate. Each forwarding node verifies the signature, removes previous hop node’s
signature, and then adds its own outside the packet. If this route reply reaches the
originator, it is guaranteed that the route found is authentic. The REP propagation is
shown as in Fig. 2.4

The authentication scheme provided by ARAN defends against exploits using mod-

ification, fabrication and impersonation. However, the use of public key cryptography
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Route Reply along path: (I' - C — B — A — O)

T — C: Signgr,.(RDP,1Py,Certy, N, t)

C — B: Signsk.(Signsi,(RDP, 1Py, Certr, Nr,t)), Certc

B — A: Signgk,(Signsk,.(RDP, 1Py, Certy, Ny, t)), Certp
(

A — O: Signgk,(Signsk,.(RDP, 1Py, Certr, Nr,t)), Certy

Figure 2.4: ARAN REP Packet Propagation

is very costly. The computational overhead caused by signature generation and veri-
fication brings tremendous burden for mobile nodes. A group of malicious nodes may
exploit this vulnerability to launch a deny of service attack by simply broadcasting
large number of RDP packets. The receiving nodes have to exhaust their computa-
tional resources to verify the signature and then generate new ones. In addition, the

extra bandwidth used to transmitting certificate is also another burden.

2.4.2 Other Secure Protocols

Secure Routing Protocol (SRP) proposed by Papadimitratos and Haas [68] is a DSR
based protocol. SRP makes use of the security association (SA) between every two
nodes to enable the authentication and message integrity. The trust relationship is
instantiated by the knowledge of public keys of each communication part. With the
help of SA, a pair of nodes can share a secret key and use this shared secret key to
construct the MAC. By doing this, SRP is robust against IP spoofing and unauthorised
modification of routing packets. Nevertheless, the establishment of SA is not practical
in reality because it requires pre-deployment before the network formed.

Ariadne, proposed by Hu, Perrig and Johnson [37], is also a DSR based secure
routing protocol. Similar to SRP, it requires pre-deployment of authentication keys
between the source and the destination. Somehow, Ariadne provides three key sharing
approaches corresponding to three authentication methods: pairwise shared secret keys,
TESLA [77] keys and digital signatures. With the help of the security deployment,

Ariadne guarantees:
e the target node of a route discovery process can authenticate the initiator;

e the initiator can authenticate each intermediate node on the path to the target,
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which presents in the RREP;

e 1o intermediate node can remove a previous node from the node list of RREQ
or RREP.

However, the pairwise key sharing approach requires huge key setup overhead where
n(n+1)/2 keys are needed for a network with n nodes. The TESLA protocol assumes
clock synchronisation, which has been generally regarded as impractical. The last
approach, digital signature, is not computationally efficient, and requires the existence
of a trust third party such as the public key infrastructure (PKI).

Another famous secure routing protocol in this context is called secure AODV
routing protocol (SAODV) [105]. It is an extension of AODV routing protocol, aimed
to provide security adds-on to AODV. SAODV uses conventional digital signatures to
provide authentication and message integrity. The signature is constructed over the
immutable fields of routing packets. Mutable fields, such as hop count, are secured
by hash chains [49]. However, to make the scheme more efficient, SAODV does not
require the existence of any trusted third party, which highly reduce the security level
of the scheme.

Besides three routing protocols introduced above, there are around ten secure rout-
ing protocol proposals existed in the literature. However, none of them is able to give
a perfect answer to the open problem on how to provide full scale security to MANET

routing operations with the least cost.

2.5 Summary

Mobile ad hoc networks have been extensively studied in the literature since its first
appearance. Used to be exclusive to military applications, the concept of commercial
ad hoc networks arrived with notebook computers and other viable communications
equipment in the 1990s. It has been found desirable in the commercial sector to provide
highly dynamic and scalable wireless communications. On the other hand, it presents
some embarrassment for the research sector to find out efficient network construction
approaches.

As a highly dynamic, infrastructureless network, how to find peer nodes and estab-
lish links, namely routing, become the major issue to be solved. Since the debut of
MANET in 1970s, a large number of routing protocols have been proposed. Among
these proposals, AODV and DSR stand out above the rest, becoming the two most
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popular targets of the research community, as well as any adversaries. Attacks dis-
rupt the normal routing process by taking advantage of the insecured communication
channel, which presents great threats in the popularisation of MANET.

However, various attacks are of help in clarifying the weak points of the net-
work. Learning from trial-and-error, we are now able to identify the security re-
quirements of MANET) including: availability, authentication, message integrity and
non-repudiation.

In addition, the existence of distinct routing protocols presents difficulties in stan-
dardisation of routing models. Accordingly, it affects the design of authentication
schemes because we always take the specific routing procedures into consideration.
Therefore, in this thesis, we bring forward the problem of designing an adaptable au-
thentication scheme for both AODV and DSR protocols and try to introduce the first

scheme in order for the other to come up with more valuable opinions.



Chapter 3

Cryptographic Preliminaries

Digital signatures have long been used to provide authentication, integrity and non-
repudiation. The variations of normal digital signature schemes offer additional proper-
ties suitable for different applications. In this thesis, we focus on signature schemes that
are efficient in signature generation in individual and group situations. Online/offline
signature schemes, offering quick signing, and multisignature schemes, adept in group
signature construction, are of the best candidates for our application. Besides, the
identity based cryptosystem, having good properties in solving public key distribution
problems; is also a desirable scheme in our application. Thus, in this chapter, we aim
to study the above three digital signature schemes and their security requirements. We
start by introducing related cryptographic primitives including one-way hash functions,

the random oracle model, elliptic curve cryptography, and bilinear pairing.

3.1 Cryptography Basics

3.1.1 One-Way Functions

A one-way function [98] is a mathematical function that is significantly easier to com-
pute in one direction (the forward direction) than in the opposite direction (the inverse

direction). Informally, a function f is a one-way function if:

1. The description of f is publicly known and does not require any secret information

for its operation.
2. Given z, it is easy to compute f(z).

3. Given y, in the range of f, it is hard to find an x such that f(x) = y. More
precisely, any efficient algorithm solving a P-problem succeeds in inverting F'

with negligible probability.

22
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One-way functions are usually constructed using some secret information called
trapdoor. A trapdoor one-way function is a one-way function which is easy to be

inverted with the knowledge of the trapdoor, but difficult otherwise.

Definition 1 [57] A trapdoor one-way function is a one-way function f : X — Y
with the additional property that given some extra information (called the trapdoor

information ) it becomes feasible to find for any given y € Im(f)!, an x € X such that

f(x)=1y.

It remains to be rigorously established whether there actually are any (true) one-
way functions. That is to say, no one has yet definitively proved the existence of
such functions under reasonable definitions of “easy” and “computationally infeasible”.
Since the existence of one-way functions is still unknown, the existence of trapdoor one-
way functions is also unknown. However, there are a number of good candidates for
one-way and trapdoor one-way functions, e.g. the factorisation of a product of two
large primes. While selecting and verifying two large primes and multiplying them
together is easy, factoring the resulting product is known as difficult. This is the basis
for RSA encryption [44], which is conjectured to be trapdoor one-way.

The trapdoor one-way functions are the basis of public key cryptography. The
public key gives information about the particular instance of the function, whereas the
private key gives information about the trapdoor. Whoever knows the trapdoor can
compute the function easily in both directions, but anyone lacking the trapdoor can
only perform the function easily in the forward direction. The forward direction is used
for encryption and signature verification; the inverse direction is used for decryption
and signature generation.

In almost all public key cryptosystems, the size of the key corresponds to the size
of the inputs to the one-way function; the larger the key, the greater the difference
between the efforts necessary to compute the function in the forward and the inverse
directions (for someone lacking the trapdoor). For a digital signature to be secure for
years, for example, it is necessary to use a trapdoor one-way function with inputs large
enough that someone without the trapdoor would need many years to compute the

inverse function in order to generate a legitimate signature.

LIm(f) denotes the the set of all elements in f(z)
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3.1.2 Cryptographic Hash Functions

Cryptographic hash functions play a fundamental role in modern cryptography. Hash
functions take a message as input and produce an output referred to as a hash value.
The basic idea of cryptographic hash functions is that a hash value serves as a compact
representative image (digital fingerprint) of an input string, and can be used as if it is

uniquely identifiable with that string. Formally, we define hash functions as follows.

Definition 2 A hash function is a function h which has, as a minimum, the following

two properties:

1. compression - h maps an input x of arbitrary finite bit length, to an output h(x)
of fixed bit length n.

2. ease of computation - given h and an input x, h(x) is easy to compute.

At the highest level, hash functions may be split into two classes: unkeyed hash func-
tions, whose specification dictates a single message as its input parameter; and keyed
hash functions, whose specification dictates two distinct inputs, a message and a secret
key.

The unkeyed hash functions are also regarded as modification detection codes (MDCs).
MDCs can be constructed using block cipher such as MDC (using DES) and modular
arithmetic algorithms such as MASH-1 (Modular Arithmetic Secure Hash algorithm
1). However, what we used most is the one called customized hash functions, which
are specifically designed “from scratch” for the explicit purpose of hashing, with op-
timized performance in mind, and without being constrained to reuse existing system
components such as block ciphers or modular arithmetic. Those having received the
greatest attention in practice are based on the MD4 hash function, including MD5 [83]
and SHA-1 [6], etc.

The unkeyed hash functions can be further classified as one-way hash functions
(OWHFSs), which is difficult in finding an input which hashes to a pre-specified hash-
value; and collision resistant hash functions (CRHFs) which is difficult in finding any
two inputs having the same hash value. To facilitate further definitions, the following
properties are identified for unkeyed hash functions [57]. For an unkeyed hash function

h with inputs x, 2’ and outputs y, v

1. pre-image resistance - for essentially all pre-specified outputs, it is computation-

ally infeasible to find any input which hashes to that output, i.e., to find any
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pre-image z’ such that h(z’) = y when given any y for which a corresponding

input is not known.

2. 2nd-pre-image resistanceit is computationally infeasible to find any second input
which has the same output as any specified input, i.e., given z, to find a 2nd-pre-
image x’ # = such that h(x) = h(2')

3. collision resistance - it is computationally infeasible to find any two distinct
inputs x, 2" which hash to the same output, i.e., such that h(z) = h(2’). (Note

here free choice of both inputs.)

Definition 3 A one-way hash function (OWHF) is a hash function h as in Definition
2 (i.e., offering ease of computation and compression) with the following additional

properties, as defined above: pre-image resistance, 2nd-pre-image resistance.

Definition 4 A collision resistant hash function (CRHF) is a hash function h as in
Definition 2 (i.e., offering ease of computation and compression) with the following

additional properties, as defined above: 2nd-pre-image resistance, collision resistance.

On the other hand, the keyed hash functions are regarded as message authentication
code (MACs). The purpose of a MAC is (informally) to facilitate, without the use of
any additional mechanisms, assurances regarding both the source of a message and
its integrity. MACs have two functionally distinct parameters, a message input and a

secret key. They are a subclass of keyed hash functions.

Definition 5 A message authentication code (MAC) algorithm is a family of functions

hy parameterised by a secret key k, with the following properties:

1. ease of computation - for a known function hy, given a value k and an input x,
hi(z) is easy to compute. This result is called the MAC-value or MAC.

2. compression - hy maps an input x of arbitrary finite bit length to an output hy(z)
of fixed bit length n.

3. computation-resistance - given a description of the function family h, for every
fized allowable value of k (unknown to an adversary), given zero or more text-
MAC pairs (x;, hi.(x;)), it is computationally infeasible to compute any text-MAC
pair (z, hi(z)) for any new input x # x; (including possibly for hy(x) = hy(x;)

for some i).
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The applications of cryptographic hash functions are very broad. In this thesis, we
mainly focus on data integrity and message authentication. According to [57], we have

the following definitions.

Definition 6 Data integrity is the property whereby data has not been altered in an
unauthorised manner since the time it was created, transmitted, or stored by an autho-

rised source.

Definition 7 Data origin authentication is a type of authentication whereby a party is
corroborated as the original source of specified data created at some typically unspecified

time in the past.

Definition 8 Message authentication is a term used analogously with data origin au-
thentication. It provides data origin authentication with respect to the original message

source and data integrity, but no uniqueness and timeliness guarantees.

To provide message authentication, we can make use of the message authentication
code (MAC) or digital signatures. However, the authentication schemes based on key-

sharing do not provide non-repudiation of the data origin.

3.1.3 Hash Chain

One application of cryptographic hash function in authentication is the hash chain. A
hash chain, introduced by Lamport [49], is a sequence of hash values generated with a
certain seed. It is an efficient authentication scheme which has enormous applications,
including password based authentication [32,49], certificate revocation [2,56], secure
address resolution [30], micropayment [33, 70, 84], online auctions [93], digital cash
[67], efficient multicasting [75-77], server-supported signatures [5,22], spam fighting
protocols [25], one-time signature schemes [74], sensor network security protocols [53,
78], and securing routing information [34, 35, 108].

Fig. 3.1 shows the construction of a hash chain. To construct a chain of length ¢,
we randomly pick up a value as the seed s;, which will be the last value in the chain.
We repeatedly apply a hash function f to this seed ¢ times, in order to obtain ¢ + 1
hash values s, ..., sp. These values is supposed to be revealed in the reverse order of
its generation, where sq is the first one and s, is the last one. We call the first value of
a hash chain as an anchor.

The verification of any element in the hash chain is through the seed sy. For

example, to verify an element s; is of the index ¢, we check that whether the the
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following equation holds.
f Z(Sz) = S0
More generally, if we know s; is the ¢th element of the hash chain, we can use it to

verify s; if ¢ < j by compute

F7(s5) = si
Generation
-l - - - - - e e e e e e e e e e - - — - —————
f(Sy) f(S2) f(S.y) f(S,)
0 1." -1 i — 4
_______________________________________________________ ._
Usage

Figure 3.1: Hash Chain Construction

However, hash chain suffers from the limitation that the length of the hash chain is
finite, which means it needs to be re-initialised after being used for a certain number
of times. It is possible to create the hash chain as long as possible but extra memory
spaces are needed to store the whole hash chain. On the other hand, frequently re-
initialising hash chains consumes the computational power of a device. It is necessary
to make a trade-off between memory usage and computational power consumption.

The problem of re-initialisation of hash chains has been widely discussed in the
literature. Bicaki and Baykal [10] proposed the construction of infinite length hash
chains using public key cryptography with the cost of compromising on efficiency.
Goyal [29] presented a new idea of Re-initialisable Hash Chain (RHC) which can be
securely re-initialised in an non-repudiable manner. Their method makes use of the
one-time signature scheme to establish the link between the old chain and the newly
generated on. The re-initialisation process can be repeated indefinitely to create an
infinite number of finite length hash chains which are all tied together.

Another problematic issue of a hash chain is its traversing cost. Two extreme

approaches for this problem is (for a hash chain of size n):

1. Store only the seed of the hash chain, which is of computational complexity O(n);
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2. Store the entire hash chain, which is of storage complexity O(n).

Above complexities have been reduced firstly by Jakobosson [42] to [log(n)] for
computation and [log(n)] 4+ 1 for memory, by using the technique called “fractal hash
chain traversal”. Copersmith and Jakobsson [21] later further reduced the computa-
tional complexity by approximately a factor of two, i.e., approximately %log(n) for
computation and a little more than log(n) for storage. Sella [90] then reduced the
storage complexity to k/n where k = m+1 and m is a constant bound on the number

of hash function evaluations allowed per each exposed link in a chain.

3.1.4 Random Oracle model

A random oracle is a mathematical abstraction used in cryptographic proofs. It is
typically used in proofs to provide sufficient mathematical properties, which cannot be
implemented in reality, in order to satisfy the proof of security. Proofs which make use
of random oracles are referred to as secure in the “random oracle model” which was
formalised by Bellare and Rogaway [8], as opposed to the “standard model”.

In practice, random oracles are typically used to model cryptographic hash functions
in schemes where strong random assumptions are needed of the hash function’s output.
Such proofs indicate that systems or protocols are secure by showing that an attacker
must require impossible behaviour from the oracle, or solve some other mathematical
problems believed hard, in order to break the protocol. Not all usage of cryptographic
hash functions require random oracles: schemes which require only the property of
collision resistance can be proven secure in the standard model.

According to Canetti, Goldreich and Haleviz [15], in a scheme working in the ran-
dom oracle model, all parties including the adversary are modeled by probabilistic
polynomial time interactive machines with oracle access. It is assumed that all oracle
queries, regardless of the identity of the party making them, are answered by a single
function denoted O which is uniformly selected among all possible functions [15]. The
set of possible functions is determined by a function £, (+), which has a constant length
output, and by the security parameter of the system.

Formally, a random oracle O is a mapping G : {0, 1}* — {0, 1}*°, chosen by selecting
each bit of O(z) uniformly and independently for every z. In a system with security
parameter k, the random oracle function is a mapping G : {0, 1}Pew(*) — 10 1} fout(k),

In addition, when a random oracle is given a query x it does the following:

e If the oracle has been previously given the query z, it responds with the same
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value it gave the last time.

e If the oracle has not been previously given the query x, it generates a random
response which has uniform probability of being chosen from anywhere in the

oracle’s output domain.

In the random oracle model, the definition of Goldwasser, Micali and Rivest’s signa-

ture scheme [28] (Gen, Sign, Verify) is randomized as (Gen®, Sign®, Verify!t), where:

Gen® On input 1%, the generator produces a pair of matching public and secret keys
(SK, PK).

Sign® To sign message m, compute o «— Sign®(SK,m).

Verify® to verify (m,o), compute Verify®(PK,m,o) € {0,1}. It must be the case
that Verify®(PK,m,o) =1 for all ¢ € Signf(SK,m).

In this sense, for a polynomial time adversary F with the access to the random oracle

O and the signing oracle, we define its advantage as:
Adv = Pr[O «— {0,1}0); (m, o) — FOS&"EKm) (PK) . VerifyR(PK, m, o) = 1]

The signature scheme is secure if for every adversary F, the Adv is negligible.

The problem with the random oracle model is that it does not really model real
life. In reality we use a single fixed hash function, such as MD5 or SHA-1, to replace
the random oracle. Assume the number of functions {0,1}* — {0,1} is 2%, a random
function takes log 22" = 2F hits to represent. However, since MD5 and SHA-1 are
polynomial-time computable, it is theoretically possible that the adversary would fail
for a random function, but not for a polynomial-time one [97]. Canneti, Goldreich and
Halevi [15] constructed an artificial counterexample: one that is provably secure in the
random oracle model but insecure when the random oracle is instantiated in real-life
with any polynomial-time computable function.

The random oracle model makes it possible to prove the security of a lot of practical
signature schemes and encryption schemes [27,89], but the meaning of these proofs
is uncertain in reality [81]. The security based random oracle model resides on the
intuitive level, which cannot be proven secure in the standard model. Nevertheless, the

random oracle model is still a powerful tool in security proofs.
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3.1.5 Elliptic Curve Cryptology Basics

Elliptic curve cryptography (ECC) was proposed by Miller [64] and Koblitz [46] in the
mid 1980s. An elliptic curve [54] is a set of solution (z,y) to an equation of the form
y*> = 2® + Az + B, denoted by E(F,), together with an extra point O, which is called
the point at infinity. For applications to cryptography, we consider finite fields of ¢
elements. The set of points on an elliptic curve forms a group under a certain addition
rule, where the point O is the identity element of the group.

Formally, we have Weierstrass equation to define an elliptic curve as followed:

Definition 9 The abelian group E(F,) is defined by
E(F,) = (z,y) € F |y* + a1y + asy = 2° + agx® + ayx + ag U 00

where F, denotes the algebraic closure* of F,, and oo, referred to as “the point at
infinity”, is the identity. The group operation, P+Q for P = (z1,vy1), @ = (22,92) € F,
behaves as followed
P+Q = oo,ifwry=ax9 and yy +yo + a129 +a3 =0
P+Q = (x3,y3), otherwise where
T3 = N Hm\—as— ] — 2o

Ys = —()\—i‘al)ilfg — UV —as

where X\ and v are rational functions of the curve coefficients and x1, xs, Y1, Yo.

One hard problem over elliptic curve is Elliptic Curve Discrete Logarithm Problem
(ECDLP), which is generally regarded as the foundation of elliptic curve cryptography.
To utilise ECDLP in construction of ECC, the cyclic subgroup of E(F,) is generated
by firstly choosing a point P € E(F,) and an integer n where

nP=P+P+..+P

n

We say n is the order of P if nP = oo, denoted by #E(F,), and use (P) to denote the
cyclic subgroup of E(F,). Then the ECDLP is defined as followed:

Definition 10 Given (P) of order n where P € E(F,) and a point ) € (P), to find
the smallest integer £, 0 < ¢ < n — 1 such that QQ = (P.

2The field F is called an algebraic closure of F if F is algebraic over and if every polynomial
f(z) € Flx] splits completely over F, so that F can be said to contain all the elements that are
algebraic over F.
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The application of ECDLP in ECC is the elliptic curve scalar multiplication, which
is a fundamental operation in elliptic curve cryptosystems. The result of scalar mul-
tiplication is another point ) on the curve. It is normally expressed as ) = kP.
For cryptographic applications #FE(GF(q)) = rh where r is prime, and h is a small
integer and P and ) have order r. Scalars such as k are random integers where
1 < k < r. Since r = ¢, the binary representation of k& = ¥7~'k;2’ has n bits where
n ~ m = [log ¢|, which is frequently used in ECC efficiency descriptions.

Scalar multiplication is the most dominant computation part of elliptic curve cryp-
tography. It is normally performed by repeating point addition (ECADD) and doubling
(ECDBL) operations over the curve in some special way. ECADD and ECDBL opera-
tions in turn rely on finite field operations such as addition/subtraction, multiplication
and inversion. Ansari and Hasan [4] proposed a high performance architecture of ellip-
tic curve scalar multiplication over the finite field GF'(2™). Implemented in hardware,
this system performs a scalar multiplication in approximately 6[m/w]|(m — 1) clock
cycles and the gate delay in the critical path is equal to Tanp + (log 2w)Txor, where
Tanp and Txogr are delays due to two-input AND and XOR gates respectively.

3.1.6 Bilinear Pairing

Bilinear pairing maps a point on an elliptic curve to a finite field. According to Boneh,
Mironov and Shoup [13], we have the following definitions. Let Gy, G; be a cyclic
additive group generated by P, with a prime order ¢, and Gy be a cyclic multiplicative

group with the same prime order p.

Definition 11 (Bilinear map). A function e : Gy x G; — Gy is bilinear if for any
four elements g1, g2 € Go, Hy, Hy € Gy, the following holds:

1. e(g1 092, H) = e(g1, H1) 0 e(go, Hy)

2. 6(91, Hl O Hg) = 6(g1,H1) 0] 6(91, Hg)

Definition 12 (Secure bilinear map). A bilinear map e : Gy x G — Gy is (t,¢)-

secure if for all t-time adversaries A
AdvBLM 4 = Prle(A(g, G,H),H) = e(g, G)|g <" Go; G,H <" Gy] < ¢

The probability is taken over the coin tosses of the algorithm A and random choice of
g7 G7 H'
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Secure bilinear maps include:

e ¢(-,-) : Go x Gy — [, is the Weil or Tate pairings on an elliptic curve £/F, and
Gy, G are distinct subgroups of El[q] for some prime ¢. For certain curve, the

Weil pairing can be slightly modified so that we may take Gy = G;.

o () Zy % Z;(N) — Z%. defined as r(g, H) = g, where N is a product of two

primes.

In generally, a bilinear is e : G; x G; — Gy be a map with with the following

properties:
1. Bilinearity: e(aP,bQ) = e(P,Q)® for all P,Q € Gy, a,b € Zy;
2. Non-degeneracy: There exists P, € G; such that e(P, Q) # 1;

3. Computability: There is an efficient algorithm to compute e(P, Q) for all P,Q €
Gy;

The Non-degeneracy implies that when P is the generator of G, e(P, P) is the
generator of G,. We call such bilinear map as an admissible bilinear pairing. Problems

considered in the additive group G, are:

- Decisional Diffie-Hellman Problem (DDHP): For a,b,c € Z;, given P,aP,cP

decide whether ¢ = ab mod q.

- Computational Diffie-Hellman Problem (CDHP): For a,b € Z;, given P,aP

compute abP.

Definition 13 (Computational Diffie-Hellman Problem). The Computational
Diffie-Hellman problem is (t,€)-hard if for all t-time adversaries A we have

AdvCDH 4 = Prle(A(g,H,H*) = g*|g «" Gg;H <R Gy;a <R Zg, | < ¢

In bilinear pairings, Decision Diffie-Hellman problem (DDHP) is easy and Compu-
tational Diffie-Hellman problem (CDHP) is still hard. That is, for a,b € Z, given
P,aP,bP, computing abP is infeasible.

Definition 14 A group G is a gap Diffie-Hellman(GDH) if there ezists a polynomial
time probabilistic algorithm to compute the decisional Diffie-Hellman problem but exists

no such algorithm to solve the computational Diffie-Hellman problem in G.
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Above system parameters can be obtain through running the GDH Parameter Gen-
erator [12] ZG which takes a security parameter k € Z* as input, runs in polynomial
time in k, and outputs a prime number ¢, the description of two groups Gq, Gy of order

¢, and the description of an admissible bilinear map e : G; x G; — Gao.

Definition 15 The advantage of an algorithm A in solving CDHP in group G is
AP = PrlA(P,aP,bP) = abP : a,b ¢ Z]

where the probability is over the choice of a and b, and the coin tosses of A. We say that
an algorithm A(t, €)-breaks CDHP in G if A runs in time at most t, and AdvG"" > e.

3.2 Digital Signature Schemes

A handwritten signature has long been used as a proof of the authorship to the content
of a document. A digital signature of a message is a number dependent on some secrets
only known by the signer, and additionally, on the content of the document being
signed. As an asymmetric cryptographic authentication scheme, it is different from
MAC in that the digital signature scheme is able to provide non-repudiation of the

signer, where MAC can only protect message integrity.

3.2.1 Generic Scheme

The signing paradigm is performed as follows. Assume there are two users: Alice (A)
and Bob (B). Each of them holds a public-private key pair ((PK 4, SK4) for Alice and
(PKp,SKpg) for Bob). To sign a message m, Alice launches the signing algorithm
Sign along with her secret key SK,4 to generate a signature S over the message. Alice
then publishes the signature as well as her public key PK,4. When Bob receives the
signature and Alice’s public key, he will be able to verify if the signature is generated
by Alice using the verification algorithm Verify. If the signature is authentic, Alice’s
public key will make the verification equation hold.

Formally, the digital signature scheme is defined by Goldwasser et al. [28] as follows:

Definition 16 A digital signature scheme contains the following components:

e A security parameter k, which is chosen by the user when he creates his public
and secret keys. This parameter determines a number of quantities, such as the
length of signatures, length of signable messages, running time of the signing

algorithm, overall security, etc.
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Figure 3.2: Digital Signature Scheme

e A message space M which is the set of messages to which the signature algorithm
may be applied. The messages can be regarded as binary strings, i.e. M C 0,1%.

The length of messages to be signed is bounded by k¢ for some constant ¢ > 0.

e A signature bound B which is an integer bounding the total number of signatures
that can be produced with an instance of the signature scheme. This value is

typically bounded above by a low-degree polynomial in k, but may be infinite.

o A key generation algorithm G which on input 1% by any user A, generate a pair

(P%, S%) of matching public and secret keys in polynomial time.

e A signature algorithm o which produces a signature o(M,S4) for a message M

using the secret key Sa.

e A verification algorithm V' which tests whether S is a valid signature for message

M wusing the public key Pjy.

In general, the key generation algorithm and the signing algorithm are probabilistic.
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Whereas the verification algorithm is deterministic.

3.2.2 Security Requirements for Digital Signature Schemes

The standard notion of security for a signature scheme is called existential unforgeability
under a chosen message attack(EF-CMA) [28]. Assume the existence of a polynomial

time adversary A and a challenger, who cooperate to perform the following game:

1. The challenger runs the key generation algorithm to generate the public-private
key pair (PK,SK). It sends PK to the adversary and keeps SK as secret.

2. The adversary A produces a message m under PK and submits it to the chal-
lenger. The challenger responds the query with a signature o = Sign(m, SK). A

can request at most ¢g messages of his choice under PK, where my, ..., my, € 0, 1.

3. Eventually, A produces a pair (m*, 0*). The adversary wins if ¢* is a valid
signature of m* according to the verification algorithm, and m* is not queried

during the signature query phase.
Formally, we have

Definition 17 An adversary A (t,qs, €) breaks a signature scheme, if A runs in time
at most t, makes at most qg signature queries, and the advantage that A wins the game
is at least €. A digital signature scheme is (t,qg, €)-ezxistentially unforgeable under a

chosen message attack if no adversary (t,qs, €) breaks it.

(PK,SK) « G(lk);
fori=1,2,...,qs;

AdeigiF_C'VIA = Pr | Verify(pk, m, o) = accept mi < Alpk, m;)
o; < Sign(sk, m);

(m> U) A A(pkv my, Ui);

mF# my, ..., My}

3.3 Omne-time Signature Schemes

The one-time signature scheme was first proposed by Lamport [48] in 1979. It is a dig-
ital signature mechanism which can be used to sign, at most, one message. Otherwise,
signatures can be forged. A new public key is required for each message being signed.
The public information necessary to verify one-time signatures is often referred to as
validation parameters. When one-time signatures are combined with techniques for

authenticating validation parameters, multiple signatures are possible.
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3.3.1 Generic Scheme

One-time signature schemes generally consist of three algorithms: key generation, sign-

ing and verification.

KeyGen. On input security parameters 1%, key generation algorithm generates a one-

time public and secret key pair.
Sign. On input a message M, signing algorithm produces a one-time signature S.

Verify. On input a message M and a signature S, verification algorithm checks whether

S is a valid signature for message M.

The above scheme does not show the speciality of one-time signatures. The major
difference between one-time signatures and other signatures is the algorithm used to
in signature generation. Normal signatures often use a trapdoor based algorithm to
generate signature. However, one-time signatures use one-way function such as hash
function to conduct signature generation. In addition, the public-secret key pair is also
generated using one-way function. The public key is often the hash value of the secret
key.

The formal definition of one-time signature is provided by Bleichenbacher and Mau-

rer [11] using directed acyclic graphs.

Definition 18 [11] Minimal verifiable sets will in the following be called signing pat-
terns. The associated poset of DAG G, denoted G*, is the poset (G*, <) of signature
patterns of G. A one-time signature scheme I' for G is an anti-chain of the associated

poset G*, and the mazximal size of an anti-chain in G is denoted by w(G).

The advantage of one-time digital signature schemes is that signature generation
and verification are very efficient. Signing and verification are often one or more calls
of a hash function. It is useful in applications such as single chip cards, where a low
computational complexity is required.

The security of one-time signature schemes is often based on the random oracle
model since a one-way function is the major component of the signing algorithm.
However, there are also some other schemes, such as HORS [82], where security is

based on complexity-theoretic assumptions.

3.3.2 Detailed Schemes

The very first one-time signature scheme proposed by Lamport [48] is only possible to

sign one bit information. Based on this trivial, many researchers have subsequently
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proposed more efficient schemes. Merkle [59] proposed an improvement of Lamport’s
scheme which reduce the number public key components by almost two-fold. Winter-
nitz [60]’s improvement focused on the signature size. Using his scheme, the signature
size can be reduced by several folds but at the expense of increased computational
overhead. Later, Merkle proposed a tree-authentication scheme which is possible to
sign multiple message using the same public key. More recently, Perrig [74] proposed
a BiBa (Bins and Balls) one-time signature scheme for broadcast authentication sce-
nario. His approach reduced the signature size and verification overhead with the cost
of larger public key size and higher signature generation overhead.

In this section, we introduce two schemes: HORS and IOSP, in more detail, because

these two schemes are related to our construction.

HORS Short One-time Signature Scheme

HORS stands for Hash to Obtain Random Subset. It was proposed by Reyzin et al. [82]
in 2002, motivated to provide a more efficient signing algorithm better than BiBa One-
time signature [74]. HORS consists of three algorithms: key generation, signing and

verification.

Key Generation. On constructing this scheme, several security parameters are prede-

fined. To sign b-bit messages, we firstly pick ¢ and k& such that

BE

Then choose a security parameter ¢, and a one-way hash function f that op-
erates on (-bit strings. To generate public key, randomly generate ¢-bit string
(s1,82,,5). Let v; = f(s;) for 1 < i < ¢. The resulting public key is PK =

(n,v1,ve, ..., ;) , private key is SK = (n, s1, S2, ..., S¢).

Signing. To sign a message m, with secret key SK = (n, s1, Sg, ..., §;), firstly let h =
hash(m); then split h into k substrings hq, he, ..., h,, of length logt bits each;
finally, interpret each h; as an integer i; for 1 < j < n. The resulting signature

IS 0 = (Siy, Sigs -y Si)-

Verification. he verification is the same as the signature generation. Suppose the ver-
ifier has the message m, signature o = (s}, s;,, ..., s;, ),and public key PK =
(t,v1, v, ...,vy) . Firstly, let h = hash(m); then split h into k substrings hq, hs, ..., Iy,
of length logt bits each and interpret each h; as an integer ¢;. If for each

1 <j <n, f(sj) == v;;, accept the signature; otherwise, reject the signature.
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In HORS, the public key component can be used multiple times. Signature gen-
eration requires only one call to hash function. Verification requires k calls to hash
function. One impressive advantage of HORS is the shorter signature size. For their

most efficient construction, the signature size can be reduced to 20480 bits.

Chained One-time Signature Protocol

Chained One-time Signature Protocol (IOSP) was proposed by Zhang [108] in 1998.
His motivation was to produce an efficient signature scheme for routing protocols. This
scheme makes use of one-way hash chain as public keys to construct the signature. It
is similar to HORS in the sense that the resulting signature is a selection of secret key
components in terms of the message.

IOSP includes three algorithms as followed.
Setup. 1. Each router chooses n secret key components z;, (j =1,,t) at random.

2. Each router creates a n hash chain of length k.
0 h%z1) ... h%z,)
1 hl(xy) ... hi(x,)
ko h*(xy) ... h¥(w,)

3. Each router broadcasts the kth row of his table signed using public key

cryptography.
4. Each router verifies the received row using public key cryptography and

stores them as v;,j = 1,...,n.

Signing. 1. Obtain a n-bit binary string ¢g by concatenating f(M;) with a count field
using Merkle tree [59).
2. Form the signature by concatenating the hash value h*~¥(z;) in the (k —i)th
row of the table for all j such that g; = 1, where g, is the jth bit of string
g.
Verification. 1. Obtain a n-bit binary string g by concatenating f(M;) with a count
field using Merkle tree.
2. For all j such that g; = 1, check if h*7(r;) = v;, where r; and v; are the
received and stored value for the jth bit respectively, and v; is last updated

for message '.

3. If true, accept the message and update v; with value r;.
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3.4 Identity based Signature Schemes

The concept of identity based cryptosystem was firstly introduced by Shamir [91] in
1984. His motivation was to simplify the public key certificate management process. In
such cryptosystems, the public key of a user is derived from his identity information and
his secret key is generated by a trust third party called Private Key Generator(PKG).
When Alice generates a signature and sends it to Bob, Bob will be able to verify
the signature by using Alice’s identity information. The identity information, such as
Alice’s IP address or email address, can be obtained easily, therefore the public key

management burden in traditional certificate based cryptosystems is reduced.

3.4.1 Generic Scheme

In general, an identity based cryptosystem has the following properties:
e user’s public key is his identity, or derived from his identity.
e 1o requirement of the public key directory.

e message encryption and signature verification processes require only receiver’s

and signer’s identity respectively along with some system parameters.

However, although public key distribution process is simplified, the key escrow
problem that PKG knows the users’ secret keys is still inherited. Besides, ID-based
cryptosystems require users to authenticate themselves to the PKG in the same way
as they authenticate themselves to Certificate Authority (CA).

The identity based signature scheme (IBS) contains four algorithms: Setup, Ertract,
Sign, Verify.

Setup. The master key and parameters generation algorithm, is a probabilistic algo-
rithm that on input a security parameter 1% outputs a master key s and a

parameter list params.

Extract. The signing key issuing algorithm, is a deterministic algorithm that on input

a user’s identity id and a master key s, returns a pair of matching public and
secret keys (PK;q, SKiq).

Sign. The signing algorithm, is a probabilistic algorithm that on input a message m,

returns an online signature o.
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Verify. The verification algorithm, is a deterministic algorithm that on input a message
m, a user’s identity id, a parameter list params, and a signature o, returns 1

(accept) or 0 (reject).

3.4.2 Security Arguments

The security of traditional digital signature schemes is defined by Goldwasser et al.
as existential unforgeability under adaptive chosen message attack, as described in
previous section. Cha and Cheon [16] extended this notion to existential unforgeability
under adaptive chosen message and ID attack for ID-based signature schemes. Assume
the existence of a polynomial time adversary A and a challenger C, who cooperate to

perform the following game:

1. C runs Setup algorithm of the scheme and sends the resulting system parameters

to A.
2. A issues the following queries as he wants:
Message Hash Query C computes the value of the hash function for the request

input and sends the value to A.

Extract Query Given an identity id and a message m, C returns the private key

corresponding to ¢d which is obtained by running Extract algorithm.

Sign Query Given an identity id and a message m, C returns a signature which

is obtained by running Sign.

3. A outputs (id, m, o), where id is an identity, m is a message, and ¢ is a signature,
such that (id,m) are not equal to the input of any query to Extract and Sign

respectively. A wins the game if o is a valid signature of m for id.
Formally, we have

Definition 19 An adversary A (t,qs, €) breaks a signature scheme, if A runs in time
at most t, makes at most qg signature queries, and the advantage that A wins the game

is at least €. A digital signature scheme is (t,qs, €)-existentially unforgeable under
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chosen message and ID attack if no adversary (t,qs,€) breaks it.

(s, params) « Setup(1¥);
(PKiq, SK;q) < Extract(id, s);
fori=1,2..4s;
AdeigiF_C'VIA = Pr | Verify(id, m, o) = accept | m; «— A(PK;, m;); <e€
o; < Sign(SKig, m);

(td,m,o) — A(PK;,m;,0;);

(id,m) # (idy, M), ..., (idgs, Mys); |

3.5 Online/Offline Signatures

The online/offline signature scheme was first introduced by Even, Goldreich and Micali
in 1990 [26]. The motivation was to produce a digital signature scheme suitable for
applications where pre-computations are tolerable, however signatures have to be gen-
erated as fast as possible once the message is presented. The notion of the online/offline
signature scheme is splitting the signing phase to an online phase and an offline phase.
The offline phase which is independent of the message can be performed in advance.
Whereas the online phase is quickly performed when a message is given.

However, the computational overhead for generating a digital signature cannot be
reduced by reducing the algorithm complexity. To enable quick signing in online phase,
in designing the algorithm, the overall computational overhead has to be shifted to the

offline phase. The online phase therefore undertakes the minimum computation.

3.5.1 Constructions Based on One-time Signatures

The first online/offline signature proposal [26] makes use of an ordinary digital signa-
ture scheme, a one-time signature scheme and a one-way hashing scheme to fulfill the
construction. The essence of the construction is to use the ordinary signature scheme
to sign a random instance of information enabling the one-time signature which will
be used to sign the message in the future.

The one-time signature scheme was first introduced by Lamport in 1979. The
original scheme is able to sign only one bit message. The signature is generated as

followed.
1. Choose two values x; and x5 at random as secret key component;

2. Compute y; = h(x) and y2 = h(zy) and public key component;
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3. To sign a single bit message g, reveal the pre-image corresponding to the actual

0’ or '17:
yr i g=0;
O’ =
Yo if g=1;

Thenceforward, one-time signature schemes have been broadly studied in the literature
because of its advantage in efficient signing. The original scheme has been largely
improved in order to sign messages that are more than one bit. For instance, Even,
Goldreich and Micali’s scheme [26] makes use of the property of the extended square root
to construct an efficient one-time signature, which requires only one hash in signing.
However, the size of the resulting signature and necessary public keys are comparatively
large. For instance, Even et al.’s most efficient construction requires 33 DES keys (56-
bit) and 4736-bit. Perrig’s BiBa one-time signature [74] requires pre-computed hash
chain for n nodes. Reyzin’s short one-time signature HORS [82] reduces the signature
size to 1280-bit, but still requires 81920-bit public key.

Since using one-time signature in signature generation, online-offline signatures in-
herit the problem of requiring large amount of public keys, or even constructing of
hash chains. Therefore this type of online/offline signatures is not popularised in the
literature. However, it brought up a inspiring point that later researchers could work

on.

3.5.2 Other Construction Approaches

During the last 30 years, since the first scheme came into existence, the online/offline
signature scheme has not been found much favour in the application domain, hence
few new constructions have appeared in the literature. However, breakthroughs in

shortening the public key size and the signature size have been made by various authors.

Construction Based on Trapdoor Hash Family

To overcome the problem of signature size, Shamir and Tauman [92] introduced a
Hash-Sign-Switch paradigm to construct online/offline signature schemes. This novel
approach combines any trapdoor hash family and any normal signature schemes to
produce an online/offline signature scheme.

In their scheme, the offline phase consists of one trapdoor hash and an ordinary
signature generation, whereas the online phase consists of a single collusion finding
computation, which is efficient when the trapdoor key is known. To make the scheme

the most efficient, in [92] the authors provide three constructions of the trapdoor hash
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family which are comparatively efficient in collision finding. In addition, there are only
two sets of public-secret key pairs needed, for normal signature and the trapdoor hash
respectively. The signature size is reduced to the size of a normal signature, plus the
size of a random trapdoor hash component.

The prosperity of elliptic curve and pairing based cryptographic primitives opens
a new way for the design of more efficient online/offline signature schemes. In 2005,
Zhang, Mu and Susilo [107] proposed a pairing based online/offline signcryption scheme.
In their scheme, the signer performs scalar multiplications to generate offline signatures
and stores them for future use. When the message arrives, the online signature is gen-
erated simply using a hash. The resulting signature size is comparative shorter since

pairing based cryptosystem can provide a higher level of security with a shorter size.

3.6 Multisignature Schemes

The multisignature scheme was first introduced by Itakura and Nakamura [40] in 1983.
It is an exception of a group signature in which the signature is generated cooperatively
by many individuals for the same messages. Specially, the size of the signature is
independent of the number of signers. To generate such signature, there exist two

approaches in the domain.

e Generate the signature in a parallel manner. Each individual signer firstly gener-
ates a partial message that he is responsible for. Then later, the multisignature

will be constructed by a “collector” after obtaining all the partial messages.

e Generate the signature in a sequential manner. All the signers are arranged in
an order. The first signer generates his own signature and passes to the second
signer. The second signer generates his owns signature according to the received
signature and passes the new signature to the next signer, and so on. The required

multisignature will be generated by the last signer.

Multisignatures have been extensively studied in the literature, but because of the

absence of formal definition, many schemes have been proven to be insecure [50, 66].

3.6.1 Constructions based on RSA

Early multisignature schemes make use of RSA [85] based approach in constructions.
However, multisignature schemes based on RSA inherits a problem called moduli clashes

[47], which results from different users using different RSA moduli domains.
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For instance, users 1,2, ...,k want to jointly sign a contract so as to achieve the
authentication, integrity and non-repudiation properties. Let d; be the ith user’s secret
key, and (e;,n;) be the public key, where n; = p; X ¢;, p;, ¢; are large primes, and

e; X d; =1 mod ¢(n;). In order to generate a signature on message m, signers compute

o = m% mod n
_ d2
oy = 07" mod ny
dy
o, = 0.5, mod ny

However, this scheme is unlikely to work in practice since the domain of each signers
modulus n; are likely to be different. if n; > n;,;, the message domain will become too

large for the (i + 1)th user to sign. The solutions to this problem are:
1. Reblock the signed message which exceeds the modulus domain;
2. Predetermine the signing order according to the modulus domain.

Harn and Kiesler [45] has proposed a scheme to address the moduli clashes problem
by predetermining the signing order according to the signers’ moduli domain. Never-
theless, it is difficult in reality when the signer group is determined dynamically.

Chang et al. [17] proposed an ID-based multisignature scheme which overcomes
this problem. Their scheme is generated under the same modulus N for different
signers. It solves the moduli clashes problem without using message reblocking and
predefining signing order. Besides, the identity based scheme simplifies the public key
certification process. However, the tradeoff is great computational overhead resulting
from computing modulo exponentiations. The signing algorithm requires one modulo
exponentiations and the verification algorithm requires three modulo exponentiations.

This scheme is comparatively inefficient in the application domain.

3.6.2 Accountable Subgroup Multisignature Scheme

In 2001, Micali et al. [61] provided the first formal definition of multisignature which is
called Accountable Subgroup Multisignature (ASM). In essence, ASM schemes enable
any subgroup S, of a given group of potential signers, to efficiently sign a message so
that the signature provably reveals the identities of the signers in the subgroup to any
verifier. The signing process is in a parallel manner, where each signer has to generate

a partial message for the construction of the multisignature. However, the role of the
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collector can be performed by each signer after the receipt of all the partial messages
from other signers. In the end, each co-signer will be able to generate a copy of the

authentic multisignature jointly signed by the group. Informally, we have:

Definition 20 An accountable-subgroup multisignature of a subgroup of signers S for
a message M provides, without any trusted managers or third parties, a self-contained
and universally verifiable proof of (1) the composition of S and (2) the fact that each
member of S stood behind M .

Besides, an ASM scheme is supposed to satisfy two properties:

Flexibility Any subgroup S of G may easily jointly sign a document. It is then up
to the verifier of the signature to decide whether S is sufficient for the signature

to be deemed valid.

Accountability without use of trusted third parties, individual signers can be iden-

tified from the signed document.

Their scheme is based on Schnorr’s signature scheme, which is generally regarded

as provable and efficient:
e Only three rounds of communication are required per signature;

e The signing time per signer is the same as for the single-signer Schnorr scheme,

regardless of the number of signers;

e The verification time is only slightly greater than that for the single-signer Schnorr

scheme;

e The signature length is the same as for the single-signer Schnorr scheme, regard-

less of the number of signers.

The resulting signature inherits the advantages of Schnorr signature scheme and has

the following desirable properties:

1. The signature length does not grow with the number of signers: it is the same as

that of a single-signer Schnorr signature.

2. The verification is almost the same as the time needed to verify a single Schnorr

signature.

3. The signing protocol requires only three rounds of communication among the

members of the subgroup, irrespective of the size of the subgroup.
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4. The signing time per member of the subgroup is almost the same as the time

required to produce a single-signer Schnorr signature.

5. Only the key generation protocol (done once by the whole group) requires each
member of the group to perform communication and computation that is linear

in the size of the group.

The security of the scheme is based on the DLP’ assumption [61]. Since there is no
trusted third party in the scheme, the public keys are authenticated using the Merkle
Tree [58]. In the key generation phase, a Merkle Tree is constructed to contain all
the public value and attach the path to each of them along with the public key. The
multisignature is generated by a collector in the original description. However, it is
also possible to regard the collector as each individual signer, who, after the receipt of

all the partial messages, construct an identical copy of the signature.

3.6.3 Security Arguments

The security of the accountable subgroup multisignature scheme can be defined by

considering the capabilities of a forger F.

1. F fully controls all message exchanged in the network: whether the sender or the
recipient is good or bad, it can read any messages sent, modify it or prevent its
delivery. In addition, F can send any messages needed on behalf of any players,
i.e. there are no private authenticated channels - all players communicate via the

adversary.

2. F can corrupt any players at any time, during both key generation and signing.
Upon corrupting one single player, F learns the entire internal state of this player,

including all secret information and past coin tosses.
3. F controls the input of any uncorrupted players during key generation.

4. For any uncorrupted player, F can conduct an adaptive chosen-message-and-
subgroup attack. At any time, it can request that the player executes the signing

protocol on some specified message with some specified subgroup co-signers.
Formally, we have

Definition 21 An ASM is secure if, for all constants ¢ > 0 and all sufficiently large
security parameters k, no polynomial-time adversary has better than k=°¢ chance of

outputting a triple (o, M, S) such that:
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e o0 is a valid signature on the message M by the subgroup S of players;

e there exists an uncorrupted player P € S who has never been asked by F to

execute the signing protocol M and S.

3.7 Summary

Recent crypto-analytic advances have caused increasing discussion about public key
sizes and the security required. It has been argued that the security provided by
1024-bit RSA is getting insufficient for the current situation. Yet, moving to larger
key sizes also brings up arguments regarding the memory limitations and other costs
used to protect keys. The emergence of elliptic curve cryptography defends the use
of short keys by providing higher computational complexity with comparatively small
key sizes. According to Vanstone’s [95] survey, to provide 256-bit level of security, RSA
requires 15360-bit public keys, whereas ECC only requires 512-bit keys. In addition,
it is also possible to reduce the signature size using ECC as in Boneh et al.’s pairing
based short signature scheme, where the signature size is reduced to 160-bit. In our
routing paradigm, shorter key size and signature size can reduce the data transmission

overhead. In turn, the network performance can be enhanced by this means.



Chapter 4

ID-based Online/Offline Signature Schemes

In this chapter, we describe the notion of identity based online/offline signature (I0S)
schemes. We begin with introducing the generic scheme, explaining the algorithms
involved. Its security requirements and the attack model are defined accordingly. We
then give two concrete constructions of the ID-based online/offline signature schemes

of our proposal along with the proofs.

4.1 Generic Scheme

We derive our identity based online/offline signature scheme (I0S) from the online/offline
signature scheme introduced in section 3.5. We also formalise the notations in descrip-

tion, which will be used in the next chapter to construct the transformation.

Definition 22 [D-based online/offline digital signature scheme DS is comprised of
five polynomial time algorithms: 10_ParamGen, |0_Ext, 10_OffSign, 10_OnSign, and
10_Verity.

IO_ParamGen. The master key and parameter generation algorithm, is a probabilistic
algorithm that on input a security parameter 1%, outputs a master key IOSK*

and a parameter list params.

IO_Ext. The signing key issuing algorithm, is a deterministic algorithm that on input
a user’s identity id and a master key IOSK*, returns a pair of matching public

and secret keys (iopkiq, i0sk;q).

10_OffSign. The offline signing algorithm, is a probabilistiglgorithm that on input a

parameter list params and a signing key iosk;q, outputs an offline signature S.

10_OnSign. The online signing algorithm, is a probabilistic algorithm that on input a

message m and an offline signature S, returns an online signature o.

48
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IO _Verify. The verification algorithm, is a deterministic algorithm that on input a mes-
sage m, a user’s identity id, a parameter list params, an offline signature S, and

an online signature o, returns 1 (accept) or 0 (reject).

4.2 Security Arguments

The security of the ID based online/offline signature is the existential unforgerability
under chosen-message and 1D attacks. We follow Cha-Cheon’s [16] classic description

of ID based signature scheme and have the following definitions.

Definition 23 An identity based online/offline signature is said to be existentially
unforgeable under chosen-message and ID attacks if no probabilistic polynomial time

adversary has a non-negligible advantage in this game:

1. The challenger A runs the setup algorithm to generate the system parameters and

sends them to the adversary F.

2. The adversary F performs the following queries:

e ID Hash Query: For any given identity ID, F will produce the corre-
sponding public key Qrp to the identity.

e Key Extraction Query: For any given identity 1D, F will produce the

corresponding secret key Dyp.

e Message Hash Query: For any given random value r, F will produce the

corresponding hash value.

e Offline Signing Query: For any given identity ID and secret key Dip,
F will produce an offline signature S corresponding to the ID.

e Online Singing Query: For any given identity ID, message m, and an
offline signature, this query will produce an online signature o corresponding
to the ID.

3. After a polynomial number of queries, F produces a tuple (ID*,m*, S* c*) of
wdentity 1 D*, whose secret key was never asked in the key extraction query. Be-

sides, the pair (ID*,m*) was never asked in online/offline signing queries.

The success probability of winning the above game is defined by Succht —1O5=CMA(y).

An online/offline signature scheme is secure if the success probability of the above attack
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15 megligible.
SUCCE‘F_IOS_CMA(E) S €,

where € is negligible.

Formally, we have

Definition 24 (Security) [28] The ID-based online/offline signature scheme S =<
10_ParamGen, 10_Ext, 10_OffSign, 10_0OnSign 10_Verify > is existentially unforgeable un-
der adaptive chosen message attacks if it is infeasible for a forger to produce a valid
message-signature pair after obtaining polynomially many signatures on a message of
its choice from the signer.

Formally, for every probabilistic polynomial forger A such that:

(pk, sk) « 10_Ext(1%);

fori=1,2,.. k; r; €Er ZLy;

m; «— A(pk,mq, S1,01, ..., Mg, Sk, Ok );
Adv(A) = Pr | S; «— I0_OffSign(sk,r); <e
o; < 10_0OnSign(S;, m);

(m, S, o) — A(pk,mq, S1,01, ..., Mg, Sk, Ok );

| m # my,...,my and 10_Verify(pk,m, S, o) = accept; |

4.3 A Concrete Construction

In this section, we provide a concrete ID-based online/offline signature scheme [101].
We also prove the security of these two signature schemes. Our scheme involves four

algorithms: Setup, Extract, OffSign, OnSign and Verify.

Setup. Given G and its generator P, pick a random s € Z7, and set F,,;, = sP. Choose
a cryptographic hash function Hy : {0,1}* — Gy and H, : {0,1}* — Z;. The
system parameters are (P, P, Ho, H1). The master key is s. Hy and H; behave

as random oracles.

Extract. Given an identity /D, the algorithm computes D;p = sHy(ID) and outputs
it as the private key related to I D corresponding to Q;p = Ho(ID).

OffSign. Given a secret key Djp, pick random r,z € Z;, output the offline signature
pair (S, R), where S = D;p — xP,up, R=rP.

OnSign. Given a message m and offline signature S, compute the online signature as

o = Hi(m)r + x. The resulting signature is a triple (S, o, R).
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Verify. Given a signature tuple (5,0, R) of a message m for an identity 1D, check
whether (Pyup, S + 0Py, P, Qrp + Hi(m)R) is a valid Diffie-Hellman tuple.

4.3.1 Analysis
Similar to the previous scheme, we discuss the correctness and efficiency of our scheme.

Correctness: The correctness can be easily proved as follow:

e(S+ 0P, P) = e(D—xPpy+ (Hi(m)r + x)Ppy, P)
= e(D —xP,yp+ Hi(m)rPyy + xPyup, P)
= e(D+ Hi(m)rP,u, P)
= ¢
(

s(Qrp + Hi(m)rP), P)
= e(Qp+ Hi(m)R, P,us)

Signature Size: The resulting signature is a tripe (5,0, R). We assume the safe
length of GDH group G is p, the size of each element in a signature tuple is
log p, log g, and log p. Therefore, the total length is 2log p + log q.

Performance: Similarly, the online signing phase require one hash. The offline phase
of this scheme requires two pairings which are both variables. Compared with
the previous scheme, this scheme is less efficient in verification. However, the
structure of the second scheme has better properties for signature aggregation,

which will be shown in the next chapter.

4.3.2 Security Proof

To prove our scheme is existentially unforgeable under adaptive chosen-message attack,

we use Libert and Quisquater’s proof technique [51].

Theorem 1 In the random oracle model, if a probabilistic polynomial time forger F
has an advantage € in forging an online/offline signature with running time t and
asking Ho,Hy,key extraction oracle and online/offline signing oracle qm,, qm,, ¢ and

qs times respectively, then the CDH problem can be solved with an advantage

1 1 qs(qm, +qs) +1
/ > . 1 - QE+1 _ 1
3 (Qe ( ot 1) )(e o )

with running time t' < t + (qu, + e + 2qs)tm, where t,, is the time to compute a scalar

multiplication in Gq.
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Proof Firstly we assume the existence of a forger F, which by performing queries,
finally produces a valid online/offline signature tuple. On the other hand, a proba-
bilistic polynomial time algorithm - attacker .A which answers all the queries asked by
forger F finally solves the CDH problem. We further assume (aP,bP) € Gy x G, is a
random instance of the CDH problem taken as input by attacker A. The system public

key is initialised as P,,, = aP. Then A answers all the queries as follows:

ID hash query: when an identity ID is submitted to Hy oracle, A flips a coin T" € 0, 1
which yields 1 with probability § and 0 with probability 1 —§. A then randomly
chooses u; € Z;. If T =0, A sets the value @Q; as u; P. Otherwise, Q; is set as
ubP. A records the tuple (ID;, u;, T;) in a list Ly, and returns @; as the answer.

Key extraction query: when A receives a key extraction query, it firstly checks
whether the corresponding tuple (ID;, u;, T;) exists in Lg. If it does not exist, A
outputs “failure” and halts. If it exists A further checks the value of T;. If T; = 0,
it computes the secret key as uP,,, = uaP and returns it to F. Otherwise, it

outputs “failure” and halts.

Message hash query: A maintains a list L; for message hash queries. When a tuple
(Qi,m;) is submitted to H; oracle, A firstly checks the existence of the tuple
in L. If it exists, the value will be returned. Otherwise, A randomly chooses

v; € Zy, stores the tuple (Q;, m;,v;), and returns v; to F as the answer.

Offline signing query: A randomly chooses a;,1;, 3; € Z;, and defines offline signa-
ture as S = (t; — ;) Pyup = (t; — a;)aP, R; = §;P. The pair (S;, R;) and «; are

stored for future use.

Online signing query: when A receives an online signing query on message M; for
an identity ID;, it firstly retrieves the corresponding u; from Lg. The previously
computed offline signature tuple (S;, R;) and value «; is also retrieved. Then it
defines the message hash value H,(m;, R;) = 3; ' (t;—u;), and the online signature
as 0; = ;. If the message hash value has been defined before, A output “failure”

and halts. Otherwise, the signature tuple (S;, 0y, R;) is returned to F.

The resulting signature tuple passes the verification since:

6(5: + U:Ppuba P) = e(tiPpub - aippub + aippuba P)
= e(tiaP, P)
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‘3(@? + Hl(m:)R;k, Ppub) = €(UiP + (/5,-_1(ti - ui))/@ip> Ppub)
= e(t;P,aP)

Eventually, the forger F produces a valid signature tuple (S*, o*, R*) for message M*
of identity I D* and gives it to A. A firstly recovers the tuple (I D* u*,T*) in list Lg
to check the value of T'. if T'= 0, A outputs “failure” and halts. Otherwise, the entry
of (Q*, m*,v;) must be in the list L; with overwhelming probability. If this entry does
not exist, A outputs “failure” and halts. As the resulting signature tuple is valid, the

following equation holds:
e(S* 4+ 0" Py, P) = e(Q7p+ Hi(m")R*, P,y) (4.1)

Besides we have Hy(m*) = v;P, P, = ap, and (); = w;bP. According to (1) we can
get:

e(S*+o*aP,P) = e(ubP+ v;R,aP)
e(S*+c"aP,P) = e(ubP,ap)e(v;R,aP)
e(S*+oc"aP —v;R,P) = e(ubP,aP)

The solution to the CDH instance (aP,bP) is u*~1(S* + o*aP — v;R).

Similar to Libert and Quisquater’s analysis, A’s probability of success involves
three parts. Firstly, A’s probability of failure caused by a conflict over H; is at most
qs(qu, + qs)/q. Secondly, since H; is a random oracle, the probability of producing a
valid forgery without asking H;(m*) is 1/2*. Finally, the probability of A succeeds in a
key extraction query is §(1—0)%. The function §(1—0)% is maximized at § = 1/(ge+1).

Thus we have the result

1 1
o1l =9 = (1 — Ge
( ) e+ 1 ( qe+1>
N S R
e qe +1

Eventually it comes that A’s advantages is at most

1 1
(o (1 s
e ge +1

qs(qu, +qs) +1
ok

(e - )
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4.4 A Better Construction

We give another concrete construction of the ID-based online/offline signature scheme
[100] based on the general scheme. It consists of five algorithms: Setup, Extract, OffSign,
OnSign, Verify.

*

Setup. Given G and its generator P, pick a random s € Z;, and set P, = sP. Choose
a cryptographic hash function Hy : {0,1}* — Gy and H, : {0,1}* x G; — Z;.
The system parameters are (P, Py, Ho, H1). The master key is s. Hp and H;

behave as random oracles [§].

Extract. Given an identity 1D, the algorithm computes D;p = sHy(I D) and output it
as the private key related to I D corresponding to Q;p = Ho(ID).

OffSign. Given a secret key Djp, pick a random number r € Z; and a random secret
number z € Z;, output the offline signature pair (S, R), where S = %DID, R =
zP.

OnSign. Given a message m and offline signature S, compute the online signature as

o = Hy(m, R)x 4+ r. The resulting signature is a triple (5,0, R).

Verify. Given a signature tuple (5,0, R) of a message m for an identity 1D, check
whether (P, 0P — Hi(m, R)R, S,Qp) is a valid Diffie-Hellman tuple.

4.4.1 Analysis

In this section, we will discuss the correctness and efficiency of our scheme.

Correctness: The correctness can be easily proved as follow:

1
e(cP — Hy(m,R)R,S) = e(xHy(m,R)P +1rP — Hi(m,R)R, ;DID)
1
= e(Hy(m,R)xP +1rP — Hi(m, R)xP, ;DID)
1
= G(T’P, ;SQ[D)
- e(Ppuba QID)

Signature Size: The resulting signature is the tripe (5,0, R). We assume the safe
length of GDH group Gy is p, the size of point over G is [log p], according to the
description in section 3.1.2. Thus the size of each element in a signature tuple

is log p, log g, and log p. Therefore, the total length is 2log p + log g. We believe



e Lo 44 LJUUUVLL Uil ul uuvuviwil A

this size is irreducible since the first two elements are required in all the standard

ID-based signature scheme.

Performance: Obviously, the online phase of our scheme is very efficient, which only
requires one hash. The computational workload is passed to the offline phase.
The signature verification is done through two pairing operations, which is the
most expensive part in our scheme. However, since e( P, Qrp) is a constant, it

only needs to be computed once and stored for future use.

4.4.2 Security Proof

To prove our scheme is secure against adaptive chosen message and ID attack, the
problem is firstly reduced to a given ID attack. The adversary A, who is given system
parameters and a fixed ID, aims to output a valid signature corresponding to that ID. If
no polynomial time algorithm A can win this game under a non-negligible advantage,
we say this scheme is secure against adaptive chosen message and fixed ID attack.
Then we give algorithm A the access to the extraction oracle to obtain different IDs.
If no polynomial time algorithm A4 has non-negligible advantage in this game, we say
this scheme is secure against adaptive chosen message and ID attack. Specifically, we
intend to view the scheme as an ordinary ID-based signature scheme which output two
signatures. Since the online signing phase does not use the ID information, it is viewed

as a sub-phase of the ID-based offline signing phase.

Lemma 1 Let Ay be an algorithm for an adaptive chosen message and ID attack to
our scheme with running time ty and advantage €y, then there is an algorithm A, for
an adaptive chosen message and given ID attack which has running time t; < ty and

advantage €; < (1 — %)/qHO, where qg, s the mazimum number of queries to ID hash
oracle Hy asked by Ag.

Proof We assume that the number of queries to message hash oracle, extraction
oracle and online signing oracle are qp,, qg, and gs. Algorithm A, is performed as

follow:

1. Randomly choose [ € {1, ..., qu, }. Let ID; denote the input of i qp, query asked
by Ay. Set ID!be ID*if i = I, and I D; otherwise. Define H}(ID;), Extract'(ID,),
Sign'(ID;,m) to be Hy(ID)), Extract(ID}), Sign(ID},m). Notice that the Sign
includes OffSign and OnSign. However, only the offline signing part is considered

in ID attack,since the online signing part does not use any ID information.
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2. Run Aj with the given system parameters. A; responds to Agy’s queries to Hy,
H,, Extract, and Sign by evaluating H},, H;, Extract’, and Sign’, respectively. Let
the output of Ag be (I Dy, m, S, o).

3. f IDy, = ID* and (ID,y, m, S, o) is valid, it outputs (I D*;m, S, o). Otherwise

outputs a fail.

Since the probability distributions provided by H|, Extract’, and Sign’ are indis-
tinguishable from those produced by H,, Extract, and Sign, A, learns nothing
from the query result. Besides, the probability that Ay produces a valid message
signature pair (D, m, S, o) without any query of H)(ID) is greater than (1 — %)
Hence, we can say 4y wins the game with advantage > €(1 — %1) /qu,, Where € is

an upper bound of success.

Lemma 2 If there is an algorithm Ay for an adaptive chosen message and given ID
attack to our scheme which queries Hy, Ho, Sign and Extract at most q,, qu,, qs and qg
times respectively, and has running time t, and advantage €1 > 10(qs + 1)(qs + qu,)/4q,
then CDHP can be solved with probability e > 1/9 within running time ty < 23qm,4, /€1

Proof We assume that for any ID, A; queries Hy(ID) and Extract at most once.
We have an algorithm A4;, through interacting with a signing simulator B, computes

abP for a randomly given instance (P, aP,bP) where P is a generator of G.

1. Fix an identity ID and put P, = aP. Randomly choose o; € Z;; fori=1,...,qg
and §;,x; € Zy for j =1,...,qs. Let ID; and I D;, denote the input of the ith Hy
query and the k" Extract query. We define:

" bP if ID; = ID*,

H, ([D) = .
a; P otherwise;
Extract’(ID;,) = «; (bP);
OffSign”(m;, x;,) = (mj, h;,0;), where h; = Hi(m, R;), 0; = hjz; + %;
OnSign”([Dij) = (IDZ'j, Rj, Sj), where Rj = .CL’jP.
The resulting signature is (ID;,m;, R;, S;,05). We observed that (bP,cP —
Rh, S, aP) is valid Diffie-Hellman tuple since:
e((hz + %)P “hR,S) = e(haP — %P — haP, GbP)
= (%P, bP)

g
= e(aP,bP)
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2. We apply the oracle replay attack invented by Pointcheval and Stern in [79].

(a) A; firstly asks qg, distinct queries to the random oracle f, obtaining py, ..., Py,
answers respectively. Assume there is a simulator B which simulates the ac-
tivity of the signer without the knowledge of the secret key. For each query
of message m; it output a series of signature message pairs in the form of
(ID;j,mj, R;,hj,Sj,0;). Then algorithm A; assumes that f(m;, R;) = h;

and stores it.
(b) If following collisions appear:

e A (mj, R;) pair produced by B also appears in the list of questions to

random oracle asked by Aj;

e BB produces two (m;, R;) pairs which are exactly the same;

A; simply outputs fail and aborts. If no collision appeared, A; outputs a

valid message signature pair, which is expected to be valid for the fixed ID.

(¢) By replaying B with the same messages but different choice of Hy, we can ob-
tain two valid signatures (I D, m, R, h,S,c) and (ID,m, R, h', S, o"), where
h # h'. Notice that offline signatures are supposed to be the same since it
is closely related to the value of 7.

O'—O'l

(d) If both outputs are valid, compute z = ¢=7;.

3. Since (Qrp,, ;P — R;hj, Sj, Pyu) is valid Diffie-Hellman tuple, we can compute
a through 3 = ——. Apply f3; to S;, we have

a
= —(bP
S g — hjl‘j( )
g abP
g — hjl‘j

abP = S(o — hjz;)

Combining Lemma 1 and 2, we have the following theorems.

Theorem 2 [f there is an algorithm Aqy for an adaptive chosen message and ID attack
to our scheme which queries Hy, Hy, Sign and Extract at most qu,, qu,, qs and qg times
respectively, and has running time t; and advantage €9 > 10(qs+1)(gs+qm, )qm,/(q—1),

then CDHP can be solved with probability > 1/9 within running time < 2?:10}[(‘1)%1)%.
q

Using another variant of the forking lemma [79], we have the following result:
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Theorem 3 If there is an algorithm A; for an adaptive chosen message and given ID
attack to our scheme which queries Hy, Hy, Sign and Extract at most qu,, qu,, qs and qg
times respectively, and has running time t, and advantage €1 > 10(qs +1)(qs + qu,)/4q,
then CDHP can be solved within expected time < 120686qy,t1/€;.

Theorem 4 If there is an algorithm Aqy for an adaptive chosen message and ID attack
to our scheme which queries Hy, Hy, Sign and Extract at most qu,, qu,, qs and qg times
respectively, and has running time t, and advantage ¢, > 10(qs+1)(gs+qm, )qm,/(q—1),

then CDHP can be solved within expected time < %
q

4.5 Summary

Online/offline signature schemes enable the efficient signing property by reasonably
arranging the signing calculations into two parts. In our proposed schemes, the costly
scalar multiplications are performed when the signer is idle, whereas the message related
signatures are generated using hash with proper parameters. The resulting signature is
a triple: the online signature, offline signature, and the necessary commitment, which
is actually the linkage between two signatures. The size of the signature is irreducible
because the use of identity based schemes.

Verification of both schemes takes two pairing computations. Since the first scheme
computes the signature tuples against a constant value, this scheme is a little more effi-
cient than the second scheme, which requires two pairing computations for each round.
Yet, the second scheme can be efficiently transformed into an ID-based multisignature

scheme discussed in the next chapter.



Chapter 5

ID-based Multisignature Schemes

In this chapter, we describe our ID-based multisignature scheme (IBMS) [102], which is
constructed from the ID-based online/offline signature scheme (10S). Firstly, we define
the generic scheme and its security. Then we provide the generic transformation from
IOS to IBMS and prove the security. Finally, we make use of the generic transformation
to construct our concrete IBMS from the second construction of IOS described in the

previous chapter.

5.1 Generic Scheme

According to Micali et al. [61], we extend the definition of ASM to ID-based Multisig-
nature. Our scheme does not satisfy the accountability criterion because the ID-based
signature scheme requires the existence of Key Generation Centre (KGC), which is a
trusted third party. Similarly to section 4.2, we formalise the notations in our descrip-

tion.

Definition 25 We assume that the subgroup Gg., consists of L signers. An ID-

based multisignature consists of four components: IM_ParamGen, IM_KeyGen, IM_Sign,
IM_Verify.

IM_ParamGen. The master key and parameter generation algorithm, is a probabilistic
algorithm that on input a security parameter 1%, outputs a master key IMSK*

and a parameter list params.

IM_KeyGen. The signing key issuing algorithm, is a probabilistic algorithm that on input
a subgroup Ggup, a user’s identity id and a master key IMSK*, returns a pair

of matching public and secret keys (impk;q, imsk;q) for each user in the group.

IM_Sign. The signing algorithm, is a probabilistic algorithm that when the following are

input from each signer:

99
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a description of subgroup Ggu
the public key impk; of each member in Ggp

the message m

the signer’s secret key imsk;
produces a signature o which is generated jointly by all the members of Ggyp.

IM_Verify. The verification algorithm, is a deterministic algorithm, on input the follow-
mg
1. a description of subgroup G gy
the public key impk; of each member in Ggy

the message m

o

the signature o

outputs 1 (accept) or 0 (reject).

5.2 Security Arguments

The security definition of ID-based multisignature can be adapted from the ID-based

online/offline signature scheme.

Definition 26 An ID-based multisignature (IBMS) of subgroup S C G is said to be
existentially unforgeable under chosen-message attacks if no probabilistic polynomial

time adversary has a non-negligible advantage in producing a tuple (o, m,S) such that:

1. The challenger A runs the setup algorithm to generate the system parameters and

sends them to the adversary F.
2. The adversary F performs the following queries:

e ID Hash QueryOINy For any given identity ID, F will produce the cor-
responding public key Qp to the identity.

e Key Generation Query Opan: F produces an identity 1D of the un-
corrupted player in S and receives corresponding secret

key Dip and its temporary signing commitment S for current signing ses-

sion.
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IM .

o Signing Query Ogjy,: F produces a message m, and receives a signature

generated by signing oracle using the secret key corresponding to ID.
3. After a polynomial number of queries, F produces a tuple (m*,c*,S) such that

e 0" is a valid signature on the message m by the subgroup S of players.

e there exists an uncorrupted player P* € S who has never been asked by F

to execute the signing query on m and S.

The success probability of winning the above game is defined by SUCCﬁF_IBMS_CMA(ﬁ).

An ID based multisignature scheme is secure if the success probability of the above

attack is negligible. In other words,
SuccﬁF—IBMS—CMA(E) <e
where € is negligible.

Formally, we have

Definition 27 (Security) The ID-based multisignature scheme S = <IM_ParamGen,
IM_KeyGen, IM_Sign, IM_Verify> is existentially unforgeable under adaptive chosen mes-
sage and ID attack if it is infeasible for a forger to produce a valid message-signature
pair after obtaining polynomially many signatures on a message of its choice from the
signer.

Formally, for every probabilistic polynomial forger A such that:

(impk, imsk) < IM_KeyGen(1*);
C; — IM_Sign(imsk,r;);
fori=1,2,..,k; 1 €Er ZLy;
Adv(A) = Pr | m; « A(impk,my,Cy, 01, ...,mp, Ch, o1); <e
o; < IM_Sign(S;, m);

(m,C, o) «— A(impk, my,Cy, o1, ..., mg, Cy, o1);

| m # ma, ..., my and IM_Verify(impk, m,C, o) = accept; |

5.3 Generic Construction of IBMS from I0S

We observe the relevancy between online/offline signature and multisignature:

1. Both of them consists of four algorithms.
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2. The offline signing phase is independent of messages and the resulting signature
is verifiable against a public key I D. Thus the offline signature can be counted
as a session key or session commitment, and the offline signing phase can be

combined with the IBMS’s key generation phase.

3. The online signing phase can be used as the stand alone signing phase of IBMS,

plus necessary aggregations.

4. The IBMS signature verification requires the message, public keys (including the

identity and the session keys), and the signature (online signature).

5.3.1 The Scheme

We provide the generic construction of the multisignature scheme based on identity

based online/offline signature scheme.

IM_ParamGen (1)
(IOSK*, params) « 10_ParamGen(1¥)
IMSK* «— IOSK*
return (IMSK*, params)

IM_KeyGen (Ggup, id, IMP,)
(t0skiq, iopk;q) < |0_Ext(id, IMSK*, params)
imsk;q < 10sk;q
impk;q — iopk;y Ciq <+ 10_OffSign(id, iosk;y, params)
return (impk;q, imsk;q, Ciq)

IM_Sign (m, Ggu, tmskiq, Ciq)
0iq < 10_0OnSign(m, id, S, params, imskiq)
o — N (0y4)
C — NG5 (Cyq)

return (5, C)

IM_Verify (m, Gsw, 0, 5’) N
b «— 10 Verify(m, Gs,p, params, o, C)
return b

Figure 5.1: Generic Construction of IBMS
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5.3.2 Security Arguments

Theorem 5 The ID-based multisignature scheme is secure only if the corresponding
ID-based online/offline signature scheme is existentially unforgeable against chosen-

message attacks.

Proof Suppose there is a polynomial time adversary APF—10S=CMA who breaks the
ID-based online/offline signature scheme. The ID-based multisignature can be broken

AEF—IOS—CMA

by running the same queries performed by with the help of same forger

f'EF—IOS—CJ\/[A.

1. The challenger APF—ITAMS=CMA yyng the |O_ParamGen algorithm to generate the

system parameters and sends them to the forger FEF-10S-CMA

2. The adversary FEF-105-CMA norforms the following queries:

IM

e Key Generation Query Oxan: FEF-I0S-CMA

provides an identity ID

of the uncorrupted player in Gs,, to Key Extraction Query OI2% and

Offline Signing Query O{)OHSSign of ID-based on signature. It receives the
corresponding secret key Djp, and an offline signature as its temporary
public key for current signing session.

M . f‘EF—IOS—CJ\/[A

e Signing Query Ogj,,: produces a message m, a signature

generated by Online Singing Query OIOOmSSigI1 of ID-based online/offline

signature.

3. After a polynomial number of queries, F#F~105=CMA produces a tuple (m*, o*, S)
of identity I D*, whose secret key was never asked in key extraction query and
the pair (/D*,m*) was never asked in online/offline signing queries. Obviously

this resulting tuple satisfies the following:
e 0" is a valid signature on the message m by the subgroup Gg,, of players.
e there exists an uncorrupted player P* € Gg,, who has never been asked by

EF—-10S—CMA o 10S
F to execute the Signing Query Og,g;q, 0n m and Ggup.

O

5.4 A Concrete Construction

We adapt our online/offline signature scheme to the multisignature scheme according

to the generic construction. The resulting scheme consists of four algorithms: system
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setup, key generation, signing and verification.

Setup. Given G and its generator P, pick a random s € Z;, and set I, = sP. Choose
a cryptographic hash function Hy : {0,1}* — Gy and H; : {0,1}* x Gy — Z;.
The system parameters are (P, Py, Ho, H1). The master key is s. Hy and H;

behave as random oracles
KeyGen. Each player P; (1 <i <) in G does the following:

1. on input identity ID;, computes the secret key as D; = sHy(ID;)
2. randomly choose z;,1; € Z;

3. compute the signing commitment for the current session as C; = D; — 2Py,
Ri = T’Z'P, and UZ = LUZP

4. broadcast (Cy, R;, U;) to all the players.
Sign. Suppose the players in a subgroup S = F;,, ..., P, wish to jointly sign a message

m. Upon receiving (C;, R;) from all the other players, each of them does the

following:

1. verifies the received public key by checking the equality of the equation:
e(Ci, P) = e(Qi — Ui, Pyup)

2. if the equality holds, compute C' = Z;Zl C; = 2221 D;— 22:1 2 Ppup

3. computes R = 22:1 R; = Zé’:l riP

4. computes the signature as

(a) each signer computes the signature o; = Hy(m, ﬁ)rj +x; and broadcasts
to all the signer P;, (1 <j <)

(b) upon receiving all the o;, each signer computes
1
5 = Z g
j=1

= Hl(m,é)ZTij T

Jj=1 Jj=1

The resulting multisignature for message m is (o, C , ﬁ) To further reduce

the signature size, we combine ¢ and C to obtain a new parameter v by

V=C+6Pu
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The final signature is a tuple (V, R).

Verify. The multisignature can be verified by all the group members who possess the
pair (5 , é) Given signature ¢, commitment (]fo\l;, é) and message m, check wether
(Ppub, V,P, Zé.:l Q; + Hi(m, é)é) is a valid Diffie-Hellman tuple.

The equation holds since
e(V, P) = e(C+GP,u,, P)

I !
= 6(ZD Zl'] pub‘l‘ Hl m R Z +ij pubs
j=1 j=1 =1 -
!
= Q(Z Dj + Hl(m, R) erppuba P
j=1 Jj=1
1 l
= e(s(z Q, + Hi(m, R) erp
j=1 Jj=1

I
= e(z Q; + Hi(m, R)R, Pyu)

j=1
5.4.1 Security Analysis

We still start by assuming the existence of a forger F and an attacker A, and initialise
the system public key as P,,, = aP. Since the target subgroup we are supposed to
attack contains one uncorrupted signer I D, (we obtain the secret keys of all the other
corrupted signers), A only needs to simulate Py,corrupted during key generation and
signing. A big difference to the previous proof is that instead of letting A flip a coin
to decide whether the corresponding identity is to be attacked or not, we calculate
the probability of getting a fixed identity by using Cha-Cheon’s ID attack [16]. This
probability can be used to replace 4.

Theorem 6 In the random oracle model, if a probabilistic polynomial time forger F
has an advantage € in forging an IBMS with running time t and asking Hy,Hq,key
extraction oracle and signing oracle qu,, qm,, qe and qs times respectively, then the

CDH problem can be solve with an advantage

&> ((1- l)i)(g . qs(qu, +qs) +1

q’ qm, 2k

)

with running time t' < t + (qu, + 44¢)tm, where t,, is the time to compute a scalar

multiplication in G.
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Proof In running our simulation, we construct the similar environment as in 10S

described in section 4.4.2. A answers the queries as followed.

ID hash query: when an identity ID is submitted to Hy oracle, A flips a coin T' € 0, 1
which yields 1 with probability § and 0 with probability 1 —§. A then randomly
chooses u; € Z;. If T'= 0, A sets the value @Q; as u;P. Otherwise, Q; is set as
ubP. A records the tuple (ID;,u;,T;) in a list Ly, and returns @); as the answer.

Key extraction query: when A receives a key extraction query, it firstly checks
whether the corresponding tuple (I D;, u;, T;) exists in Lg. If it does not exist, A
outputs “failure” and halts. If it exists A further checks the value of T;. If T; = 0,
it computes the secret key as uP,,, = uaP and returns it to F. Otherwise, it

outputs “failure” and halts.

Message hash query: A maintains a list L; for message hash queries. When a tuple
(Q;, m;) is submitted to H; oracle, A firstly checks the existence of the tuple
in L. If it exists, the value will be returned. Otherwise, A randomly chooses

v; € Zy, stores the tuple (Qi, m;,v;), and returns v; to F as the answer.

Offline signing query: A randomly chooses a;,t;, 5; € Z; and defines offline signa-
ture as S = (t; — ;) Ppup = (t; — ;)aP, R; = 3;P. The pair (S;, R;) and «; are

stored for future use.

Online signing query: when A receives an online signing query on message M; for
an identity ID;, it firstly retrieves the corresponding u; from Ly. The previously
computed offline signature tuple (S;, R;) and value «; is also retrieved. Then it
defines the message hash value H,(m;, R;) = 3; ' (t;—u;), and the online signature
as 0; = «;. If the message hash value has been defined before, A output “failure”

and halts. Otherwise, the signature tuple (.S;, 0;, R;) is returned to F.

The correctness of the answers produced by the signing query is shown in section 4.4.2.

Eventually, the forger F produces a valid signature tuple (S*, o*, R*) for message
M* of the identity ID* and gives it to A. A firstly recovers the tuple (ID* u*,T*) in
list Ly to check the value of T. if T' = 0, A outputs “failure” and halts. Otherwise,
the entry of (Q*, m*,v;) must be in the list L; with overwhelming probability. If this
entry does not exist, A4 outputs “failure” and halts. As the resulting signature tuple is

valid, the following equation holds:

e(S* + 0" Py, P) = e(Qip + Hi(m*)R*, Pyuy) (5.1)
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Besides we have H;(m*) = v; P, Py = ap, and @; = u;bP. According to (5.1) we can
get:

e(S*+oc"aP,P) = e(ubP + v;R,aP)
e(S*+c"aP,P) = e(ubP,ap)e(v;R,aP)
e(S*+oc"aP —v;R,P) = e(ubP,aP)

The solution to the CDH instance (aP,bP) is u*~'(S* 4+ 0*aP — v;R).

To calculate the probability, we still consider three parts:
1. A’s probability of failure caused by a conflict over Hj is at most qs(qu, + qs)/q-
2. the probability of producing a valid forgery without asking Hi(m*, R*) is 1/2*
3. the probability of A succeeds in a key extraction query is §(1 — §)%

In this case, § involves two parts:

e the probability of producing a valid message-signature tuple (I D,, m,c*) without

any query of Hy is at least 1 — %
e the probability that/ D* is chosen randomly from the space of Hj is at least i
0

1
qmy

The resulting probability that a target ID appears in our simulation is 6 > (1 — %)
Thus in (3) we have

1 1 1
1-0=1-— 1 1 —
qu q- qu qu
1.1 1
o(1=0)* = (1--)—)1——)"
q 4Hy qdH,
1.1
a-hH L
q 4Hy

Eventually it comes that A’s advantages is at most

((1— l)i)(g  qslgm —2:%) + 1)

q 4Hy
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5.4.2 Efficiency Comparison

To compare the efficiency, we assume the safe length of GDH group G, is p and the
order of multiplicative group is ¢. We analyse the efficiency of signature schemes in
relation to four indicators: signature size, pre-computation cost (Pre-comp. Cost), sig-
nature generation cost (SG Cost), verification cost (V Cost) and the type of problems
(Problem). We define the pre-computation phase to include all the operations taken
irrelevant to the message to be signed. Whereas the signing phase only contains the
operation aimed at the message. Therein, the signing cost and pre-computation cost
are justified in terms of how many elliptic curve scalar multiplications (ESM), or expo-
nentiations are used. The verification cost is justified by counting how many pairings
are used. We also assume the multisignature is generated by n signers.

We choose from the literature five ID-based multisignature schemes to perform this
comparison, in which three of them use bilinear pairing and the other two are based
on RSA. Besides our scheme (IBM, based on 10S), another four schemes include:
SOK-IBMS [87] produced by Sakai et al., CZK-IBMS [19], the ID-based blind
multisignature scheme produced by Chen et al., based on Cha-Cheon scheme [16],
WH-IBMS [99] produced by Wu and Hsu, CLL-IBMS [17] produced by Chang et
al.

We firstly look at the comparison between single ID-based signature schemes in
5.1. It is obvious that our online/offline signature scheme is efficient in online signing
since no ESM needs to be performed. Two RSA based signature schemes are efficient

in signing and verification, but signature sizes are apparently larger than others.

Signature Size | Pre-comp Cost | SG Cost | V Cost | Problem
SOK-IBS 2logp 1 ESM 1 ESM | 2 pairings | CDHP
Cha-Cheon 2logp 1 ESM 1 ESM | 2 pairings | CDHP
10S 2log p + log q 2 ESM 0 ESM | 2 pairings | CDHP
WH-IBS log N N/A 1 expon. | 2 expon. RSA
CLL-IBS log N N/A 1 expon. | 3 expon. RSA

Table 5.1: ID-based Signatures Efficiency Comparison

The comparison between ID-based multisignature schemes are listed in Table 5.2.
We can see that the Chen et al.’s scheme is very efficient in average, requiring 2n
scalar multiplications in the pre-computation phase and the signing phase. Our scheme
preforms the same number of scalar multiplications (2n) in pre-computation phase.
However, the actual signing phase needs only 1 scalar multiplication. We can draw

the conclusion that our ID-based multisignature scheme preserves the advantage of
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its base scheme, ID-based online/offline signature scheme, which is able to shift the

computational overhead to the pre-computation phase, therefore enables quick signing

when messages arrive.

Signature Size | Pre-comp Cost | SG Cost V Cost Problem
SOK-IBMS | (n+1)logp n ESM ¥ 1 ESM 3 pairings CDHP
CZK-IBMS 2logp n ESM n ESM 2 pairings CDHP
IBMS 2logp 2n ESM 1 ESM 2 pairings CDHP
WH-IBMS log ¢ N/A n expon. | (n+1)expon. | RSA
CLL-IBMS log q N/A 2n expon. 3 expon. RSA

Table 5.2: ID-based Multisignatures Efficiency Comparison

5.5 Summary

In the cryptographic domain, the construction of a signature scheme is always based
on an application environment. A researcher firstly identifies the specific security re-
quirements, then certain signature is constructed against each requirement. In general,
signatures for one application are not adaptable to others. However, we observe that
the adaptability of signature schemes is preferable in some cases where standard oper-
ation procedures are not available. The adaptability of signature schemes will then be
able to deal with the variability of the application domain, and in turn provide generic
security for different procedures with the help of a single signature scheme.

In this chapter, we described a transformation from ID-based online/offline signa-
ture schemes to ID-based multisignature schemes. We presented the generic trans-
formation and proved it is secure against existential forgery under adaptive chosen
message and ID attacks in the random oracle model assuming that the CDHP prob-
lem is hard with an assumption that there exists no polynomial time algorithms for
any attacker to solve the CDHP. We compared our scheme with other ID-based mul-
tisignature schemes and concluded the transformation could inherit the quick signing

capability from the online/offline signature scheme.



Chapter 6

Authentication Schemes for MANET
Routing Operations

AODV is one of the most popular routing protocols. It has been extensively studied
in order to provide efficient security adds-on to the original protocol. One of the
famous constructions, SAODV [105], uses normal signatures to secure packets, which
is a straightforward approach without regard to the protocol structure. In this section,
we focus on offering more efficient authentication schemes to AODV by using specific

signatures.

6.1 AODYV Security Considerations

AODV is a simple and efficient on-demand ad hoc routing protocol. It is vulnerable to

the following attacks.

Threats using modification AODV uses the destination sequence number to guar-
antee loop free routing. The destination sequence number is a monotonically
increasing number representing the freshness of a routing request. A malicious
node can decrease the destination sequence number on RREP. The destination
node receiving this RRE(Q) will compare the latest received destination sequence
number to the new one. If the new one has a smaller value, this RREQ) will
be discarded. By making RRFEQs towards certain destination to be discarded, a
denial-of-service attack is launched. Besides, attackers can also modify the hop
count field to advocate the “shortest route”. Since AODV always chooses routes
having the least hop count value, the attacker can easily accept any route that

passes through it.

Threats using fabrication In AODV, a malicious node can interrupt the communi-
cation between any two nodes by flooding fake RRER messages along the path.

Suppose there is a path A - B — C — D — X if a malicious node M wants
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to interrupt the communication between A and X, he can pretend to be a node
in this route, for example C' and broadcast a RERR to B, claiming the route to
X is broken. Then B will delete the entry for X and forward this RRER to A.
Hence, A will believe the route to X is broken and delete the entry as well. If M
is powerful enough to broadcast RRER throughout all the routes towards X, X

will be isolated in the network.

Threats Using Impersonation In AODV route discovery, a node A establishes a

route to another node B by sending a RRE() message towards it. Node B is
supposed to reply the RRE(Q) with a RREP. However, any node who receives the
RREQ is able to reply this RRE(). A malicious node can pretend to be the node
B and reply a RREP, in order to redirect packets addressed to B to itself. In
the absence of any higher level authenticating information, a malicious node can
mislead A into believing that it is communicating with B. Thus, even though
A will finally receive multiple RREPs, the fake RREP having the shortest hop

count will be accepted anyway.

SAODV is not secure against modification attack because the non-existence of pub-

lic key infrastructure. The originator signs its own public key along with the message

to prove that it holds a matching secret key. It is very easy for a malicious node to

exploit this vulnerability in order to modify the routing packet. For example, assume
an RREQ is supposed to be transmitted along the path O - A — M — B — T,
where M is a malicious node trying to modify this RRE(Q. As shown in 6.1, in the be-

ginning, O computes the signature Sp on the RRE(Q and its public key PKy according

to SAODV. This signature is sent to A who processes the RRE(Q normally. However,
when M receives the RREQ, it will do the following steps:

1

d.

drop the received signature Sp and public key PKp;

. generate a new pair of keys SK{,, PK[);

modify the RRE() as it wishes, and replaces the public key field with the new
public key generated;

. generate a new signature over the modified RRE(Q and the new public key:;

broadcast the new RREQ.

The next hop node or even the destination will not be able to detect the modification

because this fake signature is verifiable by the public key.
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Verify,, (S,) = accept

o

Verify,, (S,) = accept
SKo, PKq ﬁ SKy', PKy ﬁ

S, = Signg,_ (O, PK,,RREQ) @

S, = Sign__(O,PK,,RREQ)

Figure 6.1: A Possible Attack in SAODV

Hence we argue the necessity of the existence of an offline trusted third party, such as
PKI or KGC, in order to provide full scale security. We also argue that the hop-by-hop
authentication in AODV is needed, because with the help of strong authentication,
we will be able to prevent the impersonation attacks which, as mentioned before,
is the fundamental step of launching other more complicated attacks. However, to
detect attacks such as tunneling, this requires that a node must be aware of all its
neighbours in a timely manner. This feature is usually enabled using active or passive
acknowledgement (ACK). In AODV, we can make use of the periodically broadcasted
Hello messages. A node will consistently broadcast Hello messages as long as it is
part of an active route. Every node can keep a list of all its active neighbours in the
network and update the list according to the Hello message. By this means, nodes will

be aware of their surrounding environment.
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6.2 Authentication Schemes for AODV

To achieve this goal, we borrow the ARAN authentication scheme described in sec-
tion 2.4.1. We apply our ID-based online/offline signature schemes and Reyzin et al.’s
HORS one-time signature scheme to construct our authentication schemes [100, 101].
We also make use of ARAN authentication scheme to achieve a higher level of authen-

tication.

6.2.1 A Scheme based on ID-based Online/offline Signatures

We assume the existence of an offline key generation centre (KGC) to enable our
ID-based constructions. Every node, before entering the network, must submit its
identity to KGC which runs the Setup algorithm. The KGC will generate a public-
secret key pair according to the node’s identity information. The key pair, along with
necessary system parameters, are sent to the node through a secure channel. In reality,
the company can play the role of a KGC because most companies provide laptops or
PDASs to their employees. A more cost effective approach is to distribute a smart card
containing all the necessary information to each employee. Thus each time an employee
wants to enter the network, he only needs to plug in the smart card so that his device
will become an authentic node in the network.

After entering the network, nodes start with computing offline signatures for com-
munications using the OffSign algorithm. Since the offline signature is created over
a random value, a node can randomly choose several values and compute signatures
respectively. The signatures and other necessary values are stored for future online
signature generation.

When a node O is about to transmit data to another node T', to whom node O does
not have an active route, it generates a RRFE(Q) according to AODV protocol. Then
this RREQ is treated as the message input to online signature generation algorithm
OnSign. This phase is very efficient since signature generation only requires one hash
for both of our schemes. Then the sender node broadcasts RRFE(Q to neighbours along
with its signature S§,.

Upon the second hop node A receives this RRE(Q), it will then verify O’s signature
using O’s identity as the public key. It is desirable to use nodes’ IP addresses as public
keys, because IP addresses can be easily obtained from routing packets’ IP headers.
If the signature is authentic, A will process the RRE() according to AODV. It then

retrieves its offline signature to generates its online signature over the RRFE(@ and
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appends it to the received message. The new message (RREQ, S%,q, Sihg) is finally

broadcast again. The scheme is shown in Fig. 6.2

(SK4,1D,) (SKe,IDg)
(RREQ,S}s,Shs) (RREQ,S24,S5)
Sios < (S4.0,) Sios < (Sc.o¢)
S, « OffSigniyé(r,).ry € Z, S; < OffSigniys (rp).rs € Z,
o, < OnSignys(RREQ) o. < OnSign ¢ (RREQ)
Verify , (Sias) = accept Verify,, (Ss) = accept
Verify,, (Sis) = accept Verify,DC(S,%s) = accept
{A) (B) {c) (1)
\/ =/ Nl

ﬁ Verify , (Sias) = accept \ Verify , (Sips) = accept
(Sios)

Verify, (Sps) = accept

(SK,,ID, (SKg,IDy)

(RREQ, 3;;35 (RREQ,S24,S2)

Sipos < (S0,00) SI‘?)S < (Sg,0%)

S, « OffSignie (ro).rp € Z, S, « OffSigniyé (ry).rp € Z,
oo <« OnSignxe(RREQ) oy < OnSignye(RREQ)

Figure 6.2: I0S based Authentication Scheme for AODV Route Request Processing

Notice that the Sib, 4 is supposed to be generated over the received RRE(Q because
all the fields of RRE() except the hop count field, is immutable during a route discovery,
whereas the hop count field is zeroed when generating signature.

At the third hop node B, it verifies both O’s signature and A’s signature using
their identities. If both verifications are passed, B acts the same as A to process
RREQ and generate its signature SE,¢. It then replaces Sih,g with SE ¢ and broadcast
the new message (RREQ,S%,q,S5s). The same procedures will be performed by
future receiving nodes until RRE(Q reaches the target T

The target T, upon the receipt of RREQ, will respond with a RREP. It then acts the
same as O to produce its signature over RREP. The resulting message (RREP, S?,s)
is to be multicasted or unicasted back to the originator O along the route found. The
other nodes along the route perform the RREP as they did to RREQ. The route error
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message RERR and the Hello message can be performed as in SAODV.

Remarks

Signature verification can be delayed to achieve better efficiency, i.e. the receiving
node broadcasts the RRE(Q or RREP right after it increases the value of the hop count
field. Signature verification can be performed when the node is idle. By this means, the
routing operations can be accelerated since no delay is presented. However, a node will
not update its routing table entries using any unauthenticated routing packets. Only
if the received RRE(Q) or RREP pass the verification, will the routing table entries be
updated according to the information carried in the packet.

This ID-based online/offline scheme has two major advantages:

1. It is efficient in signature generation. Our scheme takes one hash in online signing.
If the verification is delayed at each hop, the propagation of routing packets bears

almost no delay.

2. Tt solves the public key distribution problem. Public keys can be extracted from
nodes’ identity information using a public known algorithm obtained from KGC.

The bandwidth used for transmitting public key certificates is saved.

On the other hand, the use of ARAN’s hop-by-hop authentication scheme requires extra
bandwidth in transmitting one more signature during the route discovery. We notice
that without applying ARAN’s scheme, our scheme still provides basic security features
including sender authentication, message integrity and non-repudiation, because the
nature of AODV is that the originator and the target are unaware of the route in
between. However, hop-by-hop authentication scheme provides even more complete
authentication within the neighbourhood, which largely prevents the impersonation
attack.

6.2.2 A Scheme based on One-time Signatures

The first one-time signature based routing authentication scheme was proposed by
Zhang [108] in 1998. The application domain of his COSP protocol, standing for
chained one-time signature protocol, is the fixed network. COSP makes use of hash
chains to generate one time key components and the resulting signatures are of different
sizes. In this section, we provide another authentication scheme which is efficient in

signature verification. In order to construct our scheme [102], we combine COSP’s key
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chaining scheme with HORS one-time signature [82] as shown in Fig. 6.3. We also
fit our scheme into the ARAN authentication scheme, so that our scheme will provide

sender authentication and hop-by-hop authentication.

6.2.3 Key Chain Construction

In order to construct a key chain of length n to sign k messages, we do the following:

1. chooses n secret key components x; where 1 < j < n) at random.

2. creates n hash chains each of length £k as in Fig. 6.4.

Notice that key chain is generated from bottom to top, whereas its usage is from

top to bottom. To sign a message at each time, one row of the key chain will be used.

6.2.4 The Scheme

Our scheme makes use of both our ID-based online/offline signature and HORS one-
time signature. ID-based online/offline signature is used to provide sender authentica-
tion, whereas HORS one-time signature is to enable the ARAN’s hop-by-hop authen-
tication. Firstly, we still assume the existence of an offline KGC. Each node submits
its identity to KGC before entering the network, in order to obtain a public-secret key
pair and necessary system parameters.

Once entering the network, nodes start to produce offline signatures as described
in the previous section. In addition, each nodes N has to decide on the security
parameters ¢, k and n of the key chain to be generated. The decision is made in terms
of the message length 0. To build a key chain to sign b-bit messages, the key chain

length n and the signature size t are supposed to satisfy

()

where £ is the length of a one-way function’s output.

Each node then uses the security parameter as input to run the key chain generation
algorithm. In the key chain generated in Fig. 77, the bottom line is the hash chain seed
and the top line is the hash chain anchor. Nodes start to use the key chain from the
top row, thus the first public key component is the first line pk, = h¥(xy), ..., h*(z,,)
and its matching secret key component is sk}, = h*~1(zy), ..., h*71(z,). Because of the
one-wayness of hash chains, revealing the public key component which is a later value

does not enable the disclosure of the secret key component which is a earlier value.
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Key Generation

Input: Parameters (,t, n
Generate n random /-bit strings sq, sg, ..., Sy,
Let v; = f(s;) for 1 <i<mn

Output: PK = (t,v1, vy, ...,v;) and SK = (t, s1, S2, ..., Sn)

Sign

Input: Message m and secret key SK = (t, s1, So, ..., Sn)
Let h = Hash(m)
Split h into t substrings hi, ho, ..., hy, of length log tbitseach interpret each h;
as an integer i; for 1 < j <t

Output: o = (32‘17 Sigs -y Sit)
Verify

Input: Message m, signature o = (Si,Si,..,5;,) ,and public key
PK = (t, V1, V2, ..., Ut)
Let h = Hash(m)
Split h into t substrings hi, ho, ..., hy, of length log tbitseach interpret each h;
as an integer i; for 1 < j <t

Output: “accept” if for each j, 1 < j <t, f(s}) = v;;; “reject” otherwise

Figure 6.3: HORS One-time Signature Scheme
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Anchor: k k k k
(1st public key component) m(x) h fo) es A (Xo)

h h h h

h h h h

Secret key components P, g h2(x,) h2(x,) h2(x5) h2(x,)) {g
g h h h h
Secret key components Py h'(x,) h'(x,) h'(xs) h'(x,)
h h h } h {
Secret key components Py X4 X5 X3 o X,

Figure 6.4: Key Chain Construction

The first public key component is broadcasted to neighbours. To enable the authen-
tication of this value, we use our ID-based online/offline signature scheme to generate

a signature over this value.

N — Broadcast : Sign;5& (pky;, counter)

where the counter indicate the life time of the public key component. Neighbours upon
the receipt of N’s public key component, they verify the signature using N’s identity

to see the public key component is authentic.
Verifyion (Signt sy (pkk, counter)) = accept

If it passes the verification, the public key component will be stored during its lifetime.
Now nodes are ready to communication with each other. When a node O is about
to send data to another node 7" to whom it does not have an active route, O generate

a RREQ and retrieve offline signature Sp to compute the online signature op. The
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RRE(Q along with the signature is broadcasted to the next hop.

O — Broadcast : ngso
Siog = (S0,00)
So = OffSign;p2(ro), ro € L
oo = OnSign;5e(RREQ)

The next hop node A verifies the signature of O. If it proves to be authentic,
A generates a one-time signature according to HORS over the received message and

rebroadcasts it.

. SKo A
A — Broadcast : S758, Sor
A
SOT - (sila Sigy +e Sik)

Sir = Signyt(RREQ)

When other nodes along the path receive this double signed RREQ, each of them
firstly retrieves the previous hop’s public key component to verify the one-time signa-
ture. If the signature is fine, it verifies the originator using O’s identity /Do, which
is extracted from RRE(Q). Only if both of the signatures are fine, does the second hop
node update its routing table entry according to RRE(Q. Then the RRE(Q) is processed
the same way by all the intermediate nodes until it reaches the target, as shown in
Fig.6.5.

When the RREQ reaches the target T, T performs verifications as in each in-
termediate node. Then a RREP is generated and signed the same as RRFEQ. Each
intermediate node will transmit it back to the originator through the reverse route and

same operations are performed along the route.

6.2.5 A Feature for Gratuitous Route Reply

In AODV, gratuitous route reply [73] enables an intermediate node to reply RREQs
which has an active route towards the destination. This feature is optional in AODV,
though turning on this feature will highly enhance the efficiency of routing discovery.
However, to enable this feature, an additional technique is needed. The conceptual idea

is that since we used digital signature to protect each routing message at each hop,
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(SK,.ID, sk pkl) (SK..ID, skﬁ‘pk;)
(RREQ,8:,,55;) (RREQ,S2:,55,)
Si. « Signii(RREQ) S « SignS¥(RREQ)

‘|./Ls-n'f'ym0 (SJOCS} = accept Ver:’fyl.ga (823) = accept

Verify (S5,) = accept

N \/ B
I/’— SR /’_ B / L i o "\\
Lo A) %8 \C) ),

Ver'.r'fypks (S5, )=accept

i o =
IVerrfym (qms) = accepr Verifyp, (Sgs) = accept

Venfy (SST)_ accept

(SKg.IDg, k) (SKg.IDg, 5k, pk3)
(RREQ,S5;) (RREQ,Sps.Sar)
Sjps < (S5,05) SE. « SignI(RREQ)

S, « Offo'gnf‘oKSD(roj,ro € Z:,

o, <« OnSigny®(RREQ)

Figure 6.5: HORS based Authentication Scheme for AODV Route Request processing

for an intermediate node to reply RRE(Qs instead of the destination, the intermediate
node should be able to sign the RRE() properly on behalf of the destination.

To solve this problem, we borrow the idea from proxy signature proposed by Varad-
harajan et al. [96], in which delegation is enabled by using a warrant. The warrant
appears as a delegation token, containing the identities of primary signer and proxy
signer, the privilege (Pry) given to proxy signer, an identifier (ry) used by primary
signer, and a timestamp (¢,,). This delegation token is signed by the primary signer.

We simplify the above delegation token into three fields: the destination’s identity,
an identifier ry and a timestamp ty. It is possible because the token does not need to
be designated to certain nodes. Any node that has received the token from a target
is automatically proved to be having an active route towards the target. Otherwise, it
would not be able to obtain this token. The token is signed by the creator using our

IOS signature for our scheme.

N — Broadcast : (N,Tokeny)

Tokeny = Signiog(N,rn, ty)
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We assume that each node is able to store the received token for future gratuitous
route reply.

If the gratuitous route reply option is turned on, node O broadcasting RRFE()s must
create tokens for gratuitous route reply delegation. The whole message including the
token will be signed again, using the same public key as in signing the token. Then,

the originator broadcasts the RREQ as usual.

O — Broadcast : (O, RREQ, S%,, Tokeny)
Szoos = Sign?os(RREQ)

Upon receiving the RRE(), node processes the authentication as normal. Then it
checks the timestamp to see if the token has expired. If the token is valid, the nodes will
store the token for future use. The originator firstly checks if this RREP was created
by destination or by intermediate node. If it is a gratuitous route reply, the originator
checks the timestamp to determine if the route is still active. Then the token and the
RREP will be authenticated as described before.

The originator firstly checks if this RREP was created by the target or an inter-
mediate node. If it is a gratuitous route reply, the originator checks the timestamp to
determine if the route is still active. Then the token and the RREP will be authenti-

cated as previously described.

Remarks

Nodes’ one-time public key components are supposed to be distributed locally among
the neighbours. However, when the lifetime of a public key component is over, new
public key components must be distributed. For example, for node N, if the pre-
vious public key component is pkl, = h'(x1),...,h'(z,), the new public key com-
ponent will be pk5 ' = hi=Y(zy),...,h""}(x,) and the new secret key component is
skiy? = h'=%(x1), ..., " ~2(z,,). The authentication of the update is done through hash-
ing the newly received row to compare with the old public key component. The authen-
ticity is guaranteed because we use 10S to protect the very first public key component
and use hash chain to protect the rest updates.

The mechanism that we suggest using in updating public key components is the
Hello message. This message is broadcast periodically to neighbours if the node is a
part of an active route. Using Hello messages to bear the new public key components

can reduce the number of packets being transmitted.
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The number of key components to be generated by a hash chain is infinite. When
a key chain is used out, a new key chain must be generated. Creating a large key chain
requires huge memory and computations. Frequently re-initialising small key chains
also brings on an enormous burden to nodes. The size of the key chain depends on
the number of nodes in the network and nodes’ routing performances, which is not
discussed in this thesis.

Our scheme takes the advantages of ARAN’s authentication scheme and HORS one-
time signature, providing a strong authentication method secure against exploits using
modification, fabrication and impersonation. One strong point of our scheme is that
both signing and verification are very efficient in comparison with the previous scheme.
The I0S signing requires one hash, which is the same as the previous scheme. The
HORS one-time signature requires also only one hash in signature generation. Besides,
its signature verification takes only k hashes. Yet, the tradeoff in this scheme is the
large signature size and public key component size, plus the extra cost in computing

and storing hash chains.

6.3 Authentication Scheme for DSR Using ID-based

Multisignatures

In section we present an installation of authentication scheme for DSR protocol. We
begin with identifying the security requirements needed in securing DSR protocol, and

then we describe the detail scheme along with the algorithm.

6.3.1 DSR Security Considerations

The original DSR protocol does not provide any security features. It faces several

attacks. We identify the most serious attacks in the followed.

Threats using modification In DSR, when transmitting packets, the initiator will
append the previous learned source route on the data packets as a header, and
transmit packets to the next hop. During this transmission, if an intermediate
node alters the source route by removing some hops from the route, the target
node will become unreachable. Even worse, the attacker can redirect the route
by adding itself to the route. Therefore, all the data packets will go through this

attacker.
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Threats using fabrication In DSR, broadcasting fake routing messages can exploit
the vulnerability of the promiscuous receiving mode. When a node is working
in a promiscuous mode, it is able to overhear its neighbours’ packets and add
the routing information contained in the packets header into its own route cache.
If a malicious broadcast fake packets with source route to some destination, its
neighbours who overhear this transmission will add this route to its route cache.

This kind of attack is named as route cache poisoning.

Threats Using Impersonation Impersonation attack means a malicious node pre-
tends to be some other legitimate nodes in the network. It is usually the first step
of launching other even serious attacks such as route cache poisoning, because
the malicious node always wants to prevent revealing its identity during the at-
tack. In DSR, a malicious node can take further advantage from impersonation
by appending other nodes’ IP address to DSR routing packets. This action will
lead to fake routes to be created, and in the worst situation, this fake route will

be spread throughout the network.

The above attacks are usually prevented using digital signatures. By introduc-
ing digital signatures to the DSR protocol, we can provide both data integrity (against
unauthorised modification of routing packets) and the hop-by-hop authentication. How-
ever, although digital signatures do not prevent fabricating spoofed routing packets, it
enables the tracing of malicious nodes, then secures the routing process in a proactive
manner.

Normal digital signature schemes are not applicable to DSR situation because of
the computation complexity: the number of signatures is increasing during the routing
processing, and the verification time linearly increases. We further observe that in
DSR routing packets described in 2.2.2, most fields are immutable during the whole
route discovery. The only mutable fields are the packet length field and the hop count
field, which are increasing linearly and usually protected by hash chains. Thus through
the route discovery process, signatures only have to be created over immutable fields
(mutable fields are zeroed during signature generation). Furthermore, all the signatures
are to be created over the same message.

One signature scheme applicable to the DSR situation is called the multisignature
scheme. Since most fields in a RREQ packet are immutable during the whole routing
process, it is possible to create a multisignature over the immutable fields by each node.
The option data length fields which is mutable can be protected by a hash chain as in
AODV for protecting hop count field. The other mutable field, route record field, due
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to containing only IP addresses, can be regarded as the public key of each node in an

ID-based signature scheme.

6.3.2 Installation of IBMS over DSR

To enable the installation over DSR, we firstly define the total signers’ group to include
all the mobile nodes in MANET. The maximum size of the total group G should agree
with the network capacity. We then define the subgroup S to include the mobile nodes
involved in a routing operation. Therefore, each routing operation will accordingly
form a subgroup whose maximum size equals the maximum hop count allowed by DSR
protocol. Before a DSR based network is initialised, the total group is set as empty
G «+— ¢. Mobile nodes will be added to the total group GG once they enter the network.
Similarly, the subgroup S is initialised as empty ¢ as well, and mobile nodes will be
added to the subgroup S when they are involved in some routing operations.

To perform the ID-based authentication, we assume the existence of an offline key
generation centre (KGC). KGC runs the system Setup algorithm to generate all the
parameters required. Each node, before entering the network, has to submit its cre-
dential to KGC. The KGC will run the key generation algorithm (KeyGen) to generate
a public-secret key pair for each node. One straightforward method is to use a node’s
IP address as its public key and get the secret key generated over it. The parameters
and keys will be transmitted to mobile nodes through a secure channel. Once a node
has obtained all the necessary parameters, it can start to do all the pre-computations
according to signing algorithm, in order to achieve the best efficiency in signing.

When a RREQ is issued, the initiator runs the signing algorithm Signing to generate
a signature over all the immutable fields. The mutable fields, the RRE(Q data length
field and the route address field are excluded and their values are set to 0 during the
signature generation.

The RRE(Q) along with the signature will be broadcasted to next hop neighbours.
The next hop nodes will firstly run the verification algorithm Verifying to evaluate the
signature validity. To run this algorithm, the verifier firstly needs to extract the IP
addresses, which are also the public keys of previous hop nodes, from the RREQ. Ac-
cordingly, if a malicious node deliberately removes some IP addresses from the RREQ),
the signature will not pass the verification and the route carried by the RREQ) will be
considered as incorrect and rejected. Therefore, by preforming the signature verifica-
tion, both the signature and the route are authenticated.

If the signature is valid, the verifier (the next hop neighbour) will produce a new
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signature over the immutable field of the original received message. This node then
appends its own IP address to the RRFE(Q and broadcasts the RRFE() along with the
signature. The neighbours of the third hop will perform the same operations that
the neighburs of the second hop did to produce signatures over the original RREQ
generated by the initiator. This process will continue until the RRE() reaches the
target node. The target node, after verifying and accepting the RRFE(Q), will respond
with a RREP. This RREP will be transmitted back to the initiator along the route
discovered. In this condition, the signature of the RREP will be processed the same

as the RREQ. The signing process is shown in Fig. 6.6.

DSR RREQ Packet:

- D
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Figure 6.6: TASM signature generation process in DSR

Our signing algorithm is given in Fig. 6.7. In addition, to further improve efficiency,
the verification process can be delayed. In this sense, when a node receives the RRE(Q)
along with the signature, it will generate a new signature before verifying the received
one. However, this node will not update its route cache until the received signature is
verified.

One arguable point of using multisignature in a sequential form is that the node is
able to remove itself from the path. We argue that removing itself does not make any

sense. To remove itself, a node passes the routing packet to its next hop neighbour
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without changing anything. For example, the node M receives a route packet from
node A and passes the packet to node B without adding its I[P address to route record
and increasing the value of data length field. There are two situations that could
happen. Firstly, if node A is in the neighbourhood of node B and node M’s behaviour
actually results in a legal route which is one hop shorter. This route will be accepted
by node B, or generated by node B sooner or later. On the other hand, if node A is
not in the neighbourhood of node B, removing node M results in node B to receive
a packet from a distant node. Since node B constantly uses the acknowledge packet
(ACK) to confirm the link, it will detect the illegality of this packet and finally drop
it.

6.4 Summary

The security deployment of MANET routing operations has been extensively discussed
in the literature. Dozens of secure routing protocols have been proposed to offer au-
thentication for two famous MANET routing protocols: AODV and DSR. Yet, these
discussions mainly focus on applying the existing cryptographic primitives to routing
protocols and crossing our fingers to see if it will work. Therefore, the existing se-
cure routing protocols are not working properly in the sense of achieving security and
efficiency.

In this chapter, we presented comparatively efficient authentication schemes for
both AODV and DSR. We used ID-based online/offline signature and HORS one-
time signature to implement a strong authentication paradigm from ARAN. By this
means, we are able to protect AODV protocol against modification, impersonation and
fabrication attacks. Then we utilised our ID-based multisignature scheme to provide
efficient signature aggregation and authentication for DSR protocol. In addition, our
ID-based multisignature can be easily adapted from an ID-based online/offline scheme.

Hence, one single signature scheme can be used by two distinct routing protocols.



The node n; (1 <t < L) in G receives the signature (‘//:1, E:l) from its previous
hop, where

t—1

‘Z—Jl = Z(Cj+0jppub)

j=1
t—1 i—1
= Y D;+ Hi(RREQ)Y 1P
j=1 j=1
t—1
Rt—l = Z ’/’jP
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Signing. The node n; does the followed:

1. randomly chooses x;,r; € Z,
2. computes Cy = Dy — 2 Ppup, Ry = Z;;ll R; +nr.P
3. compute oy = Hi(RREQ)r; + x,

With previous received signature (‘7;_/1, R;_1), the current signer computes:

‘7;5 = ‘715\:/1 + (Ct +Uthub>

t

t
= Y Dj+ H\(RREQ) Y 1iPyus

j=1 j=1
The final signature is (V;, E)

Verifying. The node n; checks if the equation holds

t—1

e(Vie1, P)=e(>_Q;+ Hi(RREQ)R:, Ppu)

i=1

Figure 6.7: Detailed Algorithm for DSR RRE() packet




Chapter 7

Conclusions and Future Work

In this thesis, we focus on the deployment of security features for mobile ad hoc network
routing procedures. Our motivation is to provide authentication, integrity and non-
repudiation for routing in MANET. We identified three difficulties we had to face in
our design: inexistence of trusted third party, resource constraint mobile nodes, and
variety of routing protocols. We employed them as guidance in design of our algorithms
later.

To achieve a comprehensive understanding of the application domain, we conducted
a thorough study over the characteristics of mobile ad hoc networks. We delved into
the routing operations and data structure of AODV and DSR protocol, so that our
later design could take advantage of the nature of routing protocols.

We reviewed the literature and identified four categories of attack which are gener-
ally regarded as the most serious attacks in disrupting routing operations. By analysing
their attacking approaches and existing countermeasures, we were able to come up with
the security requirements to be achieved in mobile ad hoc networks.

Using the security requirements as a scale, we studied some existing secure routing
protocols and justified their performance according to our security requirements. We
noticed that the security of the existing proposals is not established from a realistic
point of view. Some of the assumptions, such as the pre-establishment of security
associations, and the requirement of time synchronisation, generally conflict to the
characteristics of mobile ad hoc networks. However, we also observed the strongpoint
provided by ARAN’s authentication scheme, where we can achieve sender authentica-
tion, hop-by-hop authentication, integrity and non-repudiation.

To enable the design of algorithms, we formalised the cryptographic primitives to
be used. The digital signature which has long been used to provide authentication, in-
tegrity and non-repudiation is recognised as our primary goal. In addition, we identified

three categories of digital signatures suitable to our application domain.
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e An ID-based signature scheme is able to solve the public key distribution problem
in MANET;

e An Online/offline signature scheme is efficient in signature generation;

e A One-time signature scheme is efficient in both signature generation and verifi-

cation;

e A Multisignature scheme can reduce the signature size through signature aggre-
gation. Besides, By combining with ID-based signature scheme, it will become
especially suitable to secure DSR protocol since the resulting route is the list of
public keys of the multisignature generated by nodes among the route. Hence

through verifying the signature, the route is authenticated.

Thus, we formalised the definition of the ID-based online/offline signature schemes
and ID-based multisignature schemes. Observing the similarity between these two
schemes, we provided a generic construction from an ID-based online/offline signature
schemes to an ID-based multisignature schemes, which enables the above transforma-
tion. Hence, an ID-based online/offline signature scheme design for AODV protocol
can also provide the same security features to DSR protocol through the transforma-
tion. This feature solves the diversity problem of MANET routing protocols identified
in the first chapter.

To show the actual construction, we proposed two concrete ID-based online/offline
signature schemes and transformed the second one to an ID-based multisignature
scheme using the generic construction algorithm. We also proved the security of our
signature scheme as existentially unforgeable under adaptive chosen message and 1D
attack.

We then presented the installation of our signature schemes over AODV and DSR.
For AODV, we combined an ID-based online/offline signature scheme with ARAN’s
authentication scheme to enable efficient signature generation. We also combined an
ID-based online/offline signature scheme and HORS one-time signature scheme with
ARAN, in order to enable efficient signature generation and verification. Comparing
the two schemes, the first scheme is slower in signature verification but the size of
the signature is shorter, whereas the second scheme is more efficient in signing and
verification with the cost of larger key size and signature size. For DSR, we presented

efficient authentication using ID-based multisignature scheme.
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Future Work

We provided two installations for AODV using different signature schemes. Because of
the distinct parameters used in these two installations, it is impossible for us to analyse
which one is more efficient. We are expecting to conduct an experiment over these two
schemes in order to figure out the most efficient construction.

The installation described in Chapter 6 is merely secure against attacks using mod-
ification and impersonation. For more complicated attacks such as fabrication and
tunneling, it is not possible to be prevented by using cryptographic techniques. In
chapter 6, we argued that since nodes cannot preform impersonation attacks, any
nodes fabricating the route error packets will be traced using their public keys (node’s
IP addresses). However, this passive approach offers no protection to nodes already un-
der attacks. How to propose a more sophisticated authentication scheme which defends
against those kind of attacks is still an open problem.

The generic construction of an ID-based multisignature scheme from an ID-based
online/offline signature scheme is applicable to all the ID-based online/offline signa-
ture schemes. However, depending on the algorithm used, the transformation does not
guarantee to achieve an efficient multisignature scheme in the sense of signature ag-
gregation and verification. For example, the second ID-based online/offline signature
scheme cannot achieve the shortest signature size since it offline signature is in the
form of %D 1p. We would like to work on improving this scheme.

In conclusion, we summarised all the possible future work below:

1. Implementation of two secure schemes for AODV routing protocol using on-
line/offline signature and one-time signature respectively. Perform an experiment

to justify their efficiency.

2. Improve our authentication scheme so that it would be able to detect more com-

plicated attacks such as fabrication attacks and tunneling attacks.

3. Refine our generic construction from IOS to IBMS so that all the input 10S will

end up with an IBMS with the maximum efficiency.

Providing an efficient authentication scheme to secure the routing operations in
mobile ad hoc networks has long been an open problem. We hope our research has

provided some valuable lessons, which will be of benefit to other researchers.
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Glossary
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AODV Ad hoc On-demand Distance Vector

ARAN Authenticated Routing for Ad-Hoc Networks

ASM Accountable Subgroup Multisignature

CA Certificate Authority

CDHP Computational Diffie-Hellman Problem

CLL-IBMS | Chang et al.’s Identity Based Multisignature Scheme
CRHF Collision Resistant Hash Function

CZK-IBMS | Chen et al.’s Identity Based Multisignature Scheme
DBF Distributed Bellman-Ford Algorithm

DDHP Decisional Diffie-Hellman Problem

DES Data Encryption Standard

DSR Dynamic Source Routing

DoS Deny-of-Service

ECC Elliptic Curve Cryptography

ECDLP Elliptic Curve Discrete Logarithm Problem
EF-CMA Existential unforgeablility under adaptive Chosen Message Attack
ERR Error

GDHP Gap Diffie-Hellman Problem

HORS Hash to Obtain Random Subset

IBS Identity Based Signature Scheme

ID Identity

IBMS ID-based Multisignature

I0S ID-based Online/offline Signature

I0OSP Independent One-time Signature Protocol

KGC Key Generation Center

MANET Mobile Ad Hoc Networks

MASH-1 Modular Arithemic Secure Hash Algorithm 1

MAC Message Authentication Code

MD 5 Message Digest Algorithm

MDS Modification Detection Code

OWHF One-Way Hash Function

PKG Private Key Generator

RDP Route Discovery Packet

REQ Reply

RREQ Route Request

RREP Route Reply

RRER Route Error

SA Security Association

SAODV Secure Ad hoc On-demand Distance Vector

SHA Secure Hash Algorithm

SOK-IBMS | Sakai et al.’s Identity Based Multisignature Scheme
SRP Secure Routing Protocol

TESLA Timed Efficient Stream Loss-tolerant Authentication
PKI Public Key Infrastructure

WH-IBMS | Wu et al.’s Identity Based Multisignature Scheme

Table A.1: Glossary
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