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ABSTRACT

Robotic welding may be used to enhance quality and improve operating conditions in
manufacturing and repair situations. However, it may be difficult to implement robot
automation for some applications which involve non-repetitive tasks such as in repair
and reclamation work. The present work was aimed to address some of the robotic
automation difficulties that arise in such situations where it is necessary to rapidly

generate a robot program for every different task, in particular for weld repair.

A technique for rapidly generating off-line robot programs for weld repair was
developed in this work. The system proposed uses a single camera in order to
obtain information about the object to be welded. To perform the task, it is not
necessary to know the geometry of the system “a priori’ although smoothness of the
overall shape of the object is assumed. Artificial feature points are used with the aim

of being able to obtain the characteristics of the shape of the object in 3 dimensions.

A software application was developed which provides the system with an easy to use
interface, sequence control and data processing which in combination with a vision
system and a tactile technique allows weld repair jobs to be performed on complex

curved surfaces.

A review of two camera calibration techniques was carried out as well as a review of

commercial devices and techniques used to map 3D surfaces. A modification to the



planes camera calibration method was suggested and tested. Two methods to
estimate 3D coordinates were review and tested, additionally a combination of these
two methods was also tested. Results showing the errors obtained with the various
combinations of camera calibration methods and 3D estimation methods were
obtained. A technique to “unfold” a three dimensional surface (i.e. to create a two
dimensional representation of a three dimensional surface) was proposed and used
as an essential part of the image data processing. Tests were performed to evaluate

the system and encouraging results were obtained.
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1. INTRODUCTION

1.1 OBJECTIVE

The objective of the current work was to develop a technique to generate robot
programs for different welding reclamation tasks involving complex 3D surfaces.
In repair situations every application is different and manual robot programming
is not viable. To offer a useable alternative the automatic generation of robot
programs must be achieved reliably in a very short time. To accomplish this, a
profile measuring and robot programming system and a simple, user friendly
interface needed to be developed. The orientation and position of the work-
piece should be not a constraint as long as it is visible by a camera; however
there were expected to be limitations in distance and maximum angles over
which acceptable results could be achieved. The final methodology,
performance and prototype system were intended to be the outcome of this

investigation.

The system was initially intended to perform welding tasks but other possible

applications could be considered.

1.2 BACKGROUND

Welding repair jobs are non repetitive tasks and must often be performed on
site, where conditions may pose additional risks to the welder. Because of this,

it is desirable to automate such tasks but automation is generally regarded as
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difficult or expensive or both. Manually generating a robot program to perform a
weld repair task is time consuming and impractical. Therefore, in order to use
robots to automate welding repair tasks a means of generating robot programs

in a rapid way is required.

Several different off-line-programming techniques have been investigated and
developed. Some involve CAD modelling [1-3]; this implies that, although the
user may specify a given job, the geometry of the work-piece must be known a
priori. The use of CAD models usually increases the cost of the system
considerably [4]. There are other techniques that are based on pre-
programmed small tasks which can be linked to each other by means of a user
interface program. Other techniques involve machine vision but are limited to
two dimensional (2D) surfaces, where the work-piece is in a plane at a known
fixed distance [5]. Other vision based techniques are capable of acquiring 3D
data but are often limited to a very specific job or restricted to simple surfaces

(typically planes) [6].

Work by Nicholson [7] addressed some of these issues by allowing the user to
select arbitrary target areas on a 2D work-piece and then using a “Touch

Sensing” technique to refine the calculations.

The use of Machine vision has been used for several applications and has
proved to be a very powerful tool in automation of tasks such as inspecting,
assembling, welding and mapping [8]. Currently, it is possible to obtain 3D

information using accurate devices such as 3D scanners which usually employ

13



laser technology. These systems can be used to obtain information of the
environment geometry for generating robot programs. Although these devices
are quite accurate, their price is restrictive for many small and medium
businesses. Consequently, there is a need for a flexible cost-effective
technique for rapid generation of robot programs for small batches or repair

situations.

In order to explore alternative approaches it is necessary to review the
techniques used for machine vision, including the optical systems and off-line

programming methods.
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2. LITERATURE REVIEW

2.1 REPAIR WELDING

Many centuries ago broken metal tools were repaired by heating and
hammering to forge weld them. These may be considered the first repairs by
welding [9]. Nowadays, several different techniques exist to execute a repair

welding depending on the part or object to be repaired.

In general, a repair is performed when the replacement of the damaged part is
expensive or part of a larger structure, to avoid loss of production or when
replacements are not readily available [10]. Gregory [9] divides the defects that
need repair by welding in two categories: fabrication defects and service
failures. He considers service failures as “cracks caused mainly by fatigue,
brittle fracture, stress corrosion or creep”. The repair of service failures may not
be easy due to factors such as restricted access to the part or a hazardous
environment [9]. These factors can pose a risk to the welder in addition to the
normal hazards involved in a welding procedure (electrical shock, arc radiation,
air contamination, fire and explosion, compressed gases, etc [11]) and
ergonomic issues such as the welder posture and the weight of the welding

equipment.

To avoid exposing technicians to the risks involved in many weld repair jobs, to

compensate for the shortage of skilled labour and to achieve good quality, the
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automation of welding has gained importance [12]. Tung et al. [12] for example
proposed an automated robotic system for weld repair of cracks using SMAW.
The “Hephaestos ESPRIT 6042” project is another example of robot automation
for weld repair but specially developed for the ship industry [13]. Nicholson [7]
proposed and validated a technique for robotic weld repair of turbine runners.
Sun et al. [14] proposed, simulated and experimented with a robotic welding
system that could be used for repair jobs where an operator manipulates the
robot remotely with assistance of sensors and software and control

components.

2.2 ROBOTICS

The first industrial robot, the “Unimate” manufactured by Unimation Inc., was
introduced in 1961. It was capable of storing 200 data points and to handle
payloads up to 25 pounds at full speed [15]. Robots have evolved significantly
since then and, according to Sprovieri [15], “they have become smarter, faster,
stronger, smaller and more accurate”. An example of the great evolution of
industrial robots is the two arm robot “DIA10” developed by MOTOMAN INC.
[16]. This robots looks like a human torso which allows it to perform operations

that previously only people could do [17].

Angelo [18] defines robots as: “Smart machines with manipulators that can be
programmed to do a variety of manual or human labour tasks”. In the most
typical configuration an industrial robot is composed of a manipulator, an end

effector, a controller and a power supply. A robot can also be provided with
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sensors to receive information about the environment [18, 19]. The manipulator
(mechanical arm or mechanical unit) is the set of links and joints that position
the end effector to perform a given task [19, 20]. An industrial robot is typically
supplied with a Teach Pendant which is an input/output unit to allow
programming, configuration and monitoring of the robotic system by the user.
The controller calculates the robot path and controls the position, acceleration
and velocity of every joint of the manipulator in order to perform a programmed
task. In general, a robot controller must contain an application program in order
to perform a task. An application program is a set of instructions to be carried
out by the robot, it is stored in the controller memory [21]. There are three basic
ways to generate a robot program: Point-to-Point, Continuous-Path and Off-

Line.

The study of the motion of a robot has been divided in two basic parts:
Kinematics and Dynamics. Kinematics defines the motion of the robot (position,
acceleration, velocity and higher order derivatives) without regard to the forces
and torques involved. Using the kinematic analysis, the position and orientation
of the end effector can be derived given that the joint variables are known. Also
the joint variables can be calculated form a given end effector position and
orientation (inverse kinematics) [19, 20]. The spatial rotation and translation
concepts are basic for the study of Kinematics and for the current work. An

introduction to these concepts is given in Appendix H.

Dynamics, on the other hand, studies the relationship between force and motion

[19]. The Dynamic equations describing the forces acting on the motion of the
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robot are essential in order to the design and implementation of precise control

over the robot actuators.

As mentioned above, a robot can be equipped with sensors which provide it
with information about the environment. These sensors can be diverse and
their selection depends on the required application. For example, capacitive,
ultrasonic or laser sensors can be used to measure distances or detect
obstacles. Contact sensors like mechanical switches can indicate the presence
of an object. Other sensors can be used to sense pressure, temperature or any
other environmental information that can be useful to achieve the desired task
in a more accurate way. Cameras are used to give information of the
environment in the form of images with the intention of giving the robot a sense
of vision, this sensing approach is better known as Machine Vision. In the
current work, Machine Vision techniques are used in order to obtain information

about the workpiece surface.

2.2.1 On-Line Programming

In the on-line programming method the operator has to “teach” the robot by
manually jogging it over the desired path. There are two ways to achieve this:

Point-to-Point and Continuous-Path [18, 21].

In the Point-to-Point method, the operator uses the teach pendant to position
the robot at several different points on the desired path. The position and

configuration of the robot for each point is stored in the robot controller by the
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operator using the teach pendant. After all the desired points are stored, the
robot can be instructed to move in a continuous way through all the stored
points. There are two ways for the robot to move from one point to another.
The first one is an independent motion of each axis in order to reach the
programmed position, in this way the exact path the robot follows is not known,
this type of motion is also known as joint motion. The other way a robot can
move from one point to another is through a defined, predictable path such as a

line or a segment of curve; this method is known as controlled-path [18].

The Continuous-Path on-line programming method is also known as continuous
lead-through or walk-through. In this programming technique, the operator
moves the robot trough the desired path while pressing a programming button.
While the operator is leading the robot, the controller unit scans and stores the
position and orientation of several points on the path. This technique requires
the operator to be within the robot’s working environment during the

programming process [18, 21].

2.2.2 Off-Line Programming

Off-line programming of robots can be understood as a means of generating
robot programs without the use of the robot itself [22]. This means that it is not
necessary to move the robot through the desired path and “teach” it key points.
Using on-line programming usually takes a long time to generate a complete
robot program and whilst this may justified if a large volume of identical

components are to be produced, it is not a feasible option for one-off welding
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situations. Additionally, during on-line programming the robot is out of

production for extended periods.

The necessary time and expertise required to put a robot into operation is more

evident in some applications than others, which means that in some cases robot
automation is too expensive or difficult to implement [20]. Off-line programming

can help to reduce the cost of robot automation for certain applications by

adding flexibility and reducing the expertise needed to set up a robotic system.

Several different off-line robot programming techniques have been investigated
and developed, however some are complex and others are very specific to a
single application. It has been claimed that the incorporation of lean, flexible
and therefore agile manufacturing philosophies in industry [23] makes
necessary the use of equally flexible equipment. This means that robots should
be easily and quickly configurable to adapt them to changes in production. This
is where off-line programming techniques play an important role since they
reduce the programming time of robots compared to the conventional on-line

programming methods [23].

Carvalho et al. [22] classify off-line programming techniques according to the
level of control the user has on the robot as follows:

- Joint level: The user specifies the motion of each joint of the robot.

- Manipulator level: The user specifies the motion of the manipulator end-

effector (Tool).
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- Object Level: The user specifies the motions of objects within the robot work-
cell.

- Task level: The user instructs the robot to perform a specific task.

Some techniques, like the one proposed, tested and evaluated by Zihlke et al.
[4], could be considered to involve more than one of the levels described above,
as it is possible to specify joint and manipulator motions and to create macros

that involve several single motion instructions, working as a small task.

Many of the task level techniques involve CAD modelling. Although this is a
very powerful method for generating programs based on the geometry of a
work-piece or the distribution of the robot work-cell, it usually appreciably
increases the cost of the system. The determination of the work-piece shape
can be done by means of a user interface or by vision-matching. The path can
be generated according to predetermined tasks involving predefined work-piece
geometry [3] or directly specified by the user in a 3D image which emulates the

work cell.

Other techniques allow the user to specify a path on an image acquired by a
camera without a previous knowledge of the work-piece, like the one proposed
and experimentally evaluated by Ahn and Lee [5]. However, in this particular
proposal, the distance of the work-piece is known and the problem applies only
to a flat surface. A much more advanced approach is proposed by Nicholson

[7] in which the 2D camera image of the work-piece is combined with a Touch
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sensing technique (refer to chapter 1.2) adding flexibility in distance and

allowing an extension of the technique to inclined planes.

Although these techniques add flexibility to the robot operation, it is still difficult
to justify robotic automation in small and medium size enterprises (SME) and
where the size of the batches is relatively small due to cost and complexity [2,
24]. When applications are not repetitive, as for on-site repair, it is even more
difficult to introduce robots as they must be able to perform different tasks each

time at a competitive cost.

2.3 MACHINE VISION
Machine vision may be used to supplement off-line programming as
described by Nicholson [7] or to provide a complete off-line programming

solution.

2.3.1 Camera Calibration and Lens Distortion

Images provided by a camera are not useful in themselves for obtaining three-
dimensional information unless some stereographic technique is used and a
camera calibration process has previously been carried out. The process of
camera calibration involves the determination of the characteristics of the
camera in use (intrinsic parameters) and the relative rotation and translation of
the camera to a given reference frame (extrinsic parameters). With this
information, it is possible to relate the two dimensional image coordinates
obtained to a given world frame in order to calculate three-dimensional data.

Although several methods have been proposed for 3D vision systems without a
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camera calibration process (for example that proposed and experimentally
implemented by Yoshimi and Allen [25]), these usually require additional
processing stages and/or place additional constraints on the system. For
example, the use of neural networks [26, 27] avoids the necessity of camera
calibration but requires a complex and time consuming training stage which in
itself is a form of calibration. Guerrero and Sagués proposed and
experimentally tested and un-calibrated camera system for robot navigation [28]
based on lines extracted from the images of the environment surrounding the
robot. Fofi et al. also proposed an un-calibrated vision system using structured
lighting and known reference points; in his technique epipolar geometry is
initially used and then a Euclidian reconstruction is performed [29]. Another 3D
vision system using un-calibrated cameras is proposed by Gu [30], this employs
an iterative method and has constraints in the cameras position relative to each
other. Where calibration is used two common methods are:

- The Geometric Method (Tsai method).

- The Planes Method.
Additional concepsts regarding optics that can be useful to the reader may be

found in Appendix F.

2.3.1.1 The Geometric Method (Tsai method)

The classic approach to solve the camera calibration problem, proposed by Tsai

[31, 32] and widely used elsewhere, is based on solving a group of linear

equations that relate pixel coordinates (position in the image) and coordinates
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relative to a world frame. The statement and solution of the problem is given

below.

The camera is modelled as a simple visual projection problem. A coordinate
system with its XY plane parallel to the image plane and the z-axis heading
outwards from the camera is defined (xjyizi frame). The centre of this coordinate
system is located at the central point of the image on the camera. Parallel to
this coordinate frame another coordinate system is defined at the projection
focus (O;). The image plane is the one where the image is formed. In the
classical pin-hole camera model this plane is located before the projection focal
point; locating this plane after such point does not change the statement of the
problem. The projection focus is the intersection point of the xiyiz; frame z-axis
and a straight line joining a point in the space and its XY image in the camera

plane. This situation is illustrated in Figure 2.3.1.1-1.

The image formed at the image plane by an object is a scaled version of the
object’s XY projection at the projection focal plane, as seen in Figure 2.3.1.1-2;

f being the distance between the camera plane and the projection focal point.

Camera Coordinates
Oc

-

>c\

o
B

Pd ™ Image Plane

TCP Coordinates yw

ZW

World Coordinates
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Figure 2.3.1.1-1. Coordinate system definitions. [31]

Zi, Zf

Image plane

Figure 2.3.1.1-2. Simple camera model.

Considering a point P with coordinates (px, pyr pzr) relative to the focal frame as
depicted in Figure 2.3.1.1-3, it can be seen that the triangle oc.p.-pys is similar to

the triangle o.f-pyr. Therefore it can be stated that:

S _
bz, pPy,
[Equation 1]
py
e
bzy
[Equation 2]
A (pXs, pyr, PZr)
0c =" - :k\ —
v f 25

vt
(pXi, PYi)



Figure 2.3.1.1-3. Projection of target point in Y-axis of image plane.

Where pyi and py are the coordinates of the projection of P on the image plane.

Similarly it is found that:

py
px;= f =L
pbx;
[Equation 3]

It can also be said that the image coordinates in pixels of P (px., pyc) are
proportional by « to the image coordinates in millimetres (px;, py;); therefore the

following relationships are obtained:

pyo=a,py=a, f L = p 2
pzy pzy

[Equation 4]
pr=apx=af =g P
bzy pzy

[Equation 5]

Where f,=f oyyand f, = f ax. The coordinates of a point P in the space, relative
to the world frame (pxw, pyw, PZw) can be related to its coordinates in the focal

frame (px;, pyr pzs) by a rotation matrix R and a translation vector T, as follows:

bxy px,,
v, |=R/py, [+T
pz, pz,

[Equation 6]
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Where:

rl r2 r3
R=|rd r5 r6
r7 r8 r9
[Equation 7]
tx
T=\¢,
tZ
[Equation 8]

The aim is to find the matrices R and T and the values for fyand f, to be able to
relate the image and world coordinates. By substituting equations 6, 7 and 8

into equations 4 and 5 the following equations are obtained:

rlpx, +r2py, +1r3pz, +t,

PX. =Jx
ripx, +r8py, +19pz, +t.

[Equation 9]

rdpx, +rSpy, +rbpz, + Z

Py =1, r1px, +r8py, +1r9pz, +1.

[Equation 10]

Dividing equation 9 by equation 10 yields:

X, f. rlpx +r2py +r3pz +t, L rlpx, +r2py, +r3pz, +i,
Dy, fy rdpx, +r5py, +rbpz, + t, Hu rdpx, +rSpy, +rbpz, + ,
[Equation 11]

Where u = f/f. If the denominators of both sides of Equation 11 are passed to

multiply the numerator of the opposite side of the equation, next all the terms
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that includes as a factor a component of the rotation matrix are passed to the

right side of the equation and then dividing both sides of the equation by ¢, the

following result is obtained:

px. = 1 rlpx, py,. +r2py, py. +r3pz py.+t py. rdpx px.+rSpy, px, +rbpz px,
Cu t, t

v

[Equation 12]

In matrix form:

px. = [Px wbPYe PYVWPY. PZ,PYV, PV. —PX,pPX, —py,pXx., —Ppz,px, ] .

[Equaltion 1_3]

As there are 7 variables (r1/ut,, r2/ut,, r3/ut,, t/ut,, ra/t, rd/t,and ro/t, ), there
must be seven or more equations to solve the linear systems. The equations
are obtained by replacing the values of px., pyw. pzw, px: and py., in Equation 13
for N different points in space for which their world coordinates are previously
known and their coordinates in the image have been obtained, these points are

commonly known as calibration points. N must be much bigger than 7 to obtain
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a suitable answer, in fact Sheng et al. [33] demonstrate that camera accuracy

improves as N increases.

As R is normalised and orthogonal, it s true that:

Vr? +72% 4137 =1
[Equation 14]

Vrd® +75% 4167 =1
[Equation 15]

(rl r2 r3)®(r4 r5 r6):(r7 r8 r9)
[Equation 16]

Where the cross product is represented by ® . According to Equations 14 and

15 it is clear that:

2 2 2
rl r2 r3 1
+ + =
ut, ut, u, u,

[Equation 17]

[Equation 18]

Using equations 17 and 18 it is possible to find x and |t,| from the results
obtained by solving the linear system of N equations with the form of Equation
13 and therefore r1 to r6. The third row of R is found using Equation 16.
Assuming t, positive and using Equations 9 and 10 it is possible to calculate ¢,

fyand f,. In matrix form:
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/i
px.| | rlpx,+r2py,+r3pz, +t,  —px (rIpx, +r8py, +r9pz,) | ¢,
py.) |w(rdpx, +rSpy, +répz, +1.) —py (rTpx,+r8py, +r9pz,) | 1

t

z

[Equation 19]

This linear system is solved for several points using any method for solving
linear systems, in a similar way to Equation 13. By doing this the values for f,/t,
and 1/t, are obtained and consequently the values for t, and f;. By using the
relationship previously introduced u = f/f, the value of f, can be found. As the
image plane and the focal plane are parallel, to determine the correct sign of iy,
it is sufficient to choose a point and calculate its (pxy, pys) coordinates and
compare these with the image coordinates (px., py:). If the pointis in the same
quadrant in both coordinate systems, then the sign of {, is correct, otherwise the
sign must be changed and the parameters must be calculated again. Equations

11 to 19 are based on the method proposed by Tsai and Motta [31, 32].

Generally, the authors include other parameters in the equations in order to
account for lens distortion [32, 34, 35]; the approaches used to address this
issue are diverse and the complexity for their calculation differ according to the

distortion model considered.
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2.3.1.2 The Planes Method

Another interesting approach that is important to consider for solving the
camera calibration problem is a geometric approach based on two parallel
planes [36-38]. A camera model as shown in Figures 2.3.1.1-1 and 2.3.1.1-2 is
assumed; but two parallel planes are used to calibrate the camera as illustrated

in Figure 2.3.1.2-1.

\
\
7\
O
,

Calibration planes

Image plane

Figure 2.3.1.2-1. Two planes calibration method.

In order to find a relation between each one of the calibration planes and the
camera image, several feature points (N calibration points) have to be included
in each plane and the Equation 20 is used to establish a linear relationship
between the image of such points in the image plane and the points
themselves. The number of feature points (N) must comply with the conditions

described in the previous section (2.3.1.1).
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[Equation 20]
Where Py, is a matrix including the coordinates of the points relative to the world
frame for a given calibration plane, i.e. Py =[pXw1, PYw1, PZw1: .. PXwN, PYwN, PZwn]-
P; is a matrix containing the coordinates of the N points in the image, i.e. P;
=[pxc1, PYer, 1. ... pXen, PYen, 1] @and A is a [3x3] matrix of coefficients to be found.
It is clear that the world coordinates of the N points contained in P,, and their
projection in the image contained in P; must be known in order to obtain the
values in the A matrix. Once A is found for each plane, it is possible to find the
world coordinates of any point in any of the calibration planes from its
coordinates in the image, therefore it is possible to write the following equation

for a line in a tridimensional space for each one of M given pixels:

P, —P R
L, =P, +ﬂkM: P, +4,m
2% 1k
[Equation 21]

Where m is a direction normalized vector and g, is a variable; with k=1 to M.
The subscripts 1 or 2 refer to the respective calibration plane. If g, is replaced

by a real number, Ly will take the value of a point in the line described by
equation 21. Py is a 3x1 matrix containing the x, y and z coordinates of the
point in the plane 2 which projects itself as the k™ pixel in the camera image, a
similar statement can be done for P4«. Now, the projection focus Oc is the point

where all M lines intersect; to find it the equation describing the distance (d)
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from a point (Oc) to a line in a tridimensional space described by equation 21

must be used [6].

d= \/”T'_PU{”2 —[(T-P,)e ﬁl]z
[Equation 22]

In equation 22 O has been replaced by T’, the translation vector in world
coordinates, as the translation vector (T) is no other thing than the 3D
coordinates of the projection focus. Since T’ is the point where all the M lines
intersect, T’ is found just by minimising the square of Equation 22 for all the M
lines and afterwards solving the linear system. The minimisation process
requires the partial derivatives with respect to x, y and z fo be determined and
equated to zero. It can be shown that the final equation has the form:

K=MT'
[Equation 23]

Where K and M are matrices comprising the factors resulting from adding the
Mx3 minimised equations obtained for all the M lines. For a more detailed
explanation refer to Appendix |. Recalling that T’ corresponds to the translation
vector; once T’ is found the following equations can be written to obtain the

missing parameters [6, 306]:

B P -T
", -
[Equation 24]
afo] fol
Pcn = (,“Pm - Vn = Vn
|:ayfR2:| |:fyR2
[Equation 25]
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Where P, is any point in the calibration plane for n=1to N; Ry = (r1, r2, r3) and
R, = (r4, r5, r6) and v, is a normalized vector. P, is the projection on the
camera image of the n-th point P, and Py, its respective projection on the image
plane. If Equation 25 is applied to N points, then it is possible to find R, fy and f,

just by solving the linear system and using Equations 14 to 16.

Gremban et al. [36] also propose solving the two plane problem including
quadratic terms in matrix A, it is claimed that this approach produces a better
result than using only linear terms. Champleboux et al. [37] claim to have
obtained improved results by replacing Equation 20 by a spline interpolation
method. Zhang [39] proposes a different approach using planes, where it is
required to have two views of the calibration plane with different rotation and

translation and assume the calibration plane is located at z = 0.

2.3.1.3 Lens distortion

It is recognised that lenses are a major cause of errors in camera calibration;
therefore many techniques have been suggested to address this problem.
Some methods just include factors in the set of equations for camera calibration
and solve the linear system, others apply iterative calculation methods to
estimate the error introduced by the lens such as those proposed by Park and
Hong [40]. Distortion is one of the five primary lens aberrations [41] and results
in a “variation in the lateral magnification of points at different distances from the

optical axis” [42]. Distortion can present in two different ways: pincushion
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distortion and barrel distortion. Figure 2.3.1.3-1 shows the effect of distortion in

a grid-like image.

Normal Image Pincushion Distortion Barrel Distortion

Figure 2.3.1.3-1. Lens distortion.

Although much research has been undertaken relating to modelling lens

distortion, Sheng et al. [33] found that when the distortion introduced by the lens

is small, including a distortion term in the calibration model can produce worse
results than if no distortion was considered. Sheng proposes a method to
determine when it is worth introducing lens distortion terms in the camera
calibration model. Zhang and Whang [43] also propose a technique to
determine if it is necessary to introduce distortion terms and depending on the
distortion level and camera resolution a different camera calibration method is

used.

2.3.2 Concepts in Digital Image Processing

It is important to review some basic terms related to the characteristic of an
image. These are: intensity, brightness, luminance, hue, saturation and
chrominance. They are defined by Plataniotis and Venetsanopoulus [44] as

follows:
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« Intensity: is a measure, in Watts/m?, of the flow of light power.

e Brightness: is a characteristic associated with a visual sensation
of whether an area appears to produce more or less light.

¢ Luminance: a weighted measure of radiant power.

e Hue: is an attribute of the colour which indicates the dominant
wavelength or colour perceived.

e Saturation: is an indication of the purity of a colour. The more
white light is present, the less pure the colour is.

e Chrominance: attribute described by hue and saturation.

To represent a colour in a way it can be used in different applications as a
source of information different colour models have been created [44]. The

following is a review of two colour models, the RGB and the YUV.

2.3.2.1 The RGB (Red, Green and Blue) colour model

This model is one of the best known and most used models. It is used by many
hardware devices such as cathode ray tubes (CRT). This model is based in the
way the light is perceived by the human eye [44, 45]. The light is received by
photo receptors (Cones) present in the eye which are sensitive to Red, Blue or
Green Light. The colour information travels to the human brain divided in these
three components, the brain then combines the information and produces a full

colour image.
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Therefore, by combining these three colours, a wide range of colours can be

reproduced.

The RGB colour cube is shown in Figure 2.4.2.1-1 for normalized to 1 values.
For digital images, the R, G and B values typically range between 0 and 255

(using 8 bit coding).

This colour model is important since it is the one used by many digital cameras

including the one utilized in this project.

2.3.2.2 The YUV colour model

This colour model is a luminance chrominance based model [46]. Basically, it
consists of two chrominance components and one luminance component. This
colour model was initially developed for the transmission of colour television
and is used by the PAL (Phase Alternation Line standard) television system. A
similar model is used by the NTSC (National Television System Committee)

television system, the YIQ colour model.
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The Luminance Y is given by [47]:

Y =0.299R+0.587G +0.114B

[Equation 26]

JiE Cyan (0,1,1)
 Blue (0,0,1) yan (U, 1,

Magenta (10,1 | White (1,1,1)
i_ ________________________ Green (0,1,0)

_.*"Black (0,0,0) —>
/, G
Red (1,0,0) Yellow (1,1,0)

R

Figure 2.3.2.2-1. RGB colour cube.

The Luminance does not provide colour information about the image; this
information is provided by the two chrominance components: U and V. These

signals are defined as:

_B-Y
2.03
[Equation 27]
- R-Y
1.14
[Equation 28]
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The relationship between RGB values and YUV values can be expressed in

matrix form as:

Y 0.299 0587 0.114 | R
U|=|-0.147 -0.289 0436 |G
V 0.615 -0.515 -0.100| B

[Equation 29]
R 1 0 1.140 | R
G|=|1 -0394 -0.581|G
B 1 2.030 0 B

[Equation 30]

In Figure 2.3.2.2-1 the YUV colour cube is shown for Y=0 and Y=1.

|

Figure 2.3.2.2-1. YUV colour cube for Y=0 and Y=1. [48]

2.3.3 Structured Lighting

Vision systems in different applications have the purpose of obtaining certain
characteristics of an acquired image that will be employed as inputs in order to
complete a specific task. In some applications the identification of a
characteristic of an object in the image is the main purpose of the use of the
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vision system, for example the detection of cracks [12] on a surface or the
detection of colours or borders for quality control in production lines [49]. In
other applications the information searched for in the image is very difficult to
extract and some characteristics of the image are obtained to derive the
information required. In this case, the characteristics extracted may be diverse
and are dictated by the environment and the processing technique being used.
For example, if the information required is the surface profile or the distance of
an object it does not matter if lines, borders, colour or other characteristics are

extracted as long as they are useful to determine the information of interest.

In the first case above if, for example, the presence of a crack has to be
determined then appropriate environmental conditions have to be set in order to
be able to extract a crack in the image as no other characteristic is useful. But,
for the latter case above, if one characteristic is difficult to extract, then another
can be considered. In this case artificial features can be introduced to aid
recognition. This is particularly useful in cases where the environmental
conditions can change considerably or when the objects has too few
characteristics to be recognised [26, 50], then the introduction of artificial

characteristics can be useful.

There are several different kinds of artificial features; however structured
lighting is a commonly used one. This technique basically consists of the
projection of light with a well defined pattern on an object or surface [51].
Although the pattern is known, the way the pattern is reflected by the scene

provides information on the scene itself.
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The projected patterns can be as simple as a line, a dot, a matrix or concentric
circles. For example, Saeed et al. used a dot matrix pattern to scan the three-
dimensional surface of a weld pool [52]. Alternatively, these patterns can be
more complex such as parallel stripes or sinusoidal patterns of different colours

and widths (fringe patterns) [53].

Different light sources are used to project the structured patterns, such as [54]:
laser LED’s, fibre-optic illuminators, fluorescent light and strobe (Xenon) light.
Each of these methods has its advantages and disadvantages and depending

on the application one may be more suitable than the others.

It was very common in the past to use video projectors to generate the light
patterns, however currently the use of laser light has become more frequent.
Solid state laser light emitters are small and therefore suitable for mobile
systems; laser light is also monochromatic and less susceptible to
environmental changes than the light emitted by a video projector. However, for
very complex patterns a laser system can become costly and if different colours
need to be introduced, then a video projector may be a better solution.
Structured lighting has been used in several applications such as range finders,
surface recognition, and weld seam tracking. It can also be used for improving
the performance of Neural Networks in machine vision applications according to

the work undertaken by Ramachandram and Rajeswari [50].

41



2.4 TRIDIMENSIONAL SURFACE EXTRACTION

The different techniques used to obtain the tridimensional shape of a surface

can be grouped as: non-contact and contact techniques.

2.4.1 Non-Contact Techniques

These techniques do not require the sensing device to establish contact with
the surface to be measured. 3D scanner devices can use different sensors in
order to extract the coordinates of a surface. These sensors include laser and

capacitive devices.

3D scanners using laser technology are based on the triangulation principle. A
laser light source projects a laser line on the target surface; the reflected laser
light is captured by a receptor which can be a camera or a laser light sensitive
device. The relative position of the projector relative to the receptor is known;
therefore it is possible to calculate the relative coordinates of the surface using
simple geometry and based on the information captured by the receptor of the

projected line on the surface, this situation is depicted in Figure 2.4.1-1.

With the 3D scanning technique, as shown in Figure 2.4.1-1, the object must be
moved through the laser beam to obtain several contour slices to form the total
shape of the surface [55]. The camera used as receptor usually has a high
frame acquisition rate in order to analyse several devices as fast as possible.

Cameras such as the “Ranger” manufactured by SICK IVP [56] offer a broad
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range of options in order to process the image information and are specially
designed for the detection and processing of a laser line in an image [55]. The
manufacturer also provides the necessary software to process the data. This

technology is usually used for inspection in production lines.

e ——
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- -~

- ~~

- ~~
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Receptor
(camera)

Laser /

”
. ’ ’
Projector -

Target

Figure 2.4.1-1. Laser triangulation arrangement.Surface

Laser triangulation is also used in Coordinate Measuring Machines (CMM). In
contrast to the procedure described above, in these machines the sensor is
moved and the surface is stationary. The laser detector and the emitter are
usually embedded in a compact enclosure so they can be moved over the
target surface. These machines are usually used to produce a digital model of
an object in order to manufacture exact copies of it. Renishaw [57]

manufactures laser probes for use in CMM machines [58].

Other 3D scanning machines based on laser triangulation rotate the object to be

scanned around a fixed axis to generate a 360° model; in this case the sensor
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is stationary. Examples of these machines are the “LPX” scanners

manufactured by Roland DGA [59].

Other alternative devices are the scanning arms. These are portable CMM
devices which can measure the 3D coordinates of a point indicated by the user.
They are mostly manual devices composed of a mechanical arm with several
degrees of freedom (usually six or seven) and a sensor at the last joint. The
measuring arm base is fixed and the sensor is moved by the user to a point on
the object to be measured. Several points must be taken in order to generate a
model with help of a dedicated software program. The sensor used by these
devices can vary but is often a non-contact laser triangulation device. They
operate in a very similar way to the inspection technique shown in Figure 2.4.1-
1 but instead of moving the target, the sensor is manually moved. FARO
Technologies [60] and ROMER [61] are two manufacturers of such measuring
arms [62, 63]. According to the manufacturers’ specifications these arms can

achieve accuracy of less than 1mm using the laser sensor.

Other laser scanners are designed for mapping the surface of objects located at
a greater distance than the above methods. These devices are based on the
time of flight of the laser or the phase shift of a modulated laser beam. Such
devices are mostly designed for mapping of an enclosed environment such as a
room or a construction tunnel as they can have a horizontal field of view of up to
360° and a large vertical field of view. To achieve this, the sensor rotates
around the vertical axis and has a mirror which rotates around the horizontal

axis. The generated laser light hits the mirror and then exits the sensor, in this
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way it is possible to obtain large field of view. FARO Technologies [60]
manufactures phase shift devices of this type [63]. The generated laser light is
modulated at a high frequency and the difference in phase is measured
between the emitted and received light. The phase is proportional to the
distance travelled. SICK IVP [56] offers similar sensors but with smaller fields
of view, designed for different applications. These sensors use the time of flight
principle measuring the time that the laser beam takes between the moment it
was emitted and the moment it is received back after being reflected by an
object [64]. The measurement of time of flight requires a very accurate high
speed digital clock able to measure the small fraction of time the light takes to

flight from the source to the object and back.

Ultrasonic sensors can also be used for of non-contact 3D measurements.
Force Technologies has developed a system based on ultrasonic signals to
inspect 3D surfaces [65] This device combines the time of flight and pulse-echo

techniques.

CMM machines can also use capacitive sensors for non-contact measurement

instead of a laser detector.

2.4.2 Contact Techniques

Contact techniques require that contact be established between the sensor and
the surface. The CMM machines described above can use a contact sensor

instead of a laser detector [61, 63]. The sensor has to be moved to a point on
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the surface until the sensor establishes physical contact, this process is
repeated until a significant number of points are acquired to reverse model the
3D surface of the object. Some of the most common contact sensors include
kinematic (mechanical switching), strain, linear variable differential transformers

(LVDT) and piezoelectric devices.

For metallic surfaces, a current sensor can be used. A voltage is applied to a
metallic end in the sensor, when the sensor touches a metallic surface a current
flows and the presence of a surface can be detected. Of course, the object to
be measured and the sensor must be electrically connected through a common
reference point (ground) for the current to flow. This technique is commonly

referred to as touch-sensing.
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3. PROPOSED SYSTEM DESCRIPTION

The proposed system is composed by different components that together
achieve a level of automation that allows the user easily generating welding
programs offline through a friendly user interface. Figure 3.1-1 illustrates how
the different components link to each other. User input is necessary through
the interface which runs in a computer. The specifications of some of the

components of the system are given in Appendix E.

3.1 MAIN COMPONENTS

The main components that make up the proposed system shown in Figure 3.1-1
are:

e Digital camera

e Graphic interface and processing software

e Structured light projector

e Welding power supply

¢ Robotic system

47



Camera Welding torch

Y
y )

l Target surface

Y/
/
/
/
/]

Structured light module

Retrieve touch-sensing
information and generate

robot program
Graphical

. ‘ User
Interface
_ Take pictures and calculate
coordinates

Robot Controller
< Robot controller

o

Power suppl

Robotic arm IRB1400

Figure 3.1-1. Diagram of the proposed system.

3.1.1 Camera

The camera used for the acquisition of images was a Marlin 046C
manufactured by Allied Vision Technologies, shown in Figure 3.1.1-1. Thisis a
colour CCD camera with a 1/2” imaging device that can acquire up to 53 frames
per second and has IEEE1394 connection. It uses the YUV colour mode with
4:2:2 and 4:1:1 compression modes, the RAW format can also be used for
monochrome images. The specification of the camera are summarised in Figure

3.1.1-2
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Figure 3.1.1-1. Marlin 046C camera used in the system.

The camera is equipped with a 12mm focal length lens able to focus objects
from 0.3m and with a minimum f-number of 1.4 (maximum aperture ratio 1:1.4).
The camera is attached to the robotic arm and specifically to the welding torch

as shown in Figure 3.1.1-3.

The lens is a critical part of the system; a high quality low distortion lens is
preferred for better accuracy of the system. The size of the CCD imaging
device will determine, in conjunction with the lens, the angle of view of the
camera in both directions, horizontal and vertical. It is recommended that a lens
of a larger diameter than the CCD format is used in order to avoid defects at the

edge of the lens [66].
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Figure 3.1.1-2. Marlin 046C camera specifications. [67]
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Figure 3.1.1-3. Different views of camera attached to the end effector.

3.1.2 Graphic Interface and Processing Software

In order to interact with the user and process the data received from the
camera, it was necessary to create a PC software application. The application
was developed in Visual Basic 2005 and it incorporates functions such as:
sending commands to the camera, viewing the images received by the camera
and communications with the robot. This application also served as a data

processing and sequence control module of the proposed system.
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This interface receives input from the user as well as the visual information
received by the camera in conjunction with the input received from the user to

generate a complete robot welding program.

The PC used has an Intel Pentium 4 2.8GHz processor with Hyper-Threading

technology and 512MB of RAM.

3.1.3 Structured Light

The project was initially developed for welding applications and the surfaces
used rarely have significant features which provide the information required to
extract 3 dimensional data. To be able to obtain 3D information from such
surfaces a laser structured light system was devised to project artificial feature
points onto the surface. This laser device provided dot matrix of 7 by 7 points.

A more detailed description of this device can be found in Section 4.2.

3.1.4 Welding Power Supply

A Fronius MIG/MAG TransPuls Synergic welding supply was used. This power
supply can be controlled through the robot using a robot interface (ROB5000)
and the I/O module of the robot controller. This power supply has a touch
sensing functionality which enables detection of metallic surfaces. To read the

programmed parameters in the power supply, the OPC communications
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protocol was used. In this way, the current, voltage and wire feed speed values

are updated in the PC application.

=
=
£
g
2

Figure 3.1.4-1. Fronius welding power supply.

The CMT (Cold Metal Transfer) welding process is also a feature of this welding
system. CMT is a dip-transfer arc technique developed by Fronius and involves
the wire motions in the welding process control [68] by incorporating wire

transient and current modulation.

3.1.5 Robotic Arm

The robotic manipulator used was an ABB IRB1400; with six degrees of
freedom (Figure 3.1.5-2). The communications to the robot controller (Figure

3.1.5-2) are established using Ethernet. To be able to communicate with the
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PC, the Factory Ware application supplied by ABB was used. The Robcomm
communications toolkit provided the tools to enable communication between the

robot and the graphical user interface which was developed.

Figure 3.1.5-2. ABB SC4 robot controller unit.
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4. SYSTEM IMPLEMENTATION

As previously described, a complete system was developed in order to generate
a robot program based on visual information for welding repair tasks. In order
to do so this, a range of different components had to be integrated and the
software and hardware modules had to be created. In this chapter, the main
processing stages of the system will be described including the algorithms used

and a description of the user interface developed for the proposed system.

4.1 MAIN PROCESSING STAGES DESCRIPTION

The proposed system employs several different processing stages in order to
achieve the desired outcome. The first stage consists of the calibration of the
camera. The camera needs to be calibrated each time it is removed from the
robotic arm and placed back again. This is due to the precision required to
achieve accurate results. Once the program generation process has been
initiated by the user, it is necessary to project the artificial characteristic points
on the target surface and extract the projection of such points from the image
provided by the camera. After the 2D coordinates (in pixels) of the
characteristic points are obtained, it is necessary to estimate their 3D

coordinates and the shape of the target surface.

An area of interest is selected by the user to indicate the system where the

welding is going to take place. The user interface provides a drawing tool for
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the user to outline the perimeter of the area to be repaired on the captured
image using a mouse. The welding path then is calculated, generated and
downloaded to the welding robot for the process to start. This process is

summarised in the flow diagram shown in Figure 4.1-1.

Camera Calibration

Generate Robot Proaram

v

User Input Data

Estimate Points
Coordinates Execute Job

Figure 4.1-1. System general flow diagram.

4.1.1 Camera Calibration

To calibrate the camera an array of 64 black dots in a matrix-like arrangement
over a white background was used. The white background provides the
contrast required to enable extraction of the dots from the camera image.

When the camera calibration sequence is started, the robot is automatically
moved to two predefined positions that will provide different sets of dots
coordinates, relative to the world frame, which are known. To extract these dots
from the image, a clustering technique was used considering only the pixels
with RGB characteristics close to complete black; i.e. R=0, G=0, B=0. The idea

of the clustering is to group pixels with similar RGB characteristics (black pixels)
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that are neighbours to each other. It is done by simply analysing the image
pixel by pixel if a pixel is considered to be black then it is verified if any of its
neighbours pixels (adjacent pixels above, below, to the right, to the left, and to
the four corners) are also black, if so they are grouped as members of the same
cluster. After clustering, a set of “objects” or clusters of pixels are obtained, the
objects with a size (i.e. number of pixels that forms the cluster) outside a given
range are discarded (objects too small or too big). The 3D coordinates of the
dots and their 2D coordinates in the camera image are used in the algorithm

described below.

The camera calibration techniques described in Section 2.3.1 were tested.
However, some modifications to the planes methods were introduced and
tested as an alternative calibration method. The first modification was that the
relationship between the calibration planes (Equation 20) and the camera was
found using a polynomial of third order, but only the linear terms of such a
polynomial was used to calculate the calibration of the camera. This means

that P; in Equation 20 becomes:

2 2 3 3 2 2
pxcl pycl pxcl pycl pxclpycl pxcl pycl pxnl pycl pxclpycl 1
P= M M M M M M M M M

i
2 2 3 3 2 2 1
p xcN p yeN p xcN p yeN p xcN p yeN p xcN p yeN p xcN p yeN p xcN p yeN

[Equation 31]

The resulting 10 by 3 matrix of coefficients A would be as follows:

a, a, a,
b, b, b
IM M M
Jo Ty .
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[Equation 32]

To calculate the M points on each calibration plane, only the coefficients a, b

and j of each column of A are taken into account, therefore Equation 20

becomes:
P, =P'A
[Equation 33]
Where:
a, a, a,
A'=|b b, b,
Je Iy U
[Equation 34]
pxcl pycl 1
P'=| M M
pxcM pycM 1
[Equation 35]

P is a matrix containing the M calibration points in the first calibration plane.

The modified approach is based on the fact that if in practice there were no
errors, the relationship should be totally linear as expected in the theoretical
model of the camera. Therefore the aim is, initially, not to find the best average
linear model but to try to eliminate the non-linear characteristics of the vision

system and model them separately to the linear part.

After the camera parameters are found using the linear terms, the opposite
process to calibration is performed to estimate an error function. This means

that, using the calibration parameters found, the coordinates of the calibration
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points in the image are calculated from the real 3D coordinates using Equations
9 and 10. The error between the calculated image coordinates (P.’) and the
extracted image coordinates (P.) is computed and thereafter a least square
method is used to find the coefficients of a third order polynomial describing the
error of the extracted points in the image as function of their x; and y.

coordinates.

Pa Pn Pa Pn

P Py P Py
M M M M

Pwn Py PN Py
[Equation 36]

e=Pp
[Equation 37]
The matrix B in Equation 37 contains the error coefficients of the camera
calibration. When the 3D coordinates of the artificial characteristic points are
calculated, these error coefficients may be used to calculate an estimated error
which is added to the corresponding extracted 2D coordinates of the

characteristic points in the image.

4.1.2 Artificial Characteristic Points Extraction

To extract the laser dots it was necessary to introduce a different algorithm to
the one used in the camera calibration stage, since the laser dot characteristics

are quite different from those of the black dots. As the laser dots are projected
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onto different surfaces, the dot appearance can change depending on the
characteristic of the background, in contrast to the constant background used
for the black dots. The laser dots, however, have the advantage that they can
be projected only when required just by using a digital output of the robot
controller. Therefore, it is convenient to take two different shots of the target,
one with the dots projected on it and another one without the dots. The pixels
where a high change of red value is found are likely to be part of one of the
projected laser dots, since the laser wavelength is 653nm which corresponds to
visible red. The possibility of change in environmental conditions between the
acquisition of the two shots is reduced due to the short time elapsed between
them (1 second approximately). Nevertheless, there is some noise present in
the images which has to be attenuated; this was accomplished by filtering the
images and the use of a weighting value to find the pixels which are more likely
to be part of the laser dots in the image. This weighting value includes the
difference in the red value between the two images and the proportion of red in

the pixel. This value is calculated for each pixel as follows:

R.=(R.,—R Ry
p =Ry =Ry )3 +G,

ijl ijl

+ B,

[Equation 38]
The notation R;j was chosen since the weighting value basically extracts
information about the Red component of the pixel only. The subscripts i, j
denote the row and column of the pixel under consideration. R, G and B refers
to the red, green and blue values of the pixel and the subscripts 1 and 2
indicates whether the value belongs to a pixel in the laser dots image (1) or the

image without the laser dots (2). As indicated by the previous equation, only
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the red values of the second shot are used, therefore that image is only filtered
in the red plane. A histogram is constructed using these weighting values; this

histogram has the form shown in Figure 4.1.2-1.

Figure 4.1.2-1. Histogram using weighting values.

The mean value of the histogram is found by dividing the total number of pixels
by 256 which is the number of values that R can take (i.e 0 < Rj< 255, Rjje Z)
and then it is found in the histogram the weighting value W, (x axis in the
histogram) for which the number of pixels is equal to the main value (y axis in
the histogram). All the pixels with a value greater than W, are then grouped as
an object if they are adjacent to each other (region growing). Many of these
objects are expected to be formed by the laser dots. The objects with less than
two pixels are discarded. The maximum red value is found for each object and
the objects with the smaller average value between the maximum red and
object size are discarded until the desired number of dots is obtained. The
location of the pixel with highest red value within an object is assigned as the

position of the object and therefore one of the laser dots. This is necessary
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because with variation of the angle that the laser light hits the surface and its
reflectivity, the shape and size of the extracted dot changes, but the area with
higher intensity may be assumed as the real centre of the dot. This extraction

process is described in the flowchart in Figure 4.1.2-2.

It was necessary to obtain two sets of points, each one from a different camera
position in order to obtain three-dimensional data as will be explained in the
next section. Therefore it was required to match the points from the two sets, in
other words, to establish which pair of extracted points (one from each set)
corresponds to the same physical characteristic feature point. This is known as

the “correspondence problem”.

To solve this problem, the fact that the points are arranged in a matrix form was
used. Consequently, if the two sets are sorted with a given criteria, the
resultant set of points will correspond one to one. The approach used was to
sort the points such that the first point is the one located at the bottom right and
the last point is the one located at the top left, moving from right to left and then

upwards as shown in Figure 4.1.2-3.

62



[ Start J Filter second

—— | image (red only) g;fﬁavré;ﬁirrylgplxel

value<=w,

\ 4

Turn on laser
dots matrix

Find weighting
factor for each ]
pixel Group neighbouring
pixels into objects

\ 4
Take first picture

Make histogram
(H(w)) of weighting Discard small
factors objects
\ 4
Turn off laser
dots matrix
Filter H(w) Find the pixel with
biggest red value for
v each object (Ryax)
Take second picture l
L 4
Find w, such that
H(w,)= mean(H(w
A4 o) (He) Is the number of
Filter first objects bigger
image (RGB) than the number
of laser dots?
v
Assign to every
object the yes
coordinates of its — :
pixel which has the Eliminate object
Rpax value with smaller R,
v
End

Figure 4.1.2-2. Laser points extraction flowchart.

The problem of sorting the points is trivial if the target surface is flat and parallel
to the plane of the camera and the rows and columns of the pattern are aligned
with the x and y axes. However, the projection of the pattern on a curved
surface will produce a curved pattern in the image as well (such as that shown
in Figure 4.1.2-4) requiring a more complex algorithm. The algorithm used is

described in the following section.
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Figure 4.1.2-3. Extracted points sorting.

Figure 4.1.2-4. Artificial feature points on a curved surface.
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4.1.2.1 Artificial Characteristic Points Extraction

To sort the extracted dots, the first step is to find the dot whose y coordinate is
the largest. If the pattern is tilted with reference to the camera plane, as in
Figure 4.1.2-4, then the dot of the lower corner has been found. If the
projection pattern is aligned with the camera axis, the found point could be any
belonging to the lower row. However, if the pattern is not aligned, the curvature
of the target surface can force the projected points to take a shape such that the
middle points of a row have a higher y value than any of the two extreme points.
To determine if a corner point has been found, its closest neighbours to the right
and to the left are found. Then the angle formed by these three points is
calculated, if the angle is greater than 211/3 then it is considered that the found
point is not a corner point. In that case, the point to the left is taken and the
procedure is repeated until the angle is smaller than 211/3 or no neighbour to the

left is found; then it is considered that a lower corner point has been located.

Once the corner point is found, it is necessary to determine whether it is the left
or right corner point. In order to do so, the slope of the line formed by the point
and its right neighbour is calculated, the same is done for its left neighbour. [If
the slope formed with the right point is smaller than the one formed with the left
point then it is considered that the point found belongs to the lower left corner

and vice versa.
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The next step is to find, in order, the other elements of the first row. To achieve
this, the neighbour to the left is found if the first point belongs to the right corner,
otherwise the neighbour to the right is found. Following, the neighbour of the
point previously found is obtained and this procedure continues until all the

members of a row are established.

The next step is to find the closest point upwards to the first found point of the
current row. After this is done, the previous procedure is repeated until all the

points are sorted.

To find the right or left neighbour of a point, the Euclidean distance and the

angle information are considered as shown by the following equations:

dl = \/(pxi _pxj)2 +(pyi _pﬂ)z

[Equation 39]
do — H% — H
T
7
[Equation 40]
@, = atan Py =Py
pxi - pxj
[Equation 41]
k—dl
(1-da)+
0, =
2
[Equation 42]

Where px and p,; are the coordinates in the x axis and y axis respectively of the

i-th point; similarly py; and p,; are the coordinates in the x axis and y axis
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respectively of the j-th point point for j,j = 1 to N, where N is the number of dots
in the projected laser pattern. The subscript j denotes the point the neighbour
of which is being found(i.e. the last sorted point); the subscript i denotes what
point is being evaluated as possible neighbour of the j-th point. d/ is the
Euclidean distance between the j-th and the /i-th points. The angle q; indicates
the direction of the trajectory formed by the i-th and the j-th points; according to
the definition of equation 41 the quadrant of the angle is not relevant as if the
neighbour to the right of the j-th is found then a point is automatically discarded
if pxi is bigger than p,; a similar analysis can be done when finding the
neighbour to the left. da indicates the change of direction between the trajectory
formed by the point under evaluation (i-th) and the last sorted point (j-th) and
the trajectory formed by the last sorted point and the previous sorted point ((j-1)-
th). The factor & is a weighting factor which will be decreased if dl and/or da
increase, the i-th point with higher &; value will be chosen as the neighbour of
the j~th point and therefore will be the (j+1)-th sorted point. The constant k
modifies the weight of d/ in the equation and has to be set to a suitable value
which yields consistent results. This procedure is repeated until a full row is
completed then the upward neighbour of the first point of the current row is
found which will be the first point of the next row. When finding the neighbour of
the first point of a row equation 41, i.e. j = 1, cannot be used to find aj.1since the
point j-1 does not exist. Therefore, the value of aj. is found using the last slope

calculated in the first step.
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When determining the left and right points to locate the corner point, these
equations are not applicable either; consequently, the following equations are

used:

dl = H(pxt _pij
[Equation 43]
da=f (aij)
[Equation 44]
= pyi - py/'
! pxi - pxj
[Equation 45]
da + k=dl
0, =
2
[Equation 46]
142 G — a]
+a
a)=
f(a) 5
[Equation 47]

The function f(a) penalises slopes greater than approximately 0.85 by giving
them a low value. Since a can only take positive values, the function output is
bound between 0 and 1. As can be seen in Figure 4.1.2.1-1, for an input
between 0 and 0.85 the function outputs values between 1 and 0.7; for higher
values the output falls sharply until reaching a small value and becomes

asymptotic to zero. This function allows more importance to be given to the
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change of distance for small slopes, which is useful if the pattern has a small tilt

angle relative to the camera frame.
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Figure 4.1.2.1-1. Function f{a) plots.

To locate the upwards neighbour, the same equations are used except that the

slope aj is calculated as follows:

pxi_pxj
pyi_pyj

a;

[Equation 48]

The value of k used was 640 for finding right or left neighbours and 480 for
finding the upwards neighbour. The conceptual flowchart presented in Figure

4.1.2.1-2 summarises the process of sorting the extracted dots from the image.
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Figure 4.1.2.1-2. Conceptual points sorting process flowchart.
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4.1.3 3D Coordinates and Surface Estimation

The algorithm described in the previous section is used to extract the artificial
laser characteristic points from two different images and afterwards estimate the
3D coordinates of each point. This is done by using the information given by

the change of relative position of each dot from one image to the other.

The fact that at least two images taken from different positions are needed to
obtain the 3D data implies that a displacement of the camera has to be made.
It is assumed that initially the user jogs the robot to a point where the area of
the object to weld is fully visible by the camera. Once in this position, it is
possible to take a picture and then moving the camera to another position by
applying a predetermined displacement in either x, y or x and y direction to take
a second picture. These two pictures can be used to estimate the 3D
coordinates of the laser dots. This approach would yield a limited selectable
area in the image seen by the user on the screen where three dimensional data

can be obtained; this situation shown in Figure 4.1.3-1.

Work object — -----

Projection centre
image 1

a = non selectable image area
b = selectable image area
¢ = total image area (binocular

Projection centre
image 2

Image plane area)
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Figure 4.1.3-1. Binocular projection (without z displacement).

In order to avoid limitations to the area which the user can select on the screen,
it is possible to move the camera and take the two shots in positions located
further back from the original. If these positions are calculated appropriately,
there will not be a limitation in the area selectable on the screen as shown in
Figure 4.1.3-2. In this Figure it can be seen that the effective binocular area
(hatched) formed by the two images is similar to the area seen by the camera in

the original position.

To calculate the displacement in x (dx) and y (dy) from the initial point the

following relationship is used:

dx _ screen width(pixels)/2 - dx _ 320 s dr = dex 021

dz focal lenght( pixels) dz 1530

[Equation 49]

Equation 49 can be verified by the basic geometrical principle of similar
triangles. The triangle which sides are dx, dz and the line segment between
projection centre of image1 and the original position (refer to figure 4.1.3-2) is
similar to the triangle formed by the original position, the centre of the image

plane and middle point of the edge of the image plane.

Work object

Projection centre
image 1

% Binocular

“area

Projection centre
image 2

Projection centre
(original position)  Image plane
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Figure 4.1.3-2. Binocular projection (with z displacement).

Similarly, for y direction:

dy _ screen height(pixels)/2 N dy _ 240
dz focal lenght( pixels) dz 1516

= dy =dzx0.16

[Equation 50]

According to the previous equations, it is clear the change in y is smaller than
the change in x for a given change in z (dz). It was found after several tests
that a change in pixels of 35mm or more in the position of a test point from one
image to another is necessary to obtain an acceptable result when trying to
obtain the tridimensional coordinates of such a point. Therefore, it is desirable
to have a minimum change of 35 pixels (dy;) at 1000 mm of distance between
the camera and the target (dz,), which is the maximum defined work distance.
Consequently, using the projection equation (Equation 4) the following
expression is obtained to find the distance in millimetres in y direction from one

image to the other (dy;) :

dy, dz, xdy, 1000mmx35
Be= Lo =B = =T
i

w

=23.08mm

[Equation 51]

If we approximate the value of dy,, obtained to be 24 mm and taking into
account that dy,=2dy, the following equation can be written to find the

necessary displacement in z direction (dz):

73



dy, _ 24mm
2x0.16 2x0.16

dy,/2=dzx0.16 = dz = =T75mm

[Equation 52]

Note that although equation 50 was defined for quantities in pixels it is perfectly

valid to use it in millimetres as in Equation 52. By using equation 49:

dx=dzx021=75mmx0.21=15.75mm =16mm
[Equation 53]

Equation 4 can also be used to calculate the 3D coordinates of the artificial
projection points. As the distance between the two shots is known, then the
distance in z can be found as can the x and y coordinates. This is shown in the

following equation:

px, +dx

pxclzfx— and pxc2:fx
pz, +dz pz, +dz

px, —dx

[Equation 54]

Where subscripts ¢7 and c2 identify the coordinates in camera image 1 and

camera image 2 respectively. If pz; is defined as:

pz,'=pz, +dz
[Equation 55]
Replacing Equation 55 into Equation 54 the following is obtained:
X, X pz ' X, X pz,'
przpcl p/ —dx =pc2 p/ +dx
| I/ .
[Equation 56]

LT 2fdx 2f.d
pf(px 2 )—de :O:PZ-'Z fxx — fxx
c2 cl f
f. px., —px,,  Apx,
[Equation 57]
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Apx.;is the difference in pixels between the position of one point in the first
image and the position of the same point in the second image. Similarly, the
same relationship can be found using the displacement of the point in the y
direction. In theory, the distance z established using the information in x or in
the y direction should yield the same result. However, due to the inherent error
in the point extraction and the error implicit in the camera calibration, these two
values are not equal. Two possible solutions to establish z are to average the
two values obtained or to choose between them. Experiments were conducted
to determine which would give the best result and it was found that, on average,
choosing the value found using the information in x is the best option. This

could be due to the fact that Apx. is always bigger that Apy.; this would mean

that the signal to noise ratiois bigger when using Apx..
y

A

’
U

Figure 4.1.3-3. Vectorial approach to calculate the 3D position of a point.

The method described above will be called the geometrical calculation method.
Another way to find the 3D coordinates of the artificial characteristic points is

using a vectorial approach [6]. In order to achieve this, the equation of a line
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from the projection focal point passing through the position of the point in
question in the image plane for the first image is established. In a similar way
another line equation is found for the same point but in the second image, the
intersection between the two lines will give the 3D position of the point as

shown in Figure 4.1.3-3.

The equation of the line in three dimensions is as follows:
l,=a,v,+F
[Equation 58]

l,=a,v,+F,
[Equation 59]

Where viand v are unit vectors. As already established, these two lines
should intersect in space, however, due to the inherent error in the extractions
of the points it is possible that they do not intersect. Therefore, to find the point
in question it is sufficient to find the values of asand a, which minimise the
distance between the lines /1, and . In order to do this, the distance d between
a point P and a line described by equation 58 must be found using the following

expression [6]:

d=[P-F -[(P-F)ev,T’
[Equation 60]

Where “*” represents the dot product and P is a point lying on line 2 (/).

Equation 60 is no more than the Pythagoras' theorem where [P -F,| is the
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hypotenuse given by the distance between the point P and the point F located
on the line |4, one side of the right triangle is given by (P —F,)e v, which is no
other thing that the projection of the hypotenuse on the line |y and the other side
of the triangle would be the needed distance d By replacing P the following

expression is obtained:

d* =|(e,v, +F,)~F,| ~[((2,v, +F,)~F)ev, T’
[Equation 61]

To find the value of a which minimises the distance, the previous equation is

differentiated against a, and equated to zero:

dd’
de,

=2(a,v,+F,=F)ev, -2[(a,v,+F, —F )ev |(v,ev,)=0

[Equation 62]

As v, is a unit vector, the dot product of this vector with itself is one. Therefore,

by solving for a, Equation 63 is obtained:

o = (F, _F1)'[V1(V2 'V1)_Vz]
’ I=(v, ov)’

[Equation 63]

Similarly, it can be found that for ay.

o = (F, _F2)°[V2(V2 °V1)_V1]

1 1_(V2'V1)2

[Equation 64]
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It can be shown that v and v, are given by the following expression [6]:

v = (fol _pan3)®(f:vR2 _pynR3)
’ H(fol _pan3) ®(fyR2 _pynRS )H

[Equation 65]

R1, R, and R are the first second and third rows of the camera rotation matrix R
respectively. The subscript n is an integer which can take the values of 1 or 2

representing the first or the second point calculation image.

Both approaches were tested in different experiments. Given the results
obtained with these methods, it was considered that there was an opportunity to
try to improve the results in terms of the error obtained in the 3D coordinates.
Therefore, an additional experiment was conducted in which the point’s
coordinates were calculated using the results obtained by both methods and
then performing an average of these; however only the information provided by
the x coordinate was used from the geometric approach. It was found that this
combined technique yielded the best results, therefore this was the method
chosen to calculate the 3D coordinates of the points in the present work. The

results obtained are analysed in the following chapters.

Once the coordinates of the points are obtained, it is required to include a
filtering stage to diminish the effect of “noise” in the data; the effect of noise is
illustrated in Figure 4.1.3-4 where the red plot shows how the noise produces a
random deviation from the ideal plot (drawn in black); noting that the purpose of
Figure 4.1.3-4 is merely illustrative and it does not intend to provide real data. It
is supposed that the workpiece has a smooth surface and therefore shouldn’t

have abrupt changes in its shape.
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Figure 4.1.3-4. Effect of noise on data.

The largest error obtained is in the z axis, with the error in x and y axes typically
being less than one millimetre. This behaviour and the fact that the projected
artificial characteristic points are arranged in a grid shape, makes it feasible to
two dimensionally filter the data in the z axis. A simple low pass digital filter is
enough to diminish the effect of noise and random error over the data in z. In

Figure 4.1.3-5 a 3D plot of extracted data before and after filtering is shown.
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The data in all axes is given in millimetres
Figure 4.1.3-5. 3D plot before and after filtering.
The digital low pass filter used was a circular filter in which the bandwidth is
constant in all directions. A plot of the 10 point digital filter in the frequency

domain is shown in Figure 4.1.3-6, the vertical axis is dimensionless and
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represents the gain. A Finite Impulse Response (FIR) filter was used and was
calculated using the windowing technique, the Hamming window was
employed. An explanation of this method can be found in image processing
texts such as Sid-Ahmed [69]. A simple test was conducted to determine the
most suitable bandwidth for the current application. Points of data

corresponding to a sampling of different smooth surfaces with white noise

added were passed through the filter, this was done for different bandwidths of

the filter. The bandwidth for which the outputs, on average, were the most
similar to the inputs without noise was considered to be the most suitable. By
calculating the average of the square of the error of the output signal it was
determined how similar was the filter output signal to the input signal without

noise; the smaller the error, the more similar.

Gain Gain
(adimensional ) (adimensional )

A0 -0

Spatial Frequency Space
For horizontal axes 10=0.5
oscillations per projected dot

Figure 4.12.3-6. 2D Low pass filter.
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After the coordinates obtained are filtered in the z axis it is desirable to obtain a
mathematical function describing the surface. To do this a polynomial was used
and to find it a regression process was employed. Techniques such as splines
were not used since they are more suitable when using data points which are
considered to be correct (i.e. points with very low error) given that the
mathematical function found will pass through these points. However, the
points obtained thus far include an error which is not sufficiently small (in z) to
make them suitable for direct use. On the other hand, the use of regression
analysis provides a function that best matches the extracted points. A
polynomial regression was used to estimate a function that best describes the

surface.

The order of the polynomial in the regression process has to be determined. To
do this, the pattern formed by the artificial characteristic points in the image is
analysed. As the points are projected in a rectangular grid shape, if the target
surface is a plane then the points in the image will form a grid composed of
straight columns and rows even if the plane is inclined in relation to the grid
projection device. If the surface is curved, then the grid in the image will also be
curved. Consequently if the grid is analysed row by row and column by column
it is possible to predict the possible polynomial order that best fits the surface in
x and y direction. An analysis of the diagonals of the projected matrix is also
performed in order to enhance the results. A pipe resting along the x axis is best
described by a plane in the x direction and a curve in y direction. When a
surface is determined not to be a plane, then a second order polynomial is used

to describe the grid (columns, rows or both), if the curves, deviate too much
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from the original points in the image, then a third order polynomial is used to
perform the regression, otherwise a second order regression is used. To
estimate how much the estimated curves deviate from the actual points, the R-
squared values for each row, each column and the two diagonals are calculated

as follows:

[Equation 66]
Where M equals the square root of the total number of projected points, P, are
the estimated points in the image, P; are the actual points and P their average
value. By expanding the squared expression and replacing the average value

by its definition, this equation can be expressed as:

M

[Equation 67]

The total R-squared value is then calculated for the rows (R7r) and for the

columns (Rrc¢) using the average value:
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Where R%ris the R-squared value of the i-th row for 1< i > M and is calculated
using only the data in the x axis; the R-squared values for the diagonals are
also calculated for the values of the points in x. If Ryg and the R-squared
values for the diagonals are equal or greater than 0.999 then it is considered
that the chosen polynomial order for the x axis is suitable for calculating the 3D
coordinates of the artificial characteristic points. A similar analysis is conducted
for Ryc but the R-squared values of the M columns and the two diagonals are
calculated using the data in y axis to determine the best polynomial order for the
y axis.

After the function describing the surface is obtained, (i.e. z = f(x,y)) it is
desirable to improve the accuracy of this equation. To achieve this, a tactile
technique is used to determine the z coordinate of selected points. These
points are selected from the perimeter of the area selected by the user (refer to
next chapter), they include the points with maximum and minimum z and two
additional complimentary points which allow a good description of the surface

with an emphasis on the area to be welded.

The “touch sensing” technique was chosen as it is a standard feature of the
power supply being used. Touch sensing is suitable for the detection of metallic
surfaces targeted in this research. The technique used applies a nominally low
voltage (20V) to the welding wire so that when a metallic surface touches the
wire a small current flows. This current indicates the presence of a metallic
object and the power supply delivers this information in form of a digital output

signal.
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After the points to be checked are selected; the robot is moved to the estimated
position of one of these points in x and y direction. For the z coordinate a small
value is subtracted to account for the possible error included in the coordinate
calculation. The value to be subtracted depends on the estimated z since the
error in this coordinate increases as z increases. With the robot head in
position the “touch sensing” capability is enabled in the power supply and the
robot tool is moved towards the work-piece until it is detected by the “touch
sensing” procedure as previously described. As soon as the power supply
informs the robot an object has been detected, the robot stops and the current
tool position is stored and subsequently read for further processing. This

process is repeated for all the other selected points.

After the coordinates of the selected points are found, a new regression is
performed. The data provided by these points is added to the data set
previously obtained from the artificial characteristic points; however the
weighting of the “touch sensed” points is increased by ten times relative to the
other data points in the polynomial regression. This is done to emphasize the
impact of these points in the solution due to fact that they provide information

which is regarded to be true in terms of depth (z axis).

4.1.4 Weld Path Generation

In order to generate the welding path, it is required that the user selects an area

of interest (i.e. an area containing the damage) on the computer screen. The
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objective is to generate parallel weld runs at a constant distance between each

other in order to completely reinforce the damaged surface.

The generation of this parallel weld pattern is not straight forward. As the image
on the screen is a 2D image, and the work-piece is not necessarily a flat surface
parallel to the camera plane, it is necessary to find the real length of the lines
forming the perimeter of the area chosen by the user. Figure 4.1.4-1 shows a
situation where the distance between the weld runs is constant in the image
plane; it can be seen that on a “non-flat” work-piece this distance is not

constant.

Desired
distance

Work-piece
Real
distance

/

Image plane

Figure 4.1.4-1. Projection of parallel lines on a non-flat surface.

The first step to generate more accurate weld paths is to establish the
correspondence of the points indicated by the user on the computer screen with
the target surface. In order to do so, it is necessary to find the intersection of
the line formed by the point in the camera plane and the projection focal point

with the work-piece as illustrated in Figure 4.1.4-2.
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Figure 4.1.4-2. User selected point projected on the work-piece.

Projection focal
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Using the basic equations of the projection problem explained earlier in Chapter
2.3.1.1 (Equations 4 and 5) and replacing px, py and pz for x, y and z
respectively, the following expression which relate the “real” and “projected
coordinates” (i.e. the projection of a point in the work surface on the camera

image) can be obtained:

Xr Vs
xc :fx_and yc :fy_:Zf :F(x/9yf):F(k'ch7kny)
Z, Z,
[Equation 69]
The subscripts ¢ and f indicate camera coordinates and focal frame coordinates
respectively as indicated in figure 4.1.4.-2. Where k is equal to x./ f, similarly
k, is equal to y./ f,. xcand y. are the two dimensional coordinates of a point in

the camera plane. Therefore, in a third order polynomial form and using

Equation 69, zs would be given by the following expression:
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2 2 3 3 2 . 2 .
zp=ax, +by, vex,” +dy vex.y. + fx + gy Ahxy, Xy + ]

2 2 2 2 2 3 3 3 3
z,=ak.z, +bk,z, +ck 'z, +dk, z, +ekk z +fk 'z, +gk z,

+hk k2, vikk 'z +

[Equation 70]
Equation 70 can be rewritten as:
0=j+4z, + Bzf2 + czf3
[Equation 71]
Where the coefficients A, B and C are given by:
A=-1+ak, +bk,
[Equation 72]
B=ck,’ +dk,’ +ekk,
[Equation 73]
C=fk’+gk,’ +hk’k, +ikk,’
[Equation 74]

It is possible to find zf by solving the previous cubic equation and subsequently
xrand yrby applying Equation 69. As there are three roots as possible solutions
to Equation 70, it is chosen the positive real one. For practical reasons in the
remaining of this section z;, x; and yr will be referred as simply z, x and y

respectively.

As it was stated above, it is necessary to find the real length (L) of the lines on

the objective surface, a good way to do it is to solve the following integral:

e fy(&) (%) (&)

[Equation 75]
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For the line y=mx+b intheintervalx,,y, <x,y <x,,y,, being x1,y1 and xz, y»

the x and y coordinates of two consecutive points of the perimeter of the area
selected by the user. It is relevant to recall that the user defines an area by
selecting perimeter points in a 2D plane (the camera image in the computer

screen)

If the following relationship for dz is defined:

dz =.|dz " + dzy2 =d’ =dz,” + dzy2

[Equation 76]

Here dz,and dz, are the change of z due to x and y respectively. By

substituting Equation 76 into Equation 75 the following expression is obtained:

o] (%) (& e B4 (2

[Equation 77]

]

2 dz 2 2 2
@z, + il +(@J + [@j dl
dl dl dl dl
From the previous equation, L, and L, are defined as:

dL. Y (dz.\ (dx) dz Y (dx)
= | =|—| +|— L = =~ +|—| dl
(dzj (dzj [dzj:* Ndlj (dzj

[Equation 79]

L. (dz.\ 2 dz. Y’ 2
a, ) (% +(d_y] s =L +(d_yjd,
dl dl dl g f dl dl

[Equation 80]

[Equation 78]
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To express the three dimensional length in a two dimensional plane, the total
length L should be of the form:

L=./L +L]

[Equation 81]

As z(x,y) has been previously described as a third order polynomial or smaller

and as / corresponds to the line y = mx+ b which corresponds to the equation in

focal frame coordinates of the line segment under evaluation that is part of the
perimeter defined by the user , then / can be replaced by x, obtaining: :
l=x=dl=dx
[Equation 82]

y=mx+b= dy =mdx
[Equation 83]

z=ax+by+ex’ +dyt +exy+ i+ g’ + X’y +ixy’ +
[Equation 84]
The components in equation 84 which include x are taken into account to find a

expression for the portion of z that is due to to x (z,) as follows:

z, =ax+cx? +exy+ﬁc3 Jrh)czy+ixy2 +7J,
[Equation 85]

By differentiating z, with respect to x it is found the change of z due to x:

dz

X

y =a+2cx+ey+3f° +2hxy+iy’
X

[Equation 86]
If y is replaced by the expression in Equation 83 the following equation is

obtained:

X

dx

= a+2cx +e(mx +b)+ 3 fx* + 2hx(mx + b) + i(mx + b)*

[Equation 87]
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dz 5
~=F, x"+F x+F,

dx
[Equation 88]
F, =3f+2hm+im’
[Equation 89]
F,. =2c+em+2imb+2hb
[Equation 90]
F,. =a+eb+ib’
[Equation 91]
Similarly for the change of z due to y:
z, =by+cx’ +dy’ +exy+ i + g +hxPy+ixy’ +
[Equation 92]

By differentiating z, and replacing y by the expression in Equation 83 the

following is obtained:

% _ 4 42
p =b+2dy+ex+3gy” +hx” + 2ixy
y
[Equation 93]

dz .
d—) = b+ 2d(mx +b) + ex + 3g(mx +b)* + hx” + 2ix(mx + b)

y
[Equation 94]
% =F, x> +F, x+F,

by )

[Equation 95]
Fy, =3gm® +h+2im

[Equation 96]

F,, =2dm+e+6gmb +2ib

[Equation 97]
F,, =b+2db+3gb’

[Equation 98]

If Equation 83 is substituted into Equation 95 the following equation is obtained:

90



dz, , dz, 5
E=F3yx +F2yx+F'1y :g:m(ﬂyx +F2yx+F1y)
[Equation 99]

Now replacing these in the expressions previously obtained for Ly and L:

2
L =j\/(dZXJ +(%de = '[\/(Fh_xz +Fyx+F, ) +1dx

| dx

[Equation 100]

2
L =] J@J {z_yjd = [rle s R o

[Equation 101]

Once the values of Ly and L, are found for every segment of line which makes
part of the perimeter of the area defined by the user, a plot of L, against Ly is

made in order to find the set of parallel weld runs.

As previously stated, to make a weld repair in the selected area, parallel weld
paths should be performed. As these paths are not necessarily straight but are
curved if the surface is curved then it is necessary to specify them in a way the
robot can achieve them. The first step in the process of establishing these
paths consist of dividing each one of the perimeter length lines obtained in the
L, vs. Ly plot in adequate smaller segments of equal length. The length of each
segment will depend upon the welding parameter settings the user has selected
on the welding power supply such that parallel lines with an equal distance
between each other are generated; i.e. the more welding power used, the wider
the weld beads will be and consequently the line segments should be longer.
Therefore, it is necessary to find the initial and end points in world coordinates

of each line segment. In order to do this, a method based on the technique
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used by Nicholson [7] is employed to find the welding lines in the 2-D plane.
First the two lines of the perimeter of the area sharing the point with the smaller
y value in the screen are considered to be the first welding line. The one
chosen is that with the smallest slope with respect to the horizontal plane. To
obtain the extreme points of the other parallel lines the chosen first line is
displaced by the previously established separation and the intersections points
of this line with the perimeter lines are found. To find the world coordinates of

the intersection points, the following approximation is used:

L, =+Az” + AX?

[Equation 102]

Az =m _Ax

X Xz

[Equation 103]

Where: Az, is the change in z due to a change in x (Ax).

Since the world coordinates of the extreme points of the perimeter lines have
already been found, my, can be calculated. The x coordinate of the extreme
points of each line segment are then estimated. To verify that the estimated
value of x is correct, the length of the line segment is calculated using this value
of x and compared with the length of the line segment already found. If the
match between these lengths is better than 99%, then it is considered an
acceptable value, otherwise a new x value is estimated just by increasing (or
decreasing) the value of x by a proportional amount to the error obtained in the
length (‘rule of three’). The number of necessary iterations is dependent on the
curvature of the surface, but as the length is usually relatively small, one or two

iterations have been found to be sufficient in most cases. If the slope of the line
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is close to infinite, then the previous procedure has to be carried out but for L,

instead of L in order to be able to find the coordinates of the points.

This procedure is repeated until the full area has been covered. To generate
the final welding path each line is divided in small line segments and the curved
line is approximated by small straight lines of approximately 10 mm of length.
Nevertheless, if circular motion instructions are used in the robot program, the
curved line trajectory can be approximated by smaller curved segments
interpolated by the robot controller according to the points indicated in the

instruction.

Finally, the tool rotation matrix must be found for every extreme point of each

line segment found. This is done to ensure the tool maintains a constant angle
relative to the work-piece, i.e. perpendicular to the workpiece, in order to obtain
high quality welding. To obtain the rotation matrix, the slope in x and y direction
are found by finding the partial derivatives of the function describing the surface

as shown in Equations 104 to 106.

16}
_ z(x, )
Ox X=X, Y=V,
[Equation 104]
0z(x, )
y

X=X, V=i

[Equation 105]

z,=xm, +ym, +b
[Equation 106]
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Being b a constant and x; yithe coordinates of the point under consideration.
The previous equation (Equation 106) describes a plane tangent to the surface
at the point being considered. The notation z, is used to differentiate between
the equation of the surface and the equation for the tangent plane. Therefore it
is possible to calculate two vectors on this plane to find a normal vector to this

plane as follows:

v, =(x, +k,y,z,(x +k, )
[Equation 107]

v, =(x,,), +k,zp(xi,yi +k))
[Equation 108]

Being k a constant which can be assigned any value different than 0, in the

present work a value of 50 was chosen.

v, Qv,

iz 12V
”VI ®V2”

[Equation 109]

Where v, and v; are the vectors on the tangent plane and h is the normal
vector to the plane. To find the rotation matrix, v4 or v, is taken depending on
which is the smallest m, or m, respectively. If my is smaller than m, then the

rotation matrix is found as follows:

R. =L
A
[Equation 110]

R, ®h

'R, ®h

[Equation 111]

=
w

Il

=>

[Equation 112]
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[Equation 113]

Where R is the tool rotation matrix.

Whilst these calculations appear somewhat complex and extensive, they are
essential steps in establishing accurate weld paths and tool geometry. In
practice all these calculations are implemented very rapidly in the software

package developed in this work.

4.2 USER INTERFACE DESCRIPTION

A software application was developed to allow the user to provide input to the
system and to provide the user with information about the process. Through
this software, the user has control over the camera, the welding power supply,
and some functionalities of the robot. The program was developed in Microsoft
Visual Basic 2005. The full functionality of the system is described below but
only a small subset of the software is utilised at the ‘operator’ level. This
operator level interface is described towards the end of this section (Section

4.2.7).

4.2.1 Main Window

The user interface main window is shown in Figure 4.2.1-1. This window has a
menu with four sub-menus; they will be described latter in this chapter. To the
left, there is a group box named “Points data” which contains controls that allow

calculation of the 3D coordinates of the characteristic feature points. Another
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group of buttons is the “Calibration” group that contains two buttons related to
the camera calibration process. A third group of controls allows basic camera
control actions; defined as “Camera Control’. The last group of controls is the

“Robot commands”, which allows some basic actions to be sent to the robot.

Two event windows are provided at the bottom centre of the main window, one
for camera events and the other for robot events. The camera event window
displays any camera errors and open and close camera events. The robot
event window displays any error which occurs when a command is issued by

the software or there is a communication error between the application and the

robot.

UOW - Visual Rapid Robot Programming System

File  Options  Picture  Actions

Main Function Panel

Pairits Data

Showy point

il

e
Kl i o

Calibration

i

shovr calibration

Camera Control

J Connect Camera

a=00000 °

Robot Commands:

e |
e |

“erify Extraction Close

L

el Invalil system state

£

Camera Everts Robot Everts

Figure 4.2.1-1. User interface main window.
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At the bottom right of the main window, a “Close” button is provided, which
allows the user to exit the application. A “Stop” button is also supplied which
allows the user to terminate any action being undertaken by the system and

resets the internal variables and logical states to default values.

A graphical tool, which allows control of a rotation of the tool around its z axis
when welding, is provided at the right edge of the application. This tool looks
like a Cartesian coordinate system with a red vector, the orientation of the
vector can be modified by the user by “right-clicking” and moving the mouse

over the coordinate system.

At the top right, there are two buttons which allow the user to specify the
perimeter of the area to be weld repaired. Additionally, a button with a welding
power supply drawn on it is available to allow access to a welding parameter

configuration window.

There is a large frame at the centre of the window which occupies most of the
main window space that displays the images acquired with the camera and is

the space in which the user can indicate the perimeter of the area to be welded.

Most of the buttons in the application have a standard size; large enough so
that they are easily visible by the user. This feature also gives a good visual

appearance to the application.

4.2.1.1 The Main Menu
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The top menu in the main window has four sub-menus as shown in Figure
4.2.1.1-1. The firstis the “File” menu which has just one item, the “close”
option. This option allows the user to exit the application and performs the

same action as the close button, and the Windows standard “close box” marked

with an “X” at the right side of the top bar of the window.

UOW - Yisual Rapid Robot Programming System 8 UOW - ¥isual Rapid Robot Programming System
. File I Options  Pickure  Actions File | Options | Picture  Actions
Close ml Laser dats
o norrrsnel
Dats
-
AutoMode
Poirts Data weld on

Dots not parallel
RIS | Toal Boxes 3 | r
: 2 Robot Status
Show poirt Showy point

UOW - ¥isual Rapid Robot Programming System & UOW - Visual Rapid Robot Programming System
File  Options | Picture | Actions File  Options  Picture | Actions
| Clear 3 | Clear picture Recalculate Points
Main Functio N Main Function Panel L

Load Pickure Clear all | Recalculate Calibration
Save picture

Auto Brightness

Points Data Prirts Data
Showy point ‘ Showy poirt ‘

Figure 4.2.1.1-1. User interface main menu.

The second sub-menu is “Options”. This menu allows the user to enable or
disable specific features of the coordinate calculation routine. The first item
under this menu is “Laser dots”, this option indicates to the system if either the
red laser dots or black calibration dots are going to be acquired. The second
option, “Dots”, opens a small modal window which allows the user to specify the
number of artificial feature points to be used; this number must have an integer

squared root value. The “2/mage-extraction” option is only enabled when using
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the red laser dots and allows the user to choose if the ‘two images algorithm’
described in the previous chapters should be used or not. The “AutoMode”

option enables a full automatic sequence to generate the welding program, if
this option is not enabled the user has to instruct the system to perform every

step of the process in order to generate the robot welding program.

The next item, “Dots not parallel”, will indicate to the system whether the
projected pattern has its rows and columns approximately parallel to the camera
plane x and y axes or not. This information is used by the system to choose an
appropriate sorting algorithm for the extracted feature points. The last item,
“Tool Boxes”, gives the user the option to deploy any of the two tool boxes

available: “Camera Set Up” and “Robot Status”. They will be described below.

The “Picture” option is the third sub-menu. This allows the user to perform
actions on the image in the main window. The first item under this sub-menu is
“Clear’. This option allows the user to clear the contents of the frame containing
the image. Two options are available under this item: “Clear picture” and “Clear
All’. The former allows removing the image being shown in the window, the
latter clears all images held in memory by the application. It is possible to load
a previously acquired image or to save the current image in the window in BMP
format using the “Load Image” and “Save image” options respectively. The
“Auto Brightness” option will auto-adjust the parameters of the camera to obtain

an acceptable intensity level of the image for the calibration stage.
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The last sub-menu is “Actions”. Under this menu, a recalculation of the camera
calibration and the 3D coordinates of the feature points can be carried out by
using the “Recalculate Calibration” and “Recalculate Points” options
respectively. These recalculations rely on specific data files the application
stores on the hard disk where the points’ extraction data from both processes

are kept.

4.2.1.2 “Points data” Control Group

This group of controls in the main window is composed of three buttons and a
slide bar. The first button is the “Calculate Coordinates” button, which launches
a window that will allow the user to start the 3D coordinate extraction sequence.
The “Show point” button opens a window which shows the 3D information of the
last extracted points. These two windows will be explained with more detail in

following sections.

The “Extract points” button will execute the extraction algorithm using an image
manually loaded by the user into the application. If the “2Image-extraction”
option is enabled, the software will request the user to load a second image.
With the slide bar below the buttons, the user can modify the threshold value
used in the extraction algorithm to manually adjust it for different environmental

conditions.
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4.2.1.3 “Calibration” Control Group

This control group consists of two buttons related to the camera calibration
process: “Camera Calibration” and “Show Calibration”. The “Camera
Calibration” button starts the camera calibration process and the “Show
Calibration” button opens a window which contains the latest camera calibration

data.

4.2.1.3 “Camera Control” Control Group

This group allows the user to establish a connection with the camera, start/stop
a continuous image acquisition or take a single picture by using the “Connect
Camera”, “Grab” and “Snap” buttons respectively. If an error occurs due to any
of these actions, an error will be logged into the camera events window at the
bottom-centre of the main window. All the communications with the camera are
possible thanks to the use of the “NI-IMAQ for IEEE1394” National Instruments

library which uses the “lIDC DCAM” standard for IEEE1394 digital cameras.

4.2.1.4 “Robot Commands” Control Group

This group allows command of some of the basic actions of the robot. By

pressing the “Robot Motor on” button, it is possible to turn on and off the robot
servomotors by placing the controller in Run mode. The “Move Robot’ allows
the user to move the robot to a specified x, y and z coordinate position. When

this button is pressed, a window similar to the one shown in Figure 4.2.1.4-1 is
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launched. This window has three text boxes labelled “x”, “y” and “z” where the
user can specify the desired new location of the tool. The user can choose
between “relative” and “absolute” displacement by selecting one of the three
radio buttons located to the left side of the window. If “absolute” displacement
is selected, the robot will move relative to a predefined work-object used for
calibration. If the displacement chosen is “relative”, the robot will move to the
specified coordinates relative to the current position. The orientation of the
torch can also be specified by selecting one of the two radio buttons in the
“orientation” control group. If “tilted” is chosen, the final rotation of the tool is a
fixed tilted rotation used in the camera calibration process. If “parallel” rotation
is selected, the tool is aligned with the work object coordinate frame. If the
“‘Reference Position” radio button is selected, the position data supplied by the
user will be ignored and the robot will move to the reference position (first
position) of the last extraction process run. If no extraction process has been
run since the last time the application was launched, this option will be disabled

as this reference position is stored in volatile memory.
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Figure 4.2.1.4-1. User interface “Move Robot” window.

4.2.2 Welding Parameters Window

The “Welding Parameter Window” allows the user to configure the welding
values in the welding power source. The communications with the Fronius
power supply is carried out in two different ways, the first is indirectly through
the 1/0 module of the robot controller and the second is a direct serial
connection which uses the OPC protocol at a higher level. Figure 4.2.2-1

shows the interface screen.

The main menu of the window, shown in Figure 4.2.2-2, has one sub-menu,
“Actions” with two options: “Download Program” and “Close”. The “Download
Program” allows the user to download a robot program file with “.prg” extension
to the robot controller floppy disk. When the user clicks on this item, a file-open
dialog window opens for the user to select the file to download; after the file is
selected, a modal dialog input window opens to request a destination file name
(on the robot controller floppy disk), no extension should be specified. The

“Close” option closes the window.

In this screen there are six text boxes at the top left where the wire feed speed,
current, voltage, filler metal, wire diameter and shielding gas information is
shown. The first three parameters correspond to the actual programmed values
in the power supply. These parameters are obtained via OPC connectivity with

the power supply. To establish this connection, the Fronius “LocalnetOPC”
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server is started by the application when it is loading. When the welding
parameter window is opening, a connection is established with the OPC server
so that every time any of these three parameters changes (current, wire feed

speed or voltage), its value is updated on the screen.

£E Weldi ng Parameters EJ |§|[EJ
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Bead width (mim Irter-distance (mim) Owelapiping (%)
{31986 {31356 |
—Diigjital i3

1§
Manual 1D Setlip |

Figure 4.2.2-1. User interface welding parameters window.
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Figure 4.2.2-2. User interface welding parameters window menu.
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The next three parameters (filler metal, wire diameter and shielding gas) are
associated with a specific program. When a welding program is selected in the
power supply using the user interface, the application loads these parameters
from an excel file containing the data related to all welding programs in the

power supply.

Just below these text boxes, a drop down menu is provided for the user to
choose the desired operating mode of the welding power supply. Eight different
operating modes are possible: Standard Program, Pulsed Arc Program, Job
Mode, Parameter Selection, Manual, CC/CV, TIG and CMT. On selecting any
of the program modes or job mode, the user can specify the program/job
number using the text box located just below the operational modes drop down
menu. The user can also introduce the desired welding speed and robot speed
using the relevant drop down menus. The robot speed is the speed the robot
will move if the program is executed step by step. The overlapping percentage
of the weld beads can also entered to the system by entering the value in the
relevant text box, the software estimates the weld bead width and the inter-
distance between beads and presents them to the user through the dedicated

text boxes in this window.

To the right of the screen, two scroll bars allow control of the two analogue
outputs of the robot controller I/O unit. The parameters that can be modified
through these controls depend on the operational mode chosen. For most of
the operational modes, these parameters are weld power and arc-length

correction, for manual mode they are wire feed speed and welding voltage, for
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CC/CV mode they are wire feed speed and welding current, for TIG mode they
are arc-length correction and welding current and for manual mode the controls
are disabled. These different uses for the same analogue output are
characteristics of the Fronius hardware, and the software only modifies the
labels on the screen in order to give an indication to the user about what

parameter is being modified.

In the lower part of the screen, there is a group of control buttons called “Digital
I/O”. These controls each have an associated pilot light. Each button allows
toggling the corresponding output and the pilot light indicates the current status
of the input/output. To create these controls, the “ABB RobComm ActiveX
Library” was used. The “Manual I/O Setup” button is provided at the lower-
central section of the screen, by selecting this button the user can click on one
of the I/O buttons. This feature was included to avoid the user accidentally

changing the status of one digital output, thus producing an undesirable action.

To modify the welding parameters in the welding power supply, the digital and
analogue outputs of the robot controller are used. Additionally a unit provided
by Fronius plays the role of interfacing these signals with the welding power

supply. This situation is depicted in Figure 4.2.2-3.

106



I
7’ s | 7 s I LocalNet
(=i -
|
| |
I I
I PR 2N IR
| l N
I I_ -— s =l
7’ v
| P 7’ | Ve
b e e e - - 7
Robot controller I/O unit Robot interface Welding power
supply

Figure 4.2.2-3. Communications between the robot and the power supply.

4.2.3 Camera Calibration Window

In the camera calibration window the camera parameters obtained in the last
camera calibration sequence run are shown. This window opens every time the
user clicks on the “Show Calibration” button or automatically after every camera
calibration sequence. This window is shown in Figure 4.2.3-1. The rotation
matrix, the translation vector and the focal point are shown. The focal point is
expressed in pixels, therefore different focal points are specified for x and y

since the scaling factor u is not exactly the same for both axes.

To the right of the screen the error factors are shown for both axes, according to

the camera calibration algorithm mentioned in previous sections.
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Figure 4.2.3-1. Camera calibration window.

By clicking the “OK” button, the window is closed.

4.2.4 Calculate Coordinates Window

This window has two presentation modes, depending on the button the user
presses. If the user clicks on the “Calculate Coordinates” button, the window
will have the appearance shown in Figure 4.2.4-1. In this mode the screen will
have three buttons: “Calculate Points”, “Open Coordinates File” and “Close”.
The “Calculate Points” button starts the 3D coordinate extraction sequence of
the artificial characteristic points. The “Open Coordinates File” button was
included to make it possible to load a set of coordinates for every point from a

text file. This functionality allows the software to show calculation errors by
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comparing the calculated coordinates and the loaded coordinates. This feature
is only useful for testing the accuracy of the system. The other button, “Close”,

closes the screen. The text boxes in this mode are not populated.

In the second mode the window opens as shown in Figure 4.2.4-2. In this
mode, the screen has additional buttons available and the text boxes are
populated with information about the last extracted artificial feature points. The
window takes this form after the user clicks on the “Show Point’ button at the

main screen or after the coordinate calculation sequence finishes.

t¥ Calculate Coordinates - Select point

Filz.  Filter

Poirts Coordinates

Maximum error [ x v ]

[Texta [Texts |Texts

Awverage error [X v Z]

[Textt [Textz Texta

Cpen coordinstes file Calcutte points ‘ Cloze |

Figure 4.2.4-1. Calculate coordinates window (first mode).

The six lower text boxes are populated with the maximum and average absolute

error in the three Cartesian directions. The nine upper textboxes are populated
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with the real value, if a coordinate file was loaded, the estimated value and the
error for x, y and z axes. These values are shown for the characteristic point

selected by the user by using the dropdown menu.

Calculate Coordinates - Select point

File  Filter

Points: Coordinates

[ | | Fitered data |

Maimum error [ x v 2]

263 45656 | 14102183 77116854

Average error [x v 7]

| 47 473907 671.03496

Estimate Function

Open coordinates file Close |

Figure 4.2.4-2. Calculate coordinates window (second mode).

A button designated “Filtered data” will also be available in this second screen.
This button will show the z value after filtering for the point selected, the
absolute maximum and the average. This information is shown in individual text

boxes which become visible as soon as the button is pressed.

The “Estimate Function” button also becomes available in this second screen.
This button opens a new form to estimate the function of the surface. This new

window will be explained in the following section.
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The main menu is standard for the two modes of operation and its options are

shown in Figure 4.2.4-3. The first sub menu is “File” which only has one item,

“Close”, used to close the screen. The second sub menu is “Filter’ which is

used to modify parameters of the filter to be used by the system. The first

option, “Bandwidth”, allows the user to change the bandwidth of the filter. The

second option changes the type of the filter, a circular or a squared FIR filter

can be selected. In Figure 4.2.4-4, squared and a circular filter plots are shown

in the frequency domain.
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Figure 4.2.4-3. Camera calibration window menu.
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Figure 4.2.4-4. Circular and squared FIR filter plots in spatial frequency

domain.
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4.2.5 Estimate Function Window

This window allows the user to instruct the system to estimate a function that
best describes the surface. This window is shown in Figure 4.2.5-1. Most of
the options in this window were made for development purposes, therefore only

the most relevant features of this window will be described.

Estimate function

File  Options  Plot  Sindow

Select options

Options

Full Mo
il e Regression v Correction

¥ Rowy
Ok

" Calumn

" Diagonal

Cancel

Figure 4.2.5-1. Estimate function window.

To obtain the function approximating the target surface, the “OK” button must
be pressed. After this button is pressed, the screen expands to show the
equation describing the surface as shown in Figure 4.2.5-2. The controls under
the “Regression” control group can be hidden again by clicking on the “X”
button. The resultant equation is displayed in the text box. If the “No
correction” checkbox is not selected, the system will run a touch sensing routine
for selected points unless a manual correction option has been selected by

pressing the “Manual correction points” button. Plots of x vs. y, x vs. zand y vs.
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z of any row, column or diagonal of the projected dot laser matrix can be
generated according to the user selection by means of the radio buttons and the
drop down menu. If the “Full Regression” Radio button is not pressed, the
regression will be performed only taking into account the row, column or
diagonal selected by the user, this feature was used for testing purposes of the

system.

The menu options of this window are shown in Figure 4.2.5-3. Under the sub-
menu “File”, the user can save the z coordinate data of every point before and
after regression in a text file. The “Surface Matching” option under the
“Options” sub-menu will instruct the system to execute a third order regression if
unchecked, otherwise the process described in previous sections to determine

the regression order will be used.
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Figure 4.2.5-2. Estimate function window (expanded).
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Figure 4.2.5-3. Estimate function window menus.
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4.2.6 Toolboxes

Two small windows provide increased control and information concerning the
different components of the system to the user. These windows consist of a

camera set up toolbox and a robot status toolbox.

UDW - ¥isual Rapid Robot Progran

File  Options  Picture Actions

Main Function Panel

i‘Min X

Pair

ﬂ b s point
|

Threshold
4 4 5

Figure 4.2.6-1. Camera setup toolbox.

The camera set up toolbox is shown in Figure 4.2.6-1. By using this toolbox,
the user can adjust the brightness, gain, shutter speed and white balance (in U
and V plane) of the camera by selecting a parameter in the dropdown menu and
changing the value using the scroll bar. This toolbox can be launched by right
clicking on the “Camera Control’ box in the main window; it is available only

when a connection has been established with the camera.
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Figure 4.2.6-1. Robot status toolbox.

The robot setup toolbox shows the value of the status variables of the robot
controller, these variables are: Operational State, Control State, Program
Control State and Program State. This toolbox can be launched by right

clicking on the “Robot Commands” box in the main window.

4.2.7 Automatic Sequence

In spite of the comprehensive control functions built into the system for
development purposes, the process of generating a robot program using the
proposed system is quite simple and the user interface is easy to use. The first
step is to jog the robot to a position where the damage is visible and to ensure
all laser points are visible by the camera. The user can then use the software
application to take a picture of the surface to be repaired and indicate the

perimeter of the area to be welded as shown in Figure 4.2.7-1.

Next, the user selects the appropriate configuration options included in the sub-
menu “Options”. The items “Laser dots” and “AutoMode” must be selected and
it is advisable to select “2Image-extraction” (this option is checked by default).
The user should verify the number of dots selected is correct. The “Weld on”

option must be checked if a program with welding options is needed to be
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generated. A typical configuration for automatic mode is shown in Figure 4.2.7-
2. Following this the user will need to configure the welding parameters by
using the Welding Parameters screen previously described in this chapter.

After the welding supply parameters have been setup, the user clicks on

“Generate Lines” under the “Actions” sub menu and the sequence starts.

UOW - Visual Rapid Robot Programming System
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Figure 4.2.7-1. Main window with area specified by user.
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File | Options | Picture  Actions

a

Laser dats

[<]

Dots
ZImage-extraction
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Dots not parallel

Tool Boxes »
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Figure 4.2.7-2. Typical configuration of “Options” menu for automatic

mode operation.

The first system action is obtaining two shots of the artificial feature points in
order to estimate their 3D coordinates, an example of two shots taken by the
system during a sequence is shown in Figure 4.2.7-3. The extracted laser dots
are represented by blue dots superimposed by the software to indicate the laser
dots detected, in this way the user can monitor if there has been a bad

detection or missing points.

Figure 4.2.7-3. Extracted dots from the two shots during a coordinate

calculation sequence.
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The software indicates to the user the action being undertaken by the system by
means of an information window located at the top centre of the computer
screen. After the points have been extracted, the system performs the
mathematical calculations to obtain the 3D coordinates and the equation that
approximates the surface. After this is done, a window is opened showing a 2D
plot of the welding lines as described in previous sections. Figure 4.2.7-4
shows a typical plot as it appears to the user for the area displayed in Figure
4.2.7-1 and the points extracted shown in Figure 4.2.7-3 for a distance of 10mm

between weld beads.

Cregting and dovenloading Touch sensing program

Form1

—eld_lines

e

Figure 4.2.7-4. Two dimensional surface area plot.
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Following this, a robot program is generated and downloaded to the robot
controller to extract the corrected z distance of selected points by means of the
touch sensing capability of the power supply. As indicated in Figure 4.2.7-4,
progress of this action is notified to the user by means of the information
window. When the touch sensing routine has finished execution, the
coordinates of the sensed points can be transferred from the robot controller to
the computer, therefore the estimated point coordinates can be corrected and a
new equation for the surface can be obtained. It is possible then to generate

the robot welding program and download it to the robot controller.
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5. EXPERIMENT

5.1 EXPERIMENTAL METHODOLOGY

To test the camera calibration and the coordinate estimation method, a grid
composed of black dots on a white background was used; the grid contained 64
dots (8 by 8). This grid was used to calibrate the camera and to test the
accuracy of the system. As the camera is mounted on the welding gun, by
moving the robotic arm it is possible to position the camera at different relative
distances to the grid. In this way it is possible to estimate the coordinates of
each dot in the grid from different camera positions. From each camera
position, the coordinates for each one of the 64 points is extracted, the error
between the real coordinates and the estimated coordinates is calculated for
each dot, these errors are averaged and the maximum error is also found. The
3D coordinates of the points (real coordinates) are known and stored in a plain
text file, this file is loaded into the system before the coordinate estimation is
done. In general, this procedure was repeated for different positions ranging

from 350mm to 900mm distance of the tool tip to the grid.

The average errors obtained for every camera position are averaged to obtain a
global average error and maximum error. Three different methods to extract the
coordinates were evaluated and the error obtained with each one of them is

calculated.
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Initially, the 64 dot calibration grid used was obtained by printing a pattern of
black dots on white paper. The template was drawn using a CAD program to
achieve as much accuracy as possible. In a latter stage, the pattern was
replaced by an aluminium plate with holes drilled with high precision; this was

placed on a black background. Figure 5.1-1 shows both test grids.

19/04/2007 10:02

Figure 5.1-1. Paper and aluminium versions of the calibration grid.

Following this, a grid composed of red laser dots was used to test the system.
To do so, it was necessary to adapt the extraction algorithm to be able to

recognise the dots.

Initially National Instruments LabVIEW [70] was used to extract the feature
points and as a tool for image analysis in further development stages. The high
level blocks included in the Vision Assistant module of LabVIEW were used to
develop an application to extract the dots, however limitations were found due
to the change of the size and shape of the dots in the image depending of the
camera position. Nevertheless, this software package was an important

analysis tool during the project.
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Another important engineering tool used was The Mathworks Matlab [71]. This
program was used to analyse and process data and test important processing
routines before they were coded in Microsoft Visual Basic. In the first stages of
the project, the processing of the images was done in Matlab and Visual Basic
was used as an interface between the user, the robot, and the camera.
However, as the project progressed the whole interface and processing code
was re-written in Microsoft Visual Basic 6.0 [72] and the National Instruments
IEEE1394 Vision libraries were used to establish communications with the
camera. Visual Basic 6.0 did not deliver a high performance relating to speed
for image processing routines; however it proved to be adequate for the
requirements of the project. Nevertheless, the program was finally migrated to

Microsoft Visual Studio 2005 [73] providing improved performance.

5.2 ARTIFICIAL FEATURE POINTS

Structured laser light was selected as a means of generating the artificial

feature points on the target object surface.

Initially it was proposed to use a device which generated a dot matrix pattern
using parallel collimated laser beams. The objective was to achieve enough
laser power so the laser light dots could be clearly detectable through the whole
working range (around 1 metre) and would offer an acceptable immunity level to
environmental light. According to the manufacturer of laser products
Stockeryale [74] the approximate amount of power needed for such a distance

is 3mW for an alignment application. The aim was to develop a device which
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would also cost less than a commercial structured laser light module; by using

multiple low power, low cost laser diodes.

A device was designed consisting of 64 10 mW laser diodes with their
respective collimating lenses mounted in an aluminium base designed to hold
the diodes parallel to each other in such a way that a diode matrix would be
formed as shown in Figure 5.2-1 (A brief theory about lenses is found in
appendix F). To test the concept, a prototype of the device was built for holding
only four diodes (see Figure 5.2-5). The alignment of only four diodes proved to
be difficult and in order to achieve the desired outcome it was necessary to
significantly increase the complexity of the device to allow precise individual
alignment of each diode. This meant a significant increase in cost and time,

and for this reason this structured laser light device design was discarded.

=

Figure 5.2-1. Parallel laserdiode beams matrix.

The alternate solution was to use a device which projected the laser light matrix
using divergent laser beams (Figure 5.2-6). This kind of device is commercially
available but at a considerable price for the amount of power required.
Therefore a laser projector module was built using a diode laser, a collimating
lens, a diffraction grid (seven by seven Lasiris projection head) and an

aluminium holder assembly (Figure 5.2-7). The resultant laser projector device

124



is shown in Figure 5.2-2. A simple electronic circuit with overload protection was
designed to drive the diode. The electronic circuit was placed into a plastic
enclosure; a toggle switch was included for security reasons (refer to Appendix
G for a brief review on Laser Safety) to provide electromechanical isolation from
the power supply as well as a green LED to indicate if the switch is in the “ON”

position, this enclosure is shown in Figure 5.2-3.

19/04/2007 9:!

Figure 5.2-2. Laser projector device.

The circuit is powered by the robot controller power supply and the laser LED is
turned on by means of a digital output of the robot controller. The schematic

drawing of the driver circuit is shown in Figure 5.2-4.

L

Figure 5.2-3. Laser projector driver circuit enclosure.
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The laser diode used was a Hitachi HL6535MG capable of an output up to
90mW of continuous optical power at a wavelength of 680nm. The laser LED
has a 5.6mm TO18 case. This relatively high power diode was used because it
was necessary to obtain an adequate intensity of the laser dots along the whole
working range. Preliminary optical test were conducted with a laser pointer of
1mW and it was determined that 1mw gave sufficient power for one laser dot for
the application; subsequent tests with a 10 mW diode and the diffraction matrix
yielded poor results regarding optical intensity, indicating the need for of a more
powerful laser diode. Since 49 laser dots are generated it was desirable to
obtain a laser diode of at least 50mW. Although the maximum continuous
power the Hitachi HL6535MG laser can deliver is considered high enough to
achieve a good working range, it can be increased to 240mW if pulsed at a

50ns period with 40% duty cycle (if more output power is needed).

'\ \4
HL6535MG %//\\?7
f 150 Q
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Qn2222
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Figure 5.2-4. Laser projector driver circuit schematic.
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A conventional digital projector was also tested as source of the characteristic
points. A matrix of white dots with a black background was the template used

to generate the projected pattern, as shown in Figure 5.2-8.
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Figure 5.2-5. Parallel laser diode beams matrix assembly.

Figure 5.2-6. Divergent laser diode beams matrix.
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Lens holder

ProJectlon heod

Figure 5.2-7. Laser diode assembly.

Figure 5.2-8. Pattern used in digital projector.

The projected pattern on an opaque flat surface is shown in Figure 5.2-9. The
size of the pattern is of the order of 20 by 20 centimetres with the projector
located at a short distance from the surface. This is due to the large angles of
view of the projector; in order to produce smaller dots over a smaller area it is
necessary to reduce the size of the template. It can be seen that the projected
dots are sharp and easy to identify, therefore it was not difficult for the
extraction algorithm to find the dots in the image. It was necessary however to

modify the colour settings of the algorithm in order to recognise white dots
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instead of the black dots of the test grid. However one of the bigger drawbacks
of the projector is the portability (if compared with the laser projector), even
though state of the art projectors are notably smaller than few years ago.

Additionally, digital projectors need a source that provides them with the image

information, such as a computer.

Figure 5.2-9. Pattern used in projector.
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6. EXPERIMENTAL RESULTS

6.1 LENS DISTORTION

When using any vision systems, it is not unusual to find a distortion term
included in the camera model. However, as previously mentioned, Sheng et al.
[33] claims that when the optical distortion introduced by the camera lens is
small, to include distortion factors in the camera model does not improve the
accuracy and can even worsen it. This was the case in this work when trying to
include distortion factors in the calibration equations of the camera. The
method proposed by Motta et al. [31], which includes a radial distortion term,
was used in order to test the applicability of distortion factors in the camera
model; however little or no improvement was found as shown in Table 6.1-1;
detailed tables of the the errors obtained with and without distorrion factors can
be found in Appendix C. In this table the average and maximum errors are
shown for a total of 2964 points extracted from different distances. Slight
variations in the distortion factor calculation were tried in an attempt to get a

noticeable improvement but this did not improve the situation.

In conclusion, after many trials it was found that the distortion introduced by the
lens used was so small that it was not worth including a factor to compensate

for it in the camera calibration model.
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Table 6.1-1. Errors (mm) obtained with and without distortion factors in
calibration equation.

the

Average | Average | Average
X y z Max.x | Max.y | Max. z
With distortion factor
0.782601 | 0.557377 | 15.48044 | 5.3324 | 3.2057 | 63.1349 | Total
0.562081 | 0.49869 | 12.62364 | 2.6233 | 2.3319 38.02 | vect™"
1.003121 | 0.616065 | 18.33724 | 5.3324 | 3.2057 | 63.1349 | geo®™
Without distortion factor

0.786927 | 0.568436 | 15.78403 5.343 | 3.2662 | 63.4386 | Total
0.567005 | 0.508668 | 12.93662 | 2.6283 | 2.3813 | 38.3726 | Vect
1.006848 | 0.628203 | 18.63145 5.343 | 3.2662 | 63.4386 | Geo

(1) Vectorial calculation
(2) Geometric calculation

6.2 CAMERA CALIBRATION METHOD

In order to evaluate the camera calibration techniques considered in this work, it
was necessary to undertake several tests that accumulated a significant
number of data points. Two basic methods were tested: the geometric method
and the planes method. These two methods are described in Chapter 2.2.2.
The modified planes calibration method explained in Chapter 3.2 was also
evaluated. A summary table containing the results of the tests is presented

below, more detailed results are presented in Appendix A.
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Table 6.2-1. Errors (mm) obtained using different camera calibration
methods and calculation techniques

Average | Average | Average
X y z Max.x | Max.y | Max.z
Modified Planes (150x150)
0.68303]0.570733 | 14.31871| 5.2931| 3.1971| 69.1806 | Total
1.2067180.726668 | 23.29162]  5.2931| 3.1971| 69.1806|Geo""
0.275918]0.394089| 4.499204| 1.1722] 1.5055| 19.2802 | Vect-geo"”’
0.566454]0.591443 | 15.16531]  2.4364 | 2.26795 | 42.65625 | Vect"
Modified Planes (100x100)
0.699334 | 0.582404 | 14.33724| 5.3013| 3.248| 69.2136 | Total
1.245886(0.742929(23.97442| 5.3013] 3.248| 69.2136|Geo
0.28728510.398009 | 3.870795| 1.318438| 1.5933| 18.6245| Vect-geo
0.56483210.606275| 15.1665| 2.4296| 2.2851| 42.6629 | Vect
Planes(quadratic)
1.041137[0.608448 | 19.16312| 5.9225| 3.6328| 72.7351|Total
1.61095|0.761964 | 28.56981 | 5.9225| 3.6328| 72.7351|Geo
0.60635]|0.410346 | 8.893346| 1.8785 1.574| 23.2384| Vect-geo
0.906111]0.653032|20.02621| 3.1874| 2.71375|46.04305 | Vect
Geometric (Tsai)
0.70954310.526487| 12.95156 5.343| 3.2662| 63.4386 | Total
1.251971]0.698282 | 22.08939 5.343| 3.2662| 63.4386 | Geo
0.29365410.363654 |3.349607| 1.2602| 1.3085| 14.6186| Vect-geo
0.583004 | 0.517525|13.41568 | 2.62445]| 2.27465| 36.8919 | Vect
Planes (linear)
0.933621]0.607541|21.42932| 5.7163| 3.5843| 76.004 | Total
1.479707]0.757068 | 30.57783 | 5.7163| 3.5843| 76.004 | Geo
0.485611]0.405114| 10.7959| 1.6482| 1.5688| 26.6305 | Vect-geo
0.786221]0.643325|21.98937| 2.96705| 2.68955| 49.6184 | Vect

(1) Vectorial calculation
(2) Vectorial-Geometric calculation
(3) Geometric calculation

The results shown in Table 6.2-1 are the errors obtained in millimetres of the

estimated 3D coordinates of 64 points located on a plane. Twelve extractions
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were performed, each from a different position, summing up 768 points. The
test was repeated, thereby obtaining a total of 1536 points. In total, four
calibration options are included in the table. However, the modified planes
method was repeated, with the number of points used to obtain the projection
focal point increased from 100x100 to 150x150. The remaining calibration
option was the planes method but using a linear polynomial instead of
quadratic. Each calibration method was tested using three different calculation
techniques; each calculation technique has been previously explained. The

vectorial-geometric technique combines the results from the other two methods.

According to the results presented above, it can be seen that the planes
calibration method yields similar result in the y coordinate compared to the
modified planes method. However, the results in the x and z coordinates are
improved in the modified planes method. On the other hand, the modified
planes calibration method yields similar results to the geometric method
although the geometric method seems to perform slightly better in z direction. It
can be seen that no improvement is obtained when increasing the number of

projection points used for the planes method.

In the combined calculation method only the x information was considered for
the geometrical component. Therefore the errors were recalculated using only
the data supplied by the displacement in x direction, the results are given in

Table 6.2-2.
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According to the results in Table 6.2-2, it can be seen that the error behaviour
relative to the camera calibration technique shows a similar behaviour to that
found when x and y data are considered. However, the linear planes method
gives a noticeable improvement in the error in x coordinate relative to the other
methods.

Table 6.2-2. Errors (mm) obtained using different camera calibration
methods and calculation techniques and only x-axis data.

Average | Average | Average
X y z Max. X | Max.y | Max. z
Modified Planes (150x150) plan(fo)
0.282089 | 0.421223 | 3.951954 | 1.7637 | 2.0176 | 17.0689 | Total
0.279718 | 0.464443 | 3.918279 | 1.6917 | 2.0176 | 16.8505 | Geo™
vect-
0.283054 | 0.381336 | 3.952836 | 1.7277 | 1.504 | 16.8625 | geo®
0.283496 | 0.417889 | 3.984746 | 1.7637 | 1.3066 | 17.0689 | Vect™
Modified Planes (100x100) plan(f)
0.287933 | 0.431276 | 3.95058 | 1.7567 | 2.0305 | 17.0722 | Total
0.285657 | 0.477629 | 3.916386 | 1.6831 | 2.0305 | 16.8593 | Geo
0.289189 | 0.381064 | 3.951411 | 1.7199 | 1.5195 | 16.8712 | vect-geo
0.288954 | 0.435136 | 3.983943 | 1.7567 | 1.3585 | 17.0722 | Vect
Planes(quadratic) plan(squ)
0.354318 | 0.405437 | 5.695371 | 1.2892 | 1.4726 | 17.9715 | Total
0.358382 | 0.396829 | 5.729436 | 1.2889 | 1.4726 | 17.9715 | Geo
0.354286 | 0.343186 | 5.696311 | 1.2886 | 1.2805 | 17.7787 | vect-geo
0.350286 | 0.476296 | 5.660368 | 1.2892 | 1.4127 | 17.5859 | Vect
Geometric (Tsai) Geom.
0.261357 | 0.401969 | 4.037398 | 1.6131 | 1.8703 | 19.7832 | Total
0.260121 | 0.442439 | 3.97825| 1.5431 | 1.8703 | 19.7602 | Geo
0.261643 | 0.429489 | 4.035043 | 1.5781 | 1.4293 | 19.7371 | vect-geo
0.262307 | 0.333979 4.0989 | 1.6131 | 1.1312 | 19.7832 | Vect
Planes (linear) plan(lin)
0.285573 | 0.404243 | 7.137211 | 1.2139 | 1.5202 | 20.4297 | Total
0.289111 | 0.403661 | 7.233636 | 1.1485 | 1.5202 | 20.4297 | Geo
0.285768 | 0.341593 | 7.180325 | 1.1776 | 1.2775 | 20.2356 | vect-geo
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| 0.282729 | 0.466061 | 7.122711 | 1.2139 |  1.41 | 20.0414 | Vect
(1) Vectorial calculation

(2) Vectorial-Geometric calculation

(3) Geometric calculation

The planes method calibration was carried out based on the approach proposed
by Gremban et al. [36] (explained above in Section 6.3). However, Equation 25
has an implicit approximation which affects accuracy that is explained below.

According to Equations 9 and 10 and recalling that R=[ R¢; Rz2; R3] the following

is obtained:

R eP+7 R, eP-R T
R,eP+¢, s R,eP-R,eT

xi = /’lrf

[Equation 114]

(P-T)
p-1) e
B R ¢(P-T') =T _ . Ryey,
xj_lUXfRS.(P—T')_fx 3.ﬁP_Tv|f XR3.V,1
P-T

[Equation 115]

The vector T’ is the translation vector in world coordinates whereas tx and t; are
the translation vector components given in camera coordinates. It can be seen
that Equation 115 is similar to Equation 25, except for the dividing factor Rzev,
which is approximated to 1 in Equation 25. In fact, in practice this dot product is
close to unity unless the camera in use has a wide angle of view. For example
the camera used in this project has an approximate angle of view of 28° in x
and is less in y, therefore the dot product under consideration would be

between 0.97 and 1, i.e. between cos(14) and cos(0), since the two vectors
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have a magnitude equal to 1. The larger the focal length of the camera lens in
use, the smaller the angle of view and the more valid the approximation in

Equation 25.

If after calculating the rotation matrix using Equation 25, f, and f, are
recalculated by applying Equation 115 or by finding these values using the
projection equation for N points and averaging theses values, the errors in

Table 6.2-3 are obtained.

The results in Table 6.2-3 show a similar result for all the calibration methods
except for the linear planes. This method presents the highest errors in x and z

coordinates.

The results in Table 6.2-3 coincide with the findings of Champleboux et al. [37]
who claim to have obtained better results with the quadratic planes method than
with the geometric method and that the linear planes method had a lower

performance than these two.
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Table 6.2-3. Errors (mm) obtained using different camera calibration
methods and calculation techniques using only x-axis data. (fx and fy
refined for planes methods).

Average
Average x y Average z | Max. X | Max.y | Max. Z
Modified Planes (150x150) plan(fo)
0.282526| 0.418814| 3.934435| 1.7637| 2.0176| 17.0689 | total
0.281088| 0.4549| 3.863027| 1.6917| 2.0176| 16.8505 | geo”
0.283054 | 0.381336| 3.952836| 1.7277| 1.504| 16.8625 | vect-geo™
0.283496| 0.417889| 3.984746| 1.7637| 1.3066| 17.0689 | vect™
Modified Planes (100x100) plan(f)

0.287933 | 0.431276| 3.95058| 1.7567| 2.0305| 17.0722 | total
0.285657| 0.477629| 3.916386| 1.6831| 2.0305| 16.8593 | geo
0.289189| 0.381064| 3.951411| 1.7199] 1.5195] 16.8712|vect-geo
0.288954 | 0.435136| 3.983943 | 1.7567| 1.3585]| 17.0722 | vect

Planes(quadratic) plan(squ)
0.256829 | 0.393825| 3.971693| 1.3281| 1.6216] 15.0228 |total
0.259139 0.405204 | 3.932893| 1.303| 1.6216| 14.9841 | geo
0.256386 | 0.399596 | 3.974575| 1.3012| 1.4027| 14.9455 | vect-geo
0.254961| 0.376675| 4.007611| 1.3281| 1.3378] 15.0228 | vect

Geometric (Tsai) geom
0.261357| 0.401969 | 4.037398| 1.6131| 1.8703| 19.7832 |total
0.260121| 0.442439| 3.97825| 1.5431| 1.8703| 19.7602 | geo
0.261643 | 0.429489| 4.035043| 1.5781| 1.4293| 19.7371 | vect-geo
0.262307] 0.333979|  4.0989| 1.6131| 1.1312] 19.7832 | vect

Planes (linear) plan(lin)
0.362793 | 0.413693 | 4.267573| 1.7151| 2.0383 | 20.2435 | total
0.359232| 0.444054| 4.157293| 1.6403| 2.0383|20.2367 | geo
0.360639 | 0.387868| 4.226796| 1.6777| 1.5379] 20.2299 | vect-geo
0.362907 | 0.399164| 4.299229| 1.7151| 1.5164| 20.2435 | vect

(1) Vectorial calculation

(2) Vectorial-Geometric calculation

(3) Geometric calculation
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6.3 POINT CALCULATION METHOD

As explained in Chapter 3, three methods were tested for calculation of the
coordinates of the points. These methods are the geometrical, the vectorial and
a combination of both. The errors obtained with each of these methods are
summarised in Table 6.3-1. This table presents the average and maximum
values from Table 6.2-1 for each calculation method. It can be seen that the
combined technique (vectorial-geometric) presents considerable improvements

compared to the other two methods.

Table 6.3-1. Maximum and average errors (mm) obtained for different point
calculation methods.

Average |Average |Average

X y z Max.x |Max.y |Max.z

1.359046 | 0.737382[25.70061 | 5.9225| 3.6328| 76.004 | geo'”
vect-

0.389763|0.394242| 6.28177| 1.8785| 1.5933| 26.6305]|geo™®

0.681324| 0.60232]17.15261| 3.1874]2.71375| 49.6184]vect®

(1) Vectorial calculation
(2) Vectorial-Geometric calculation
(3) Geometric calculation

According to Table 6.3-1 in every aspect the combined method outperforms the
other two, the average and maximum error values for the three coordinates (x, y
and z) are the smallest for this method. However, as already mentioned, for the
geometrical approach the information given by the two axes (x and y) were

taken into account, while for the combined method only the contribution of the x

coordinate was considered to obtain the geometrical component.
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It was found that using only the information supplied by the displacement in the
x axis, the results improve notably. The total average and maximum errors for
the different calculation methods are summarised in Table 6.3-2 when only the

information in the x axis is considered.

Table 6.3-2. Maximum and average errors (mm) obtained for different point
calculation methods using only x-axis data.

Average |Average |Average
X y Z Max. x Max.y |Max.z
0.294598 0.437]4.955197| 1.47106| 1.78224|18.37424 | geo'”
vect-
0.294788 | 0.375334 | 4.963185 | 1.49838| 1.40216 18.29702 | geo®
0.293554[0.4258724.970134| 1.52732| 1.3238]18.31032 | vect®
(1) Vectorial calculation

(2) Vectorial-Geometric calculation

(3) Geometric calculation

To take the information in only one axis for the geometrical vector, the
projection of the vectors over the x-z plane is considered. It is believed that this
behaviour is due to the fact that the amplitude of the displacement in pixels in
the x coordinate is about 1.3 times the displacement in y. Therefore, the
information in the x coordinate is, in proportion, less influenced by noise and
calculation errors since the error introduced by these factors should be of the
same magnitude in both axes. In the earlier stages of the research, it was
found that displacements smaller than 20 pixels produced a considerable error.
With the two defined relative positions for the camera to take the shots, the
displacement obtained is between 86 and 40 pixels for x and between 63 and

27 pixels for y.
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When the focal distances in pixels (f, and f,) are recalculated according to
Equation 115 for the planes methods, the results obtained are those given in

Table 6.3-3.

Table 6.3-3. Maximum and average errors (mm) obtained for different point
calculation methods using only x-axis data (fx and f, refined for planes
methods).

Average | Average | Average

X y z Max.x |Max.y |Max.z

0.289048 | 0.444845| 3.96957| 1.57224| 1.91566|17.73816 | geo'”
vect-

0.290182[0.395871|4.028132| 1.60092 | 1.47868 | 17.72924 | geo'”

0.290525]0.392569 | 4.074886| 1.63534| 1.3301]17.83812 | vect®

(1) Vectorial calculation
(2) Vectorial-Geometric calculation
(3) Geometric calculation

It can be seen from the results in the table above that the errors obtained with
the different calculation methods are very similar. The geometric method yields

a slightly higher error in the y coordinate.

6.4 PROGRAM GENERATION

The robot program was generated using the RAPID language syntax, which is
native to the ABB robot control unit. The code is created into a text file with
“.prg” extension and downloaded to the robot via an Ethernet link. The creation
of the text file is undertaken by the application developed here in Visual Basic.
As previously described, the established weld paths are divided into small

segments to produce an approximated shape of the surface as shown in Figure
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6.4-1. A weld instruction is created between each line segment to create the full

weld line.

Using this approach it was possible to create the program in just a few minutes;
from the moment the user has selected the weld repair area to the moment the
program is fully loaded into the robot controller. The major time consuming
stage of the process is the refinement of the coordinate, i.e. when the robot is
instructed to move to selected points and retrieve the exact z information for

these points using the touch sensing capability of the power supply.

\

Object
surface

@—@ Line segment approximation

Figure 6.4-1. Approximation of a surface by line segr‘s1l1lreﬁfllcf’ss.hape

6.5 WELDING TRIALS (VALIDATION)

In order to test the system, several different welding trials were performed on
curved surfaces placed at unknown world coordinates. All welding trials were
performed using the GMAW welding power supply in CMT mode. A pipe,
shown in Figure 6.4-1, was initially used as the target. The final weld results are

shown in Figures 6.5-2 to 6.5-5.
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Figure 6.5-1. Pipe used as target for welding trials.
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Figure 6.5-2. Weld trial 1 on pipe.
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Figure 6.5-4. Weld trial 3 on pipe.
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Figure 6.5-5. Various weld trials on pipe.
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The weld trial in Figure 6.5-2 was carried out using a predefined inter-distance
of 5mm between weld beads. In trials 3 and 4, Figures 6.5-3 and 6.5.4, the
inter-distance was calculated automatically by the software according to the
welding parameters defined in the power supply. Both were carried out with the
same welding power and a bead overlap of 15%. However in trial 4 instability in
the welding process can be seen (the welding lines do not look continuous). In
Figure 6.5-5, a picture of the pipe with several different trials is shown. The
welding deposit at the upper right was performed before welding trials two and
three. In this trial, the inter-distance was too small creating a welding patch of
excessive height and the heat generated during welding was too high due to the
small distance between weld beads. In all of the weld trials on the pipe, the

shape was correctly reproduced according to the robotic welding program.

To test the system on a more complex shape, a metallic plate was rolled to
create a surface with two curves. The two curvatures on the plate were not
symmetrical. This curved plate was placed on a grounded metallic work bench

as shown in Figure 6.5.6.

Figure 6.5.7 shows two welding trials conducted on this work object. The large
welding patch at the centre of the figure was done with a predefined weld bead
inter-distance of 10 mm. The smaller weld patch at the bottom right was done
with the inter-distance automatically calculated by the system with a no
overlapping condition (0%). Both trials were satisfactory and the welding was
performed correctly according to the area selected in the user interface,

although the spacing of the beads in the first one would be unsuitable for
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situations such as corrosion damage repair. More pictures of welding trials can
be found in appendix B, additionally a set of pictures showing the touch sensing

sequence can be found in AppendixD.

|

Figure 6.5-6. Work object with two curves.

Figure 6.5-7. Weld trials on curved surface.
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7. DISCUSSION

The current work was designed to investigate the feasibility of off line
programming of robotic weld repair of curved surface profiles using a single
camera vision system. The use of dual camera or laser profilometry techniques
has previously been implemented for extracting surface topography but this
approach is costly and has not been developed into an integrated system for
rapidly generating robot programs for weld repair tasks. The system under
investigation here was based on a single low cost camera and laser structured
light was employed to generate artificial characteristic points (in order to extract
the shape of the surface). An integrated software package was developed to

convert the profile data and calculated deposition volumes into a robot program.

Whilst the x and y coordinates of the work area could be extracted from the
system with sufficient accuracy for weld repair the z coordinate data initially
contained large errors. Considerable emphasis was therefore attached to
reducing potential profile generation errors and to calibration of the system. The
calibration, analysis and correction of errors required the adoption of a novel
and complex computation approach. Progressive testing was undertaken to
evaluate the errors and the effect of the various correction strategies and a final
validation trial was undertaken to prove the system during weld deposition on a

simulated workpiece.
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Discussion of the various aspects of the work has been provided throughout the
preceding chapters, and in particular the evaluation of measurement errors
which formed a basis for progressive development of the techniques has been
described previously. However some additional comments are made below to

clarify the methodology.

7.1 ARTIFICIAL FEATURE POINTS

In order to obtain the three dimensional shape of the surface of an object using
a camera based vision system, it is necessary to extract characteristic features
of the object. However, in many weld repair applications these characteristic
features are not present or are not sufficiently distinct to obtain the desired
information. To overcome this issue, artificial feature points generated by
means of structured laser light were used. This choice was made based on the
portability of laser projectors and their increased immunity to environmental
conditions compared to other light sources. A structured laser module was built
to produce a seven by seven dot matrix. Similar laser light patterns have been
used by other authors for obtaining information of an object’s surface such as
the system proposed by Galvan et al.[75] and the technique proposed by Saeed
et al. [52]. Song and Zhang [76] also utilise a laser dot matrix pattern and
propose some algorithms to process the image produced by its reflection from a
weld pool. Initial attempts to use a matrix of individual low power laser diodes
were abandoned due to the difficulty of ensuring accurate optical alignment. A
single high power (90 mw) laser and an optical pattern generator were finally

chosen and this proved to be very effective. The tests performed indicated that
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with this laser diode the optical power output was sufficient for the current

application.

Although laser light is monochromatic and is less affected by changes in
environmental lighting, some problems arose under certain conditions,
especially when the light source was reflected by the work object. This situation
is illustrated in Figure 7.1-1 where the work object is a reflective metallic plate
and a high intensity light source is aimed towards the work piece. The situation
can be improved by decreasing the exposure time of the camera (shutter value)
as shown in Figure 7.1-2. This does however reduce the number of feature

points which may be extracted.

Figure 7.1-1. High intensity light source being reflected by work piece.

Another problem found with highly reflective surfaces is that they can generate
high intensity specular reflections from the laser module itself. This situation is
illustrated in Figure 7.1-3. Here some of the laser dots do notappear small and

sharp but rather present an indistinct profile. It was found that some of the
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reflections cause so much noise that it makes them undetectable to the

software.

Figure 7.1-2. High intensity light source being reflected by work piece
(shutter value reduced).

To avoid such undesirable reflections, the laser has to be placed at an angle
with respect to the camera such that these reflections are not visible by the
camera or at least do not overlap the feature points. An alternative illumination
technique used to avoid specular reflection is to use polarising filters, one in
front of the light source and another, with opposite polarization, in front of the
camera [54]. The problem with this method is that it presents a high attenuation
factor, i.e. typically less than 50% of the incident light passes through the

polariser.
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Figure 7.1-3. Laser module being reflected by working object.

7.2 CAMERA

The camera used for the experiment was a relatively high specification device
(see Chapter 3) but was chosen because of its availability. However, the
commercial cost of the camera was around AUD$1800. It should be stressed
that it would be possible to use a lower cost camera that provides the
functionality needed for the application but consideration would need to be

given to optics as discussed above.

The basic requirements are: a digital camera with serial communications so that
the image information can be retrieved by the computer. It is also required to
be able to control different camera parameters such as shutter speed and
brightness (not generally available on many low cost cameras). However,
digital inputs and outputs, such as external triggers, are not required for this
application. The frame rate of the camera is not a critical factor either. If the

camera uses |IEEE1394 connection, the camera should use the [IDC/DCAM
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protocol so that a standard application can establish communication with the
camera. Although a camera using a proprietary protocol may be able to
communicate with the computer using proprietary applications and development
libraries, the use of third party development tools like LabVIEW may be more
difficult or not possible. Examples of alternative cameras are the Guppy F-036
supplied by Allied Vision Technologies [77]. This camera has all the
requirements mentioned above with an imaging device of 1/3”, it is smaller than
the Marlin but costs less than half the price. The Imaging Source [78] also
offers the DFK 31F04 camera which has an IEEE1394 connection and imaging

device of 1/4” for less than AUD$420.

7.2.1 Camera Calibration

Two calibration methods, the planes and the geometric (Tsai method)
approaches have been evaluated in this work. Additionally a modification to the
planes method was also developed to improve accuracy. The camera
calibration does not introduce any additional processing stage to the robot
program generation sequence since it is only required to calibrate the camera
when it is first mounted on the robot arm or every time it is detached. The

software developed in this thesis incorporates an optimised calibration routine.

The camera calibration can be affected by the accuracy of the calibration
pattern and the accuracy with which the characteristic points are detected.
When a paper calibration pattern was used, the accuracy of the results

degraded with time whilst the paper changed size slightly due to the change in
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humidity and temperature. For these reasons an accurately machined
aluminium calibration grid was finally used. Changes in accuracy were also
noticed depending on the environmental illumination, it was noticed that
different illumination levels (without compensating for them by adjusting the
camera parameters) could produce a change in the detection of the calibration
points and therefore in the calibration parameters which are reflected in the
accuracy of the vision system. Similar issues were reported by Tapper et al.
[79] when evaluating the Tsai method. A detailed evaluation of how different
aspects affect the calibration accuracy in the Tsai method has also been

discussed by Sun and Cooperstock [80].

The modified planes method proposed uses the error factors to compensate for
any possible source of error present in the normal planes calibration technique.
Therefore it is not required to recalculate the value of f and f, as it is with the

standard planes calibration technique.

7.3 SURFACE MAPPING

A polynomial approach was chosen in this work to characterise the surface of
the work piece. Although one of the most common methods used in different
imaging applications is splines, this method was not used since the depth
coordinate obtained from the vision technique has a significant amount of noise
and is therefore not suitable for such a technique. It was considered that a third
degree polynomial would be appropriate to characterise a diverse range of

surfaces. Additionally, it was the aim of this work to concentrate on an area
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manually defined by a user through the user interface. With this in mind, the
equation obtained is intended to approximate the region of interest and not the
whole surface of the object. However the method proposed allows definition of
several repair jobs in the area covered by the laser dots (one after another) and
requires only the execution of the vision extraction once and a touch sensing
refinement for each job. In this way, repair jobs can be performed on objects
with complex curved surfaces in contrast to other techniques like the one
proposed by Madsen et al. [81] which requires a model of the object to be

welded.

As previously shown in the 3D coordinate estimation results, the error obtained
in the z axis is large enough to justify the use of the additional contact technique
employed in this work. Using tactile sensing, an accurate z coordinate of
selected points located in the area selected by the user is found and used to
produce a new equation that satisfactorily describes the area of interest. In
Figure 7.3-1, a test surface with the artificial characteristic dots is shown. To
the right the 3D plot of the estimated coordinates is presented. 3D plots of the
dot coordinates after filtering and the surface’s equation has been calculated
and are presented in Figure 7.3-2; the plot to the left is before tactile refinement

and the one to right is after refinement.
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Figure 7.3-1. Extracted feature points (left) and plot of estimated 3D
coordinates (mm) before filtering (right).
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Figure 7.3-2. Plot of estimated 3D coordinates (mm) after filtering. Before
tactile correction (left) and after correction (right).

7.4 WELD PATH GENERATION

, The current work uses a similar methodology to that reported by Nicholson[7]
to calculate the weld paths. However, an additional stage had to be included in
order to cope with curved surfaces; given that the straight lines which appear on
the screen are really curved lines on the work piece surface and therefore their
real length needs to be estimated in order to generate the weld runs of

appropriate length. This stage corresponds to an “unfolding” or “developing” of
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the surface to produce a two dimensional plot of the area of interest which

includes the changes in the three dimensions.

Additionally, the orientation of the torch had to be estimated in order to produce
acceptable welding quality. Adjustment of rotation around the torch z axis by
the user was allowed. This feature allows the user to specify a more convenient
orientation of the torch when a collision of the welding gun with the work piece

or its surroundings is possible.

7.5 ROBOT PROGRAM CREATION

The generation of the robot program was undertaken with ABB’s RAPID
language syntax. A “.prg” file is created by the system and downloaded to the
robot controller. After the tactile refinement sequence is performed, it takes
only a few seconds to create the robot program file. The software application
developed allows broad control of the different components of the system from
a single application resulting in an easy to use and flexible interface. The
communication with the power supply and the robot are established using the
server applications and development libraries provided by the manufacturers.
In this way the system’s software is a client of such servers. The results
presented in Chapter 6 show that the approach chosen to generate the curved
welding lines in the robot program is adequate (by breaking them into smaller
line segments) and produces satisfactory results although the generated robot
programs are relatively large. Nevertheless, there is a big saving in time by

using the proposed system; a manual program generation was tested for weld

155



repair of a small area (shown in Figure 7.5.1) and the total programming time

was around 1 hour. Even with this small area the demands on the manual

programmer are quite severe.

A.l.l“_“_

i

Figure 7.5-1. Area with lines drawn on it for manual program generation
(point-to-point).
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8. CONCLUSION AND RECOMMENDATIONS

8.1 CONCLUSIONS

1)

A system for rapidly generating robot programs for weld repair tasks on
complex surfaces has been described.
It has been demonstrated that it is possible to use a low cost single
camera vision system and laser structured light to achieve acceptable
accuracies for weld repair using gas metal arc welding.
Errors in determining the depth (z coordinate) were found to be the most
significant issue and these were corrected using a combination of
calibration, filtering, error checking and simple tactile sensing.
This combination produced faster surface contour acquisition than would
be obtained by tactile sensing alone.
An integrated software package was developed to carry out surface
profile measurement, weld deposition volume estimation and robot
program generation.

Validation of the system was conducted by carrying out weld tests on
curved surfaces and very acceptable results were obtained.
The proposed system is not tied to the knowledge of the geometry of the
work piece, in contrast to other proposed systems for welding automation
which employ a CAD model of the work-piece ; for example the system
proposed by Young Chil [82] developed for ship building. The NOMAD
project [83], which is a complex system composed of several sensors

and a CAD model of the work-piece.
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8.2 RECOMMENDATIONS

Real time control of torch to work piece distance would be a simple
enhancement to this system which would further reduce errors In the case of
welding repair, it has previously been demonstrated that this may be achieved
by monitoring of the welding current and adaptively controlling the contact tip to

work piece distance.

The design of the system makes it suitable for incorporation in a mobile robot or
fully automatic mobile systems. Therefore, the study of a complete mobile
system utilising the proposed system for weld repair on site is worth further

consideration.
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APPENDIX A.

The 3D coordinate estimation errors from two sets of data are included in the following

tables:

Table Al. Data set 1 of errors (mm) obtained using different camera calibration methods
and different extraction techniques

Average Average Average Maximum Maximum Maximum Cal. Error
X y z X y z Method”  type® Dist.
0.4774| 0.5822| 3.1597| 0.8859| 1.0742] 7.5399 plan(f) geo 350
0.690788]0.458981| 3.669919| 1.318438|1.040869(8.293779| plan(f) | vect-geo | 350
0.362] 0.5775| 3.7286| 0.8237] 1.0033| 8.0064| plan(f) vect 350
0.2923| 0.3104] 2.7129] 0.6004| 0.6672] 4.6823] geom geo 350
0.2207 0.334] 4.4169] 0.5955| 0.7631| 5.9186] geom vect-geo | 350
0.2263] 0.2714] 3.2702 0.573] 0.6639] 5.0439] geom vect 350
0.1837| 0.5191] 6.3263| 0.4337| 0.8797| 8.2694| plan(squ) geo 350
0.1806] 0.5369| 8.1861] 0.4633] 1.0034| 9.6769| plan(squ) | vect-geo | 350
0.1434| 0.4779] 6.9316] 0.3938| 0.9035| 8.6804| plan(squ) vect 350
0.4548| 0.5384| 3.1608 0.858] 1.0111| 7.5388| plan(fo) geo 350
0.304 0.572 4.901] 0.8488| 1.0402| 8.9378| plan(fo) | vect-geo | 350
0.3423| 0.5282| 3.7291] 0.8035] 0.9521] 8.0085 plan(fo) vect 350
0.2588 0.747| 8.4004| 0.9547| 1.5219| 13.0571| plan(f) geo 400
0.451756|0.629058| 4.441224/0.913091|1.074957|9.578089| plan(f) | vect-geo | 400
0.2658 0.814 7.465| 0.9881] 1.5385| 12.0103| plan(f) vect 400
0.3362| 0.5106] 7.8335 0.7996| 1.4686| 10.7124] geom geo 400
0.2514| 0.4309] 5.2049] 0.6628 1.2 8.0957| geom vect-geo | 400
0.2851| 0.5072 6.9] 0.6919] 1.3853] 9.7524| geom vect 400
0.391] 0.6953] 11.842 0.934| 1.7072| 14.7018| plan(squ) geo 400
0.2524| 0.6528| 9.3576| 0.6702| 1.4654| 12.2321]| plan(squ) | vect-geo | 400
0.3087| 0.7277] 10.9621| 0.7595| 1.6504| 13.7966| plan(squ) vect 400
0.2575| 0.7077| 8.3994| 0.9269| 1.4825| 13.0562| plan(fo) geo 400
0.2585| 0.6759| 5.7705] 0.8919] 1.3355| 10.2726| plan(fo) | vect-geo | 400
0.2573| 0.7663| 7.4656| 0.9679] 1.4875| 12.0134| plan(fo) vect 400
0.5899| 0.6079| 13.0165 1.614] 1.4618| 18.6805| plan(f) geo 450
0.2807)|0.312445|4.299444|0.858612|0.816773|10.23676| plan(f) | vect-geo | 450
0.3298| 0.6143| 10.2492| 1.0716| 1.3549| 15.7568| plan(f) vect 450
0.7135] 0.5196] 12.2949] 1.8081 1.409| 14.3702] geom geo 450
0.2622 0.278] 4.9865 0.9113] 0.7053| 7.6266] geom vect-geo | 450
0.4227| 0.4263| 9.5465| 1.3157| 1.2046| 11.7218) geom vect 450
0.8702| 0.5899| 16.6935] 1.9729| 1.6725| 18.7434| plan(squ) geo 450
0.3531] 0.3663] 9.5152| 1.0978| 0.9941| 12.1526| plan(squ) | vect-geo | 450
0.5377 0.557| 14.0025] 1.4892| 1.4937| 16.1698| plan(squ) vect 450
0.6026| 0.5865| 13.0129] 1.6306| 1.4214| 18.6736| plan(fo) geo 450
0.2105] 0.3732] 5.6652| 0.8329] 0.8276| 11.026| plan(fo) | vect-geo | 450
0.3354| 0.5789 10.25] 1.0918] 1.3039| 15.7602| plan(fo) vect 450
0.7256| 0.5361| 14.4491] 1.7119] 1.2598| 21.5544| plan(f) geo 500
0.203931]0.171375| 3.632821|0.733652|0.661208| 9.32864| plan(f) | vect-geo | 500
0.3643| 0.4545| 10.8445| 0.9889 1.012] 17.0702| plan(f) vect 500
0.8541| 0.5444| 13.5619] 1.9306] 1.4072] 16.7279] geom geo 500
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0.2528| 0.3276] 4.2267| 0.7587| 0.8217| 6.5822] geom vect-geo | 500
0.4671| 0.3953 9.992| 1.2524| 0.9371| 12.7781] geom vect 500
1.0681] 0.5389| 18.3303] 2.1336] 1.3732| 21.4944| plan(squ) geo 500
0.4282 0.259] 9.1263| 0.9997| 0.6217| 11.4774| plan(squ) | vect-geo | 500
0.6466| 0.4335| 14.8217| 1.4637 1.173| 17.6062| plan(squ) vect 500
0.7414| 0.5292| 14.4445 1.728| 1.3112| 21.5453| plan(fo) geo 500
0.1781] 0.2446] 5.0367| 0.7042| 0.7406| 10.1913| plan(fo) | vect-geo | 500
0.3749] 0.4311] 10.8456] 1.0091 0.961| 17.0741| plan(fo) vect 500
0.7697| 0.4394| 12.5321| 1.4985 1.437| 18.6599| plan(f) geo 550
0.137657|0.358077| 2.403181|0.304569|0.849533|7.413821| plan(f) | vect-geo | 550
0.3906/ 0.2879| 8.9763] 1.0207] 1.0083] 14.669| plan(f) vect 550
0.909] 0.6049] 11.4787| 1.7501| 1.5967| 14.3566] geom geo 550
0.3064| 0.6066] 2.3047] 0.9308] 1.0045| 4.8491] geom vect-geo | 550
0.5072| 0.4489| 7.9672| 1.2883] 1.1374] 10.131] geom vect 550
1.1926] 0.4512] 16.595] 1.9962| 1.2906| 19.4612| plan(squ) geo 550
0.6001] 0.3119] 7.4947| 1.1977 0.715| 10.0932| plan(squ) | vect-geo | 550
0.7911] 0.3062| 13.1493] 1.5459| 0.8462| 15.3016| plan(squ) vect 550
0.7882| 0.4519| 12.5277] 1.5179] 1.4891| 18.6526| plan(fo) geo 550
0.2] 0.3346] 3.2551| 0.6753| 0.9282] 8.3152| plan(fo) | vect-geo | 550
0.4067| 0.2924| 8.9775] 1.0408] 1.0601| 14.6732| plan(fo) vect 550
0.7941| 0.3957| 11.6026| 1.3685| 1.3488| 18.0678| plan(f) geo 600
0.171242]0.339804| 2.374185/0.621148| 0.71199]6.063672| plan(f) | vect-geo | 600
0.3873] 0.2395| 7.7262| 0.6822| 0.8735| 13.4323| plan(f) vect 600
0.9327| 0.5726] 10.3766| 1.5344| 1.5216]| 14.6879] geom geo 600
0.3137| 0.5975] 1.1589] 0.6945] 0.9389] 4.6055 geom vect-geo | 600
0.511] 0.4163 6.557| 0.9664| 1.0154| 10.7664| geom vect 600
1.2549| 0.3998| 15.8468| 1.8329] 1.1916| 20.1493| plan(squ) geo 600
0.6456| 0.2717] 5.9681| 1.0324| 0.6216] 10.222| plan(squ) | vect-geo | 600
0.8424| 0.2538| 12.0973] 1.3215] 0.7652| 16.2987| plan(squ) vect 600
0.8136/ 0.4079| 11.5978] 1.3797| 1.4017| 18.0583| plan(fo) geo 600
0.204| 0.3178] 2.2586| 0.4544| 0.7835] 6.9637| plan(fo) | vect-geo | 600
0.4049| 0.2468| 7.7277) 0.7022] 0.9253| 13.4371| plan(fo) vect 600
0.8861| 0.4702| 14.7883| 1.7459| 1.1721] 21.4244| plan(f) geo 650
0.268508]0.200103| 5.257678|0.580974|0.720487|11.92539| plan(f) | vect-geo | 650
0.6003| 0.4318| 11.8773] 1.2444| 1.0847| 18.1697| plan(f) vect 650
1.0114] 0.4496| 13.3892] 1.9988| 1.3601| 17.0422] geom geo 650
0.5682| 0.2987| 5.6961] 1.1449] 0.9056] 9.0918 geom vect-geo | 650
0.7122| 0.3539| 10.5379 1.51 1.008| 13.2564] geom vect 650
1.3743| 0.4717| 19.2466| 2.3208 1.417| 22.9157| plan(squ) geo 650
0.9416] 0.2845| 11.7336] 1.5006| 0.9288| 15.1352| plan(squ) | vect-geo | 650
1.0837| 0.4282| 16.4712] 1.8446] 1.2976] 19.206| plan(squ) vect 650
0.9048| 0.4589| 14.7849] 1.7649| 1.2259| 21.4187| plan(fo) geo 650
0.4646 0.263] 6.9514| 0.9392| 0.7976| 12.8961| plan(fo) | vect-geo | 650
0.6176| 0.4078] 11.879] 1.2646| 1.0336| 18.1744| plan(fo) vect 650
0.7069| 0.5205| 15.1707] 1.5075] 1.2913| 21.5108] plan(f) geo 700
0.259747/0.210131| 2.670706| 0.61165/0.611713| 6.58727| plan(f) | vect-geo | 700
0.2511] 0.5482| 9.7673] 0.6154] 1.0969| 15.862| plan(f) vect 700
0.8086| 0.4214| 13.5528| 1.7942| 1.1737| 17.4772] geom geo 700
0.1046 0.125] 1.3521] 0.4123] 0.3644| 4.3387| geom vect-geo | 700
0.335] 0.2948| 8.2426] 0.8617] 0.9111| 12.0803] geom vect 700
1.2039] 0.5288| 19.7676] 2.1619] 1.5579| 23.6941| plan(squ) geo 700
0.4587| 0.3029] 6.2708] 0.8095] 0.6598| 10.1017| plan(squ) | vect-geo | 700
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0.6961| 0.5589| 14.5351] 1.2539| 1.3127| 18.3757| plan(squ) vect 700
0.7242 0.499| 15.164| 1.5328| 1.2466| 21.5008| plan(fo) geo 700
0.1057| 0.2314 2.336] 0.2939] 0.6328| 7.6567| plan(fo) | vect-geo | 700
0.263] 0.5054| 9.7694| 0.6355| 1.0455| 15.8674| plan(fo) vect 700
0.7084| 0.7219 17.0911] 1.4144| 1.5333| 24.4879| plan(f) geo 750
0.198281| 0.48507| 3.145637|0.697842/0.964113|8.411836| plan(f) | vect-geo | 750
0.2992| 0.7955| 12.0462| 0.7449| 1.4441| 18.3945 plan(f) vect 750
0.7967| 0.5124| 15.2768| 1.6092 1.283| 18.3783] geom geo 750
0.1564 0.234| 2.5752| 0.4946] 0.5714] 4.9943| geom vect-geo | 750
0.3769| 0.4693| 10.3323 0.952] 1.1103| 12.7854| geom vect 750
1.2209| 0.7489| 21.8677 2.012] 1.6869| 25.0201]| plan(squ) geo 750
0.5494 0.604| 9.1729] 0.9187| 0.9931| 11.757| plan(squ) | vect-geo | 750
0.7666| 0.8293| 17.0063] 1.3673| 1.5322| 19.4474| plan(squ) vect 750
0.7243| 0.6885| 17.085] 1.4307| 1.4703| 24.4803| plan(fo) geo 750
0.1235] 0.5064| 4.2459| 0.4122] 0.9808] 9.6913| plan(fo) | vect-geo | 750
0.3111] 0.7491| 12.0485] 0.7651] 1.3928| 18.4005| plan(fo) vect 750
1.4424| 1.2026| 35.1971] 3.1603 2.891| 45.5375| plan(f) geo 800
0.268673]0.692332| 4.092342|0.927592| 1.26932|11.74073]| plan(f) | vect-geo | 800
0.5644| 1.2454| 22.5072| 1.5407| 2.3846| 31.4082| plan(f) vect 800
1.5178] 1.0127] 33.0835 3.39] 2.7415| 38.5918| geom geo 800
0.2438| 0.4265| 3.9422| 0.7531| 1.1255] 9.2887| geom vect-geo | 800
0.631] 0.9146| 20.5874| 1.7823 2.168| 25.1513] geom vect 800
1.9596| 1.2302] 40.149] 3.8386| 3.1802| 45.6989| plan(squ) geo 800
0.5124 0.829| 10.9842| 1.2156 1.574| 16.4705| plan(squ) | vect-geo | 800
0.9648| 1.2962| 27.7274| 2.2413] 2.6205| 32.3318| plan(squ) vect 800
14577 1.1729| 35.1814| 3.1776 2.844| 45.5173| plan(fo) geo 800
0.2038] 0.7102] 5.5934| 0.8813] 1.3272| 13.0459| plan(fo) | vect-geo | 800
0.5732] 1.1989| 22.5102 1.561| 2.3334| 31.4151| plan(fo) vect 800
1.5825| 1.1453| 40.8234| 3.4942| 2.9338| 49.3501| plan(f) geo 850
0.234288]0.460726| 6.724728|0.925317(1.022145|12.71434| plan(f) | vect-geo | 850
0.671] 1.0356| 27.0286 1.684| 2.4028| 34.0285| plan(f) vect 850
1.6463| 1.0263] 38.4538| 3.6984| 2.6883| 44.9559] geom geo 850
0.3156| 0.3641| 6.8297| 0.8569| 1.0669| 11.8878 geom vect-geo | 850
0.7317] 0.7863| 24.8799| 1.9145| 2.1479| 30.0837| geom vect 850
21157 1.1634| 45.9186| 4.1836] 3.1601| 52.4434| plan(squ) geo 850
0.6258 0.587| 14.3873| 1.3586| 1.5401| 19.4521| plan(squ) | vect-geo | 850
1.092 1.084| 32.4222 2.413] 2.6232| 37.646| plan(squ) vect 850
1.5976] 1.1244| 40.8065| 3.5073] 2.8822| 49.3291| plan(fo) geo 850
0.2672] 0.5022| 8.7588| 0.8765| 1.2406| 14.2934| plan(fo) | vect-geo | 850
0.6806| 0.9979| 27.0319] 1.7043| 2.3515| 34.0342| plan(fo) vect 850
1.757| 1.1571| 44.9389] 3.9773 2.758| 53.1882| plan(f) geo 900
0.394663|0.276706| 3.117862|0.923375/0.798016|8.878397| plan(f) | vect-geo | 900
0.5842| 0.9641| 26.0711] 1.5326| 2.2114| 33.7548| plan(f) vect 900
1.8096] 1.0619] 42.2969| 4.1685| 2.5692| 49.4466] geom geo 900
0.2238| 0.2538| 1.9945] 0.6894 0.64| 6.6215] geom vect-geo | 900
0.6376| 0.7153] 23.7197| 1.7598 1.877| 29.9875| geom vect 900
2.3303] 1.1718] 50.1424| 4.6945| 3.0581| 57.3088| plan(squ) geo 900
0.4366| 0.4175] 8.7184] 1.0635| 1.1338| 14.5217| plan(squ) | vect-geo | 900
1.0026| 1.0296| 31.6341 2.287| 2.3749| 37.9169| plan(squ) vect 900
0.5931| 0.9238| 26.0748] 1.5531 2.16] 33.763| plan(fo) geo 900
0.233] 0.3191] 3.6383] 0.8721] 0.9122| 10.3928| plan(fo) | vect-geo | 900
0.5931] 0.9238| 26.0748] 1.5531 2.16] 33.763] plan(fo) vect 900
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1.7976] 0.9356| 39.8023] 3.4707| 2.2543| 51.3693| plan(f) geo 950
0.171176]0.138178/ 4.003669| 0.447054| 0.40829|10.64881| plan(f) | vect-geo | 950
0.6193] 0.6869| 22.1553| 1.4064| 1.7798]| 32.8204| plan(f) vect 950
1.8498| 0.8924| 36.9653] 3.6603] 2.1721| 44.6124] geom geo 950
0.1673] 0.3402] 3.3632 0.78] 0.7137| 11.5357| geom vect-geo | 950
0.6759| 0.4956| 19.6097| 1.6042| 1.5225| 28.0516/ geom vect 950
2.4443| 0.9392| 45.1369] 4.2248| 2.5441 52.81| plan(squ) geo 950
0.7125| 0.1951 5.929| 1.3851| 0.8662| 15.1739| plan(squ) | vect-geo | 950
1.2142| 0.7475| 27.8589 2.195| 2.0428| 36.3296| plan(squ) vect 950
1.8146 0.925| 39.7807| 3.4865| 2.2069| 51.3423| plan(fo) geo 950
0.1305| 0.1684| 3.2332] 0.5526| 0.5433| 9.7277| plan(fo) | vect-geo | 950
0.6335| 0.6523| 22.1593| 1.4268| 1.7284| 32.8288| plan(fo) vect 950
2.3997| 1.1962| 53.5179] 4.9052 3.248| 64.5124| plan(f) geo 1000
0.412075]0.339559| 7.116377|0.812854|0.987497|15.76436| plan(f) | vect-geo | 1000
1.1297| 0.8478| 33.8641 2425 2.3983| 42.7964| plan(f) vect 1000
24395 1.1717| 50.4084| 5.0674| 3.0217| 58.6662] geom geo 1000
0.6203] 0.4995| 6.9338] 1.2563] 1.3085| 14.0467 geom vect-geo | 1000
1.1793] 0.7329| 31.0857| 2.6283] 2.1522| 38.3726] geom vect 1000
3.0849] 1.1912| 59.0362| 5.6751| 3.5667| 67.3401| plan(squ) geo 1000
1.2498| 0.3915] 15.6238| 1.8785] 1.1683| 22.7633| plan(squ) | vect-geo | 1000
1.7797| 0.8947| 39.7921| 3.2347| 2.7027| 47.1045| plan(squ) vect 1000
2.4164 1.189] 53.494| 4.9168] 3.1971| 64.4842| plan(fo) geo 1000
0.586] 0.3931] 9.4085| 1.0833] 1.0568| 17.4629| plan(fo) | vect-geo | 1000
1.1458| 0.8285| 33.8686| 2.4456| 2.3468| 42.8054| plan(fo) vect 1000
0.184] 0.5324| 8.6058] 0.4557| 1.0032| 9.9685| plan(lin) | vect-geo | 350
0.2064| 0.5157| 6.7339 0.466] 0.8832| 8.7607| plan(lin) geo 350
0.1584| 0.4735] 7.3431] 0.4274] 0.9054| 9.1634| plan(lin) vect 350
0.2458| 0.6483| 10.0493 0.629] 1.4645| 12.9799| plan(lin) | vect-geo | 400
0.3668| 0.6919| 12.5466| 0.8931 1.71] 15.4968| plan(lin) geo 400
0.2955| 0.7233| 11.6618] 0.7191] 1.6515| 14.5742| plan(lin) vect 400
0.3128| 0.3633| 10.4736] 1.0425] 0.9924| 12.9887| plan(lin) | vect-geo | 450
0.8114| 0.5875| 17.6913] 1.9093| 1.6746| 19.8286| plan(lin) geo 450
0.4918| 0.5538| 14.9847| 1.4301 1.494| 17.0536| plan(lin) vect 450
0.3545| 0.2584| 10.3485| 0.9199| 0.6195| 12.5758| plan(lin) | vect-geo | 500
0.9836| 0.5381| 19.6037| 2.0499| 1.3745| 22.6921| plan(lin) geo 500
0.5748| 0.4318| 16.0746] 1.3848| 1.1726| 18.7634| plan(lin) vect 500
0.4941 0.316] 8.9742] 1.1011] 0.7167| 11.6852| plan(lin) | vect-geo | 550
1.0835] 0.4521] 18.1258] 1.8941| 1.2903| 20.9877| plan(lin) geo 550
0.6833] 0.3069| 14.6598| 1.4466| 0.8473| 16.7873| plan(lin) vect 550
0.5208] 0.2764| 7.7054| 0.9089| 0.6242| 12.0223| plan(lin) | vect-geo | 600
1.1269] 0.4004| 17.6406] 1.7104] 1.1915] 22.0425| plan(lin) geo 600
0.7157| 0.2544| 13.8686| 1.1967| 0.7638] 18.155| plan(lin) vect 600
0.7955| 0.2821| 13.7682] 1.3587| 0.9254| 17.2308| plan(lin) | vect-geo | 650
1.2257 0.47) 21.3259| 2.1785| 1.4166| 24.9507| plan(lin) geo 650
0.9362| 0.4257| 18.5332] 1.7051] 1.2959| 21.2973| plan(lin) vect 650
0.2949] 0.2979| 8.5409] 0.6501 0.656| 12.2819| plan(lin) | vect-geo | 700
1.0359| 0.5259| 22.1165| 1.9996| 1.5571| 25.9961| plan(lin) geo 700
0.53| 0.5544| 16.8521| 1.0935| 1.3105| 20.6279| plan(lin) vect 700
0.3652| 0.5989| 11.7246| 0.7399| 0.9894| 14.2302| plan(lin) | vect-geo | 750
1.0329| 0.7449| 24.4949] 1.8301| 1.6851| 27.5855| plan(lin) geo 750
0.5828| 0.8246| 19.6033] 1.1857| 1.5293| 22.1264| plan(lin) vect 750
0.3469] 0.8238| 13.8107] 1.0176] 1.5688| 19.344| plan(lin) | vect-geo | 800
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1.7561] 1.2268] 43.1425 3.63] 3.1789] 48.6356] plan(lin) [ geo | 800
0.7985] 1.2914] 30.647| 2.0383] 2.6176| 35.1851| plan(lin) | vect | 800
0.4443] 0.5824] 17.4978] 1.1402] 1.5358| 22.6443| plan(lin) | vect-geo | 850
1.8961] 1.1607| 49.2097| 3.954] 3.1569] 55.754 plan(lin) | geo | 850
0.9094] 1.0798| 35.6331] 2.1895| 2.6188| 40.8544| plan(lin) | vect | 850
0.2537| 0.4125] 12.0637| 0.8219] 1.1265 17.888| plan(lin) | vect-geo | 900
2.0882] 1.1695| 53.7234] 4.4434] 3.0561] 60.937| plan(in) | geo | 900
0.8161] 1.0252] 35.1061] 2.045] 2.3712] 41.41| plan(in) | vect | 900
0.4508] 0.1911] 9.3818] 1.1229] 0.8615| 18.8744] plan(lin) | vect-geo | 950
2.1706] 0.9371| 48.9579] 3.9566| 2.5415| 56.7545| plan(lin) | geo | 950
0.9553] 0.7436] 31.5775 1.9324] 2.0389| 40.1636 plan(lin) | vect | 950
0.9649] 0.3899] 19.5389] 1.5998] 1.1618| 26.6305] plan(lin) | vect-geo [1000
2.7867] 1.1896] 63.1993] 5.3823| 3.5642| 71.6093| plan(lin) | geo [1000
1.4931] 0.8917| 43.8413] 2.9514] 2.6987| 51.1299] plan(lin) | vect |1000

(Uplan(fo)=Modified Planes (150x150), plan(f)=Modified Planes (100x100), geo=geometric
(Tsai), plan(lin)= Planes (linear), plan(squ)= Planes (quadratic).
Dvect=vectorial method, geo= geometric method, vect-geo= vectorial geometric

method.

®All data is given in millimetres.

Table A2. Data set 2 of errors (mm) obtained using different camera calibration methods
and different extraction techniques

Average Average Average Maximum Maximum Maximum Cal. Error
X y z X y z Method " type(z) Dist.
0.2041| 0.3156| 3.282] 0.7008| 0.9089| 8.5637| plan(f) vect-geo 350
0.1145| 0.141] 3.0033] 0.5074| 0.7773 8.702| plan(f) geo 350
0.1175] 0.1803| 3.3242] 0.4867| 0.8503| 8.7045| plan(f) vect 350
0.1134| 0.1631| 4.1474| 0.4931 0.6835| 9.8879| plan(f) vect-geo 400
0.3157| 0.3306| 7.0156| 0.8501 0.8735] 12.2172] plan(f) geo 400
0.2241| 0.2879| 6.2507| 0.6042] 0.7392] 11.4461| plan(f) vect 400
0.2269| 0.5715| 3.3343] 0.4669 1.429| 9.3886| plan(f) vect-geo 450
1.1083| 0.6076] 14.482] 2.0073| 1.9626] 20.4516| plan(f) geo 450
0.5712| 0.4264| 10.2374] 1.0989| 1.4468| 15.6145| plan(f) vect 450
0.3336| 0.7372| 2.9308] 0.5715 1.47] 8.8024| plan(f) vect-geo 500
1.3856] 0.6919] 16.9762| 2.5801 2.3083| 22.4985| plan(f) geo 500
0.7099| 0.4664| 11.3509] 1.4017| 1.5922| 16.8983| plan(f) vect 500
0.4358| 0.9796| 2.6569| 0.8865| 1.5933| 8.4914| plan(f) vect-geo 550
1.4901| 0.7886| 16.7327| 2.4676| 2.2913| 24.8572| plan(f) geo 550
0.7948| 0.5888| 10.5542| 1.4129| 1.6779| 18.0561| plan(f) vect 550
0.3657| 0.8393] 2.9195| 0.7274] 1.3225] 9.0717] plan(f) vect-geo 600
1.3599| 0.6324| 14.5738] 2.0539| 2.0926| 22.3146| plan(f) geo 600
0.6804| 0.4504| 8.3167] 1.1399| 1.3649| 14.9514| plan(f) vect 600
0.4568| 0.4588| 2.6895| 0.7435] 0.9883| 9.3318| plan(f) vect-geo 650
1.3389| 0.5007| 16.4164| 2.1748| 1.6753| 23.6568| plan(f) geo 650
0.7567| 0.3216| 10.7689| 1.1909| 1.0735] 17.9364| plan(f) vect 650
0.2214| 0.2156| 3.3596] 0.4887| 0.6052| 9.7955| plan(f) vect-geo 700
1.1496| 0.4457|16.9462| 2.1022| 1.1784| 25.8579| plan(f) geo 700
0.4994| 0.2989| 10.0747] 1.0294| 0.6083| 19.3987| plan(f) vect 700
0.1483| 0.1454| 2.7202| 0.4337 0.468| 8.2771| plan(f) vect-geo 750
1.2118| 0.6341| 20.4911| 2.6661 1.7681] 32.1127| plan(f) geo 750
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0.5005| 0.5507| 12.2963| 1.0856| 1.2327| 20.9565| plan(f) vect 750
0.1623| 0.4025| 3.6828] 0.5038| 0.7658] 12.9492| plan(f) vect-geo 800
1.292| 0.8723| 25.8663 2.803] 2.1794| 34.3882] plan(f) geo 800
0.5441| 0.862| 16.4241| 1.4702| 1.7332] 24.9054| plan(f) vect 800
0.3166] 0.3292| 7.5777| 1.0674| 0.9644| 15.8943| plan(f) vect-geo 850
1.9977| 1.0948| 43.2082| 4.7743| 2.8964| 54.7499| plan(f) geo 850
0.8637| 0.8274| 27.4891| 2.4342| 2.1674| 37.2564| plan(f) vect 850
0.1503| 0.2427| 3.6089] 0.5672| 0.8667| 8.6013] plan(f) vect-geo 900
2.3214| 1.1783]50.0496| 5.0756| 3.0706| 62.6618| plan(f) geo 900
0.7098| 0.7611]| 25.9286| 2.0452 1.818| 35.6924| plan(f) vect 900
0.2425] 0.325| 2.8439| 0.5623 1.1731 12.905| plan(f) vect-geo 950
2.2785| 1.0329|46.2142| 4.6524| 2.9839| 63.829| plan(f) geo 950
0.8684| 0.6267| 25.2964| 2.0636] 1.6843| 39.8357| plan(f) vect 950
0.5228| 0.3462] 5.679] 0.9523| 1.1944| 18.6245| plan(f) vect-geo | 1000
2.6247| 1.1934| 54.8181| 5.3013 2.883| 69.2136| plan(f) geo 1000
1.1558| 0.7841| 32.043] 2.3672| 1.8686| 42.5294| plan(f) vect 1000
0.1347| 0.1684| 3.9959| 0.5202| 0.8346| 8.7484| plan(fo) vect-geo 350
0.115] 0.1395] 3.002] 0.4991 0.7608 8.688| plan(fo) geo 350
0.1157| 0.1715] 3.323] 0.4808] 0.8325] 8.6922| plan(fo) vect 350
0.1691| 0.2573] 4.936] 0.5513| 0.6459| 10.1263| plan(fo) vect-geo 400
0.3113| 0.3371| 7.0137| 0.8447| 0.8867| 12.1982| plan(fo) geo 400
0.2212| 0.2959| 6.2493] 0.6107| 0.7573] 11.4299| plan(fo) vect 400
0.3035| 0.4485| 4.0094| 0.6984| 1.3467| 9.5281| plan(fo) vect-geo 450
1.1012] 0.604| 14.4777] 2.0007| 1.9452| 20.4283| plan(fo) geo 450
0.5658| 0.4227| 10.2356] 1.0929| 1.4293| 15.6014| plan(fo) vect 450
0.3945| 0.6119] 3.4646] 0.7675] 1.3832] 9.0572| plan(fo) vect-geo 500
1.3783| 0.6866| 16.9706| 2.5715| 2.2913| 22.4739| plan(fo) geo 500
0.7039| 0.4585| 11.3485] 1.3955| 1.5749| 16.8805| plan(fo) vect 500
0.4859| 0.8575| 2.6717| 0.9142 1.5055| 8.7677| plan(fo) vect-geo 550
1.4825| 0.7797| 16.7262 2459 2.2737| 24.831| plan(fo) geo 550
0.7883| 0.5742| 10.5513] 1.4066] 1.6606| 18.0376| plan(fo) vect 550
0.3916| 0.7194| 2.4427 0.683] 1.2345| 7.9384| plan(fo) vect-geo 600
1.3524| 0.6224| 14.5665| 2.0484| 2.0754| 22.2918| plan(fo) geo 600
0.6734| 0.4353| 8.3132] 1.1327| 1.3477| 14.9336| plan(fo) vect 600
0.4903| 0.3403| 2.8873] 0.7373] 0.8978] 9.6779| plan(fo) vect-geo 650
1.3314| 0.4975|16.4087| 2.1684| 1.6581| 23.6296| plan(fo) geo 650
0.7499| 0.319] 10.7648 1.184| 1.0564| 17.9164| plan(fo) vect 650
0.2206| 0.1335| 3.144] 0.4864| 0.4793] 10.1419| plan(fo) vect-geo 700
1.1419| 0.4488| 16.9372] 2.0949| 1.1611] 25.8307| plan(fo) geo 700
0.4932| 0.3062| 10.07| 1.0227| 0.6244| 19.3792| plan(fo) vect 700
0.1648| 0.2297| 2.4495| 0.4211 0.4551] 8.6764| plan(fo) vect-geo 750
1.2046| 0.6396| 20.4806| 2.6572| 1.7814| 32.0849| plan(fo) geo 750
0.4947| 0.5636| 12.291 1.079]  1.2499| 20.9388| plan(fo) vect 750
0.1832| 0.5064| 4.0872] 0.5615] 0.9392] 13.2992| plan(fo) vect-geo 800
1.2849| 0.8811| 25.8544| 2.7974| 2.1928| 34.3561| plan(fo) geo 800
0.5389| 0.8764| 16.4182] 1.4634| 1.7502| 24.8866| plan(fo) vect 800
0.3555| 0.3644| 8.4498| 1.1722| 0.9824| 16.5978| plan(fo) vect-geo 850
1.9909| 1.0981]43.1925| 4.7684| 2.9095| 54.726| plan(fo) geo 850
0.8589| 0.8361|27.4824| 2.4272| 2.1844| 37.2441| plan(fo) vect 850
0.1508| 0.2042| 3.2872| 0.6015] 0.7697| 8.1335| plan(fo) vect-geo 900
2.3143| 1.1806| 50.0296] 5.0688| 3.0835| 62.6174| plan(fo) geo 900
0.7054| 0.7697| 25.9214 2.038] 1.8347| 35.6683| plan(fo) vect 900
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0.2677| 0.2531| 2.704| 0.6532 1.0733| 13.3278] plan(fo) vect-geo 950
2.2712| 1.0338|46.1945] 4.6464| 2.9659| 63.788| plan(fo) geo 950
0.8626| 0.6338| 25.2885| 2.0562 1.701] 39.813] plan(fo) vect 950
0.5441| 0.328| 6.3958] 1.0535] 1.0945] 19.2802| plan(fo) vect-geo | 1000
2.6174| 1.1948| 54.7967| 5.2931 2.8649| 69.1806| plan(fo) geo 1000
1.1494| 0.7901| 32.0344 2.36] 1.8852| 42.5071| plan(fo) vect 1000
0.3179| 0.2043| 8.0359| 0.9048| 0.8422| 10.7913| plan(squ) | vect-geo 350
0.1953| 0.1739| 6.6728| 0.7467| 0.7732| 9.7687| plan(squ) geo 350
0.2654| 0.1713] 7.1652| 0.8058| 0.7176| 10.1481| plan(squ) vect 350
0.3609| 0.3451| 9.3104| 0.9228| 1.0206| 11.6146| plan(squ) | vect-geo 400
0.4835| 0.4181|10.9681| 1.2079 1.306] 13.6727| plan(squ) geo 400
0.398| 0.3764| 10.3585] 1.0615] 1.1653] 12.7328| plan(squ) vect 400
0.5646| 0.3531| 8.6217| 1.1055] 1.0266| 11.2588| plan(squ) | vect-geo 450
1.331] 0.5968| 18.6332] 2.3814] 1.6076] 21.2872| plan(squ) geo 450
0.8026| 0.4252] 14.593| 1.5285| 1.1048| 17.044| plan(squ) vect 450
0.6987| 0.4521| 8.2358| 1.2257| 0.9846| 11.3802| plan(squ) | vect-geo 500
1.6389| 0.6627|21.2973] 2.9564| 1.8716] 24.4591| plan(squ) geo 500
0.9807| 0.444)15.9073] 1.8607| 1.1634| 19.0358| plan(squ) vect 500
0.818] 0.6473| 6.9234 1.325] 1.1443] 9.9722| plan(squ) | vect-geo 550
1.771] 0.7012] 21.1983| 2.8743] 1.9127| 25.0259| plan(squ) geo 550
1.1005] 0.4751]| 15.2796 1.898 1.2447| 18.8065| plan(squ) vect 550
0.7355| 0.4945| 4.6696] 1.0787| 0.8935 8.8968| plan(squ) | vect-geo 600
1.6608| 0.5386] 19.1713] 2.5572| 1.6543| 22.2937| plan(squ) geo 600
1.0133] 0.321] 13.1918] 1.6147| 0.9848| 16.4577| plan(squ) vect 600
0.8649| 0.1957| 7.9412| 1.1797| 0.5471| 10.9505| plan(squ) | vect-geo 650
1.6627| 0.4987| 21.1688| 2.6733 1.2283| 23.0837| plan(squ) geo 650
1.1086| 0.3458| 15.8128| 1.7558| 0.9052] 18.0577| plan(squ) vect 650
0.5947| 0.1774| 5.8975 1.011 0.6116] 10.9157| plan(squ) | vect-geo 700
1.4938| 0.5207| 21.8058| 2.5521 1.3124| 26.4438| plan(squ) geo 700
0.8652| 0.4593| 15.2526| 1.5484 1.002] 19.4322| plan(squ) vect 700
0.5658| 0.4625| 6.6828| 0.9721 0.923] 11.2219| plan(squ) | vect-geo 750
1.5725| 0.768| 25.4753| 3.1678| 2.2997| 32.1627| plan(squ) geo 750
0.8663| 0.7852| 17.6282| 1.6706| 1.7669| 22.6711| plan(squ) vect 750
0.5688| 0.7835| 9.4873| 1.2948| 1.4702] 14.1612| plan(squ) | vect-geo 800
1.6643| 1.0589| 30.9778| 3.3915 2.719] 36.0891| plan(squ) geo 800
0.8993| 1.1311] 21.9122| 2.1485| 2.2775| 26.5287| plan(squ) vect 800
0.726] 0.4941| 14.4597| 1.7888 1.526| 23.2384| plan(squ) | vect-geo 850
2.3832| 1.1815| 48.4324 5.385| 3.4498| 60.1319] plan(squ) geo 850
1.2195| 1.0043| 33.1608| 3.1401 2.7248| 43.2233| plan(squ) vect 850
0.4185] 0.274| 5.9611] 1.2178] 0.8611 11.671| plan(squ) | vect-geo 900
2.7307| 1.2459|55.3252| 5.6192| 3.6328| 66.2219| plan(squ) geo 900
1.0672| 0.9555| 31.7305] 2.6916| 2.2898| 37.9961| plan(squ) vect 900
0.7439| 0.231] 7.5893| 1.3456| 0.8778] 14.052| plan(squ) | vect-geo 950
2.7252| 1.0786| 51.5989| 5.2914| 3.1204| 63.2145| plan(squ) geo 950
1.2968| 0.7995|31.2104| 2.7736| 2.2536| 39.9643| plan(squ) vect 950
1.0528| 0.365] 12.73] 1.8415 1.133| 21.8781| plan(squ) | vect-geo | 1000
3.0993] 1.252|60.3306] 5.9225| 3.3056| 72.7351| plan(squ) geo 1000
1.6181] 0.9667| 38.1191] 3.1107| 2.4471| 44.9816| plan(squ) vect 1000
0.1932] 0.1625| 3.2547| 0.6719] 0.6961] 5.9632 geom vect-geo 350
0.1575| 0.1403| 2.1275 0.5529| 0.6481 5.242] geom geo 350
0.1594| 0.1464| 2.5129] 0.5984| 0.6072] 5.5109] geom vect 350
0.2435| 0.2743| 4.0867| 0.6646] 0.8522] 6.3872] geom vect-geo 400
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0.3379| 0.3519] 6.0541| 1.0045] 1.1592| 8.7865 geom geo 400
0.2785| 0.3192| 5.3268| 0.8245| 1.0308] 7.7195] geom vect 400
0.3193| 0.3948| 3.0322] 0.8085] 1.0485] 5.6787| geom vect-geo 450
1.074| 0.5957| 13.344| 2.1433 1.654| 16.0074| geom geo 450
0.572| 0.4083| 9.1638 1.259] 1.1294| 11.6178] geom vect 450
0.3856] 0.5423| 2.2811] 0.9029 1.027 5.431 geom vect-geo 500
1.3412] 0.6807| 15.6554| 2.6741 1.929| 18.827| geom geo 500
0.6939| 0.4431) 10.1125] 1.5574| 1.1927| 13.2472] geom vect 500
0.4627| 0.7854| 1.3786] 0.9737| 1.2071] 3.6213] geom vect-geo 550
1.438| 0.7603| 15.2185| 2.5634| 2.0017| 19.0016] geom geo 550
0.7611| 0.5346| 9.1364| 1.5663| 1.3064| 12.6204] geom vect 550
0.3537| 0.6529] 2.2771] 0.6991 0.9772| 6.2715] geom vect-geo 600
1.3001] 0.6065| 12.8651] 2.2408| 1.7639| 15.9333] geom geo 600
0.6363| 0.3936| 6.7125 1.257 1.073] 9.9816] geom vect 600
0.4515| 0.2891| 1.1562| 0.7741 0.6536| 3.8994 geom vect-geo 650
1.2718| 0.4866| 14.5054 2.319] 1.3352| 16.4224| geom geo 650
0.7063| 0.3028| 8.9673] 1.3626] 0.7259| 11.2216] geom vect 650
0.1722| 0.1039] 2.6319 0.57| 0.3511] 7.5419] geom vect-geo 700
1.074| 0.4361| 14.8029| 2.1551 1.0483| 19.4168] geom geo 700
0.4547| 0.3041| 8.0554| 1.1299 0.756] 12.2088] geom vect 700
0.1542| 0.2474| 1.5541] 0.5005| 0.6236| 6.0642 geom vect-geo 750
1.1324| 0.6249| 18.1126| 2.7385| 2.0035] 24.785| geom geo 750
0.4599| 0.5806| 10.0584| 1.2217| 1.4752| 15.0924| geom vect 750
0.1895| 0.5377| 1.9156] 0.8004| 1.1296| 5.9268] geom vect-geo 800
1.2101| 0.8687| 23.2424 2.953| 2.4001| 28.2949| geom geo 800
0.5144| 0.8965| 13.9569| 1.6678| 1.9627| 18.5156] geom vect 800
0.3679| 0.3462] 5.887| 1.2602| 1.1602| 14.6186] geom vect-geo 850
1.9098| 1.073/40.2624| 4.9108] 3.1037| 51.8937| geom geo 850
0.8348| 0.8212| 24.7532| 2.6206| 2.3813| 34.7466| geom vect 850
0.2247| 0.1767| 3.3005] 0.6605] 0.5785] 7.0369 geom vect-geo 900
2.2208| 1.1523|46.7977| 5.1011 3.2662| 57.648] geom geo 900
0.6807| 0.7491| 22.956] 2.1365 1.945| 29.1764| geom vect 900
0.2254| 0.2428| 2.4333] 0.7603| 0.8136] 6.9686] geom vect-geo 950
2.1656| 1.003| 42.7456| 4.7607| 2.7335| 54.2743] geom geo 950
0.8017| 0.6061| 22.0976] 2.1973| 1.8682| 30.7638| geom vect 950
0.4717| 0.3099] 3.6146] 1.2277| 0.8452| 12.1433] geom vect-geo | 1000
2.5045| 1.161|51.0842 5.343] 2.9017| 63.4386] geom geo 1000
1.0714| 0.757| 28.6011] 2.5051 2.0389| 35.4112] geom vect 1000
0.3022| 0.2034| 8.3561| 0.8909 0.838] 11.1558| plan(lin) | vect-geo 350
0.1812| 0.1727| 6.9883| 0.7322| 0.7717| 10.1523| plan(lin) geo 350
0.2499| 0.1717| 7.4825| 0.7917| 0.7152| 10.5248| plan(lin) vect 350
0.3384| 0.3379] 9.8424| 0.8976] 1.0121| 12.2006| plan(lin) | vect-geo 400
0.457| 0.4114]11.5089] 1.1778] 1.3001] 14.2809| plan(lin) geo 400
0.3752| 0.3691| 10.8959| 1.0341 1.1585| 13.3271] plan(lin) vect 400
0.5188| 0.3613| 9.3569 1.061 1.0394| 12.0514| plan(lin) | vect-geo 450
1.2824| 0.5992| 19.4134| 2.3364| 1.6202| 22.0895| plan(lin) geo 450
0.7586| 0.4267| 15.3542| 1.4866] 1.1178] 17.8196| plan(lin) vect 450
0.6372| 0.4675| 9.1756| 1.1693 1.001| 12.3794| plan(lin) | vect-geo 500
1.5745| 0.668]22.2958| 2.8969| 1.8869| 25.5271| plan(lin) geo 500
0.9197| 0.4469| 16.8807| 1.8026| 1.1794| 20.0743| plan(lin) vect 500
0.7434| 0.6691| 8.0639 1.255] 1.1643] 11.1353| plan(lin) | vect-geo 550
1.6933| 0.7119/22.4034] 2.8013] 1.9331] 26.2369| plan(lin) geo 550
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1.0242| 0.4864| 16.457| 1.8264| 1.2644| 19.9971| plan(lin) vect 550
0.6479| 0.5198] 6.007] 0.9917| 0.9171] 10.2846| plan(lin) | vect-geo 600
1.5702| 0.5508| 20.5751] 2.4708| 1.6783| 23.6536| plan(lin) geo 600
0.9241| 0.3334| 14.5673] 1.5311 1.0088| 17.9009| plan(lin) vect 600
0.7631| 0.2088| 9.4986| 1.0826] 0.5746| 12.5503| plan(lin) | vect-geo 650
1.5582| 0.4987| 22.7881| 2.5731 1.2424| 24.7349| plan(lin) geo 650
1.0054| 0.3398| 17.4061| 1.6564| 0.8778| 19.6965| plan(lin) vect 650
0.4799| 0.1538| 7.6464| 0.8984| 0.5797| 12.7377| plan(lin) | vect-geo 700
1.3758| 0.5083| 23.635 2.4356| 1.2806| 28.3297| plan(lin) geo 700
0.7487| 0.4323] 17.05 1.4356| 0.9696| 21.2746| plan(lin) vect 700
0.4372| 0.427| 8.6469 0.8453] 0.8871| 13.251| plan(lin) | vect-geo 750
1.4401| 0.7432| 27.5271] 3.0381 2.2646| 34.2967| plan(lin) geo 750
0.7376| 0.7506| 19.6422| 1.5447| 1.7314] 24.7579| plan(lin) vect 750
0.4272| 0.7431)11.6692| 1.1573| 1.4298| 16.3236| plan(lin) | vect-geo 800
1.5184| 1.029]33.2599| 3.2476| 2.6798| 38.3664| plan(lin) geo 800
0.7683| 1.0904| 24.1506 2.008] 2.2379| 28.7691| plan(lin) vect 800
0.5854| 0.4672| 16.868| 1.6357| 1.4812| 25.7207| plan(lin) | vect-geo 850
2.2286| 1.1638| 50.9947| 5.2221 3.4055| 62.7808| plan(lin) geo 850
1.0866| 0.9728| 35.6518] 2.9827| 2.6804| 45.8002| plan(lin) vect 850
0.2734| 0.245| 8.5397| 1.0503] 0.8125 14.3386| plan(lin) | vect-geo 900
2.5578| 1.2307| 58.124| 5.4388| 3.5843| 69.0916| plan(lin) geo 900
0.9281| 0.9193| 34.4213 2.519] 2.2407| 40.7355| plan(lin) vect 900
0.5604| 0.2186| 10.3813] 1.1649| 0.8258| 16.8104| plan(lin) | vect-geo 950
2.5325| 1.0643|54.5889| 5.1017| 3.0684| 66.1983| plan(lin) geo 950
1.1193| 0.7644| 34.1062| 2.5901 2.2018| 42.8386| plan(lin) vect 950
0.8544| 0.3473| 15.7497| 1.6482 1.077| 24.8775| plan(lin) | vect-geo | 1000
2.891] 1.2357|63.5645| 5.7163] 3.2481| 76.004| plan(lin) geo 1000
1.4276| 0.9292]| 41.2503] 2.9131 2.3912| 48.1069| plan(lin) vect 1000

(Dplan(fo)=Modified Planes (150x150), plan(f)=Modified Planes (100x100), geo=geometric
(Tsai), plan(lin)= Planes (linear), plan(squ)= Planes (quadratic).
@yect=vectorial method, geo= geometric method, vect-geo= vectorial geometric

method.

All data is given in millimetres.
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Table A3. Data set 1 of errors (mm) obtained using different camera calibration methods
and different extraction techniques and only x-axis data

Average | Average | Average |Maximum|Maximum|Maximum Cal. Error

X y z X y z Method" | type® | Dist.

0.288] 0.6323| 5.2896| 0.9029 1.126] 9.2364 |plan(f) vect-geo 350

0.293| 0.6581| 5.2908| 0.9216/ 1.1904 9.234|plan(f) geo 350
0.2841| 0.6072| 5.2885| 0.8841| 1.0624| 9.2387|plan(f) vect 350
0.3036] 0.6992| 5.2053| 0.8445| 1.2914| 9.7181|plan(f) vect-geo 400
0.3072] 0.6271| 5.2047| 0.8544| 1.2244| 9.7209|plan(f) geo 400
0.3005| 0.7722] 5.2059| 0.8346| 1.3585] 9.7153|plan(f) vect 400
0.2539] 0.3213 4.143| 0.7251] 0.7442| 9.4288|plan(f) vect-geo 450
0.2591| 0.1975| 4.1409| 0.7424| 0.6179] 9.4389|plan(f) geo 450
0.2486| 0.4749| 4.1452| 0.7078] 0.8704] 9.4187|plan(f) vect 450
0.2034| 0.1148] 3.1559| 0.5507| 0.3883 7.879|plan(f) vect-geo 500
0.2087] 0.1911] 3.1538] 0.5672] 0.5596| 7.8929|plan(f) geo 500
0.1996| 0.2233] 3.1579] 0.5343] 0.4959| 7.8652|plan(f) vect 500
0.1161| 0.3194| 2.0303] 0.3654| 0.5795 6.181|plan(f) vect-geo 550
0.1287| 0.4988| 2.0327| 0.3562| 0.7561 6.189|plan(f) geo 550
0.1066| 0.1456 2.028| 0.3746 0.416 6.173|plan(f) vect 550
0.1731] 0.3068 2.112| 0.6809] 0.6225 5.424 plan(f) vect-geo 600
0.1807 0.488| 2.1158| 0.6735| 0.8264| 5.4404|plan(f) geo 600
0.1658] 0.1384| 2.1081| 0.6882| 0.4187| 5.4076|plan(f) vect 600
0.2954| 0.1826] 5.3109] 0.6988| 0.5125| 11.367|plan(f) vect-geo 650
0.2942 0.174| 5.3091] 0.6968| 0.6359| 11.3686|plan(f) geo 650
0.2972] 0.2736] 5.3126] 0.7009 0.61] 11.3655|plan(f) vect 650
0.3125| 0.2388| 2.7203] 0.8677] 0.4717] 6.9701|plan(f) vect-geo 700
0.3174| 0.1288| 2.7251| 0.8492| 0.4369| 6.9856|plan(f) geo 700
0.3094 0.431] 2.7155| 0.8862] 0.6874| 6.9547|plan(f) vect 700
0.2328| 0.5111] 2.5779] 0.9087| 0.8788] 7.1297|plan(f) vect-geo 750
0.2364| 0.3298| 2.5804| 0.8998| 0.7447| 7.1412|plan(f) geo 750
0.2302] 0.6985| 2.5755| 0.9177| 1.0128] 7.1181|plan(f) vect 750
0.5143| 0.6691| 2.4041] 0.9743] 0.9846| 6.9421|plan(f) vect-geo 800
0.5152] 0.2951| 2.4126| 0.9552| 0.6555| 6.9592|plan(f) geo 800
0.5134| 1.0485] 2.3956] 0.9933] 1.3137| 6.9251|plan(f) vect 800
0.4475| 0.3778] 3.2473| 0.8508 0.682| 7.7466|plan(f) vect-geo 850
0.4475| 0.1197| 3.2503| 0.8385| 0.3423| 7.7586|plan(f) geo 850
0.4475| 0.7646| 3.2444| 0.8631| 1.0217| 7.7346|plan(f) vect 850
0.7529| 0.2523 4.842| 1.4761| 0.5532| 11.3641|plan(f) vect-geo 900
0.7522] 0.2892| 4.8477| 1.4823] 0.9758| 11.3997|plan(f) geo 900
0.7535| 0.6608| 4.8363 1.47] 1.0213| 11.3285|plan(f) vect 900
0.4633] 0.2316] 7.6545| 1.2342| 0.7689| 16.8593|plan(f) vect-geo 950
0.4618] 0.4785 7.66] 1.2315] 1.1841] 16.8712|plan(f) geo 950
0.4656] 0.4327| 7.6495 1.237] 0.9441| 16.8474|plan(f) vect 950
0.1264| 0.1435] 3.2325 0.479] 0.3797| 9.2669|plan(f) vect-geo | 1000
0.1319] 0.5615| 3.2415 0.468| 0.8527| 9.2743|plan(f) geo 1000
0.1216] 0.3416| 3.2234| 0.4901| 0.6815] 9.2595|plan(f) vect 1000
0.2728 0.589| 5.2909| 0.8793] 1.0696| 9.2501|plan(fo) |vect-geo 350
0.2771] 0.6171] 5.2921| 0.8941] 1.1283] 9.2479|plan(fo) |geo 350
0.2697| 0.5611| 5.2897| 0.8645 1.011] 9.2523|plan(fo)  |vect 350
0.2862| 0.6545 5.207| 0.8228| 1.2451] 9.7322|plan(fo) |vect-geo 400
0.2887| 0.5856| 5.2064| 0.8305| 1.1835] 9.7351|plan(fo) |geo 400
0.2844| 0.7234| 5.2076 0.815] 1.3066| 9.7293|plan(fo) |vect 400
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0.2337] 0.2822| 4.1451] 0.7018] 0.6868| 9.4442|plan(fo) vect-geo 450
0.2379] 0.1789| 4.1429| 0.7154] 0.5541| 9.4543|plan(fo) |geo 450
0.2297| 0.4265| 4.1474| 0.6881| 0.8196] 9.4341|plan(fo) |vect 450
0.1842] 0.1149| 3.1587| 0.5275| 0.4408| 7.8953|plan(fo) |vect-geo 500
0.1888] 0.2289| 3.1566| 0.5405| 0.6138] 7.9091|plan(fo) |geo 500
0.1811] 0.1825| 3.1608| 0.5145] 0.4451| 7.8815|plan(fo) |vect 500
0.1128] 0.3686| 2.0349] 0.3478] 0.6323] 6.1972|plan(fo)  |vect-geo 550
0.1215] 0.5458| 2.0374| 0.3409] 0.8029| 6.2054|plan(fo) |geo 550
0.1057| 0.1914| 2.0325| 0.3548| 0.4685 6.189|plan(fo)  |vect 550
0.1761] 0.3563| 2.1158| 0.6631| 0.6689| 5.4262|plan(fo) |vect-geo 600
0.1822] 0.5359| 2.1198| 0.6579| 0.8677| 5.4426|plan(fo) |geo 600
0.17 0.1785] 2.1118| 0.6684| 0.4701| 5.4098|plan(fo) |vect 600
0.315 0.168] 5.3156] 0.7189| 0.5663| 11.3846|plan(fo) |vect-geo 650
0.3134| 0.1801| 5.3139] 0.7172] 0.6909| 11.3866|plan(fo) |geo 650
0.3167| 0.2322] 5.3173| 0.7207] 0.5585| 11.3827|plan(fo) |vect 650
0.2934| 0.2013] 2.7226| 0.8518 0.414| 6.9696|plan(fo) vect-geo 700
0.2974 0.124| 2.7276| 0.8375| 0.4797| 6.9849|plan(fo) |geo 700
0.2899| 0.3805| 2.7177 0.866] 0.6361] 6.9543|plan(fo) |vect 700
0.2137| 0.4618| 2.5846| 0.8911| 0.8188] 7.1505|plan(fo) |vect-geo 750
0.217 0.284| 2.5872| 0.8846 0.676| 7.1621|plan(fo) |geo 750
0.2112| 0.6472 2.582| 0.8976] 0.9616] 7.1389|plan(fo) |vect 750
0.4939] 0.6178] 2.4094| 0.9584| 0.9242] 6.9623|plan(fo) |vect-geo 800
0.4948| 0.2474 2.418| 0.9439| 0.5858| 6.9793|plan(fo) |geo 800
0.4931] 0.9971| 2.4008| 0.9729| 1.2625| 6.9452|plan(fo) |vect 800
0.4272 0.326 3.254| 0.8334| 0.6336| 7.7628|plan(fo) vect-geo 850
0.4273| 0.1313] 3.2568| 0.8241| 0.3042| 7.7747|plan(fo) |geo 850
0.4271] 0.7132] 3.2511| 0.8427| 0.9702] 7.7509|plan(fo)  |vect 850
0.7327 0.22] 4.8362| 1.4555| 0.5493| 11.3661|plan(fo) |vect-geo 900
0.7323] 0.3385] 4.8422| 1.4612 1.027| 11.4023|plan(fo)  |geo 900
0.733] 0.6117| 4.8302] 1.4499| 0.9692| 11.3299|plan(fo) |vect 900
0.4446| 0.2332| 7.6476] 1.2154 0.819| 16.8505|plan(fo) vect-geo 950
0.4426| 0.5288| 7.6536 1.214] 1.2328| 16.8625|plan(fo) |geo 950
0.4468| 0.3933| 7.6419] 1.2168| 0.8916] 16.8384|plan(fo)  |vect 950
0.1316] 0.1787| 3.2386| 0.4619] 0.4373] 9.2895|plan(fo) vect-geo | 1000
0.1357] 0.6159| 3.2476| 0.4541| 0.9008] 9.2971|plan(fo) |geo 1000
0.1279| 0.2903| 3.2296| 0.4697| 0.6303 9.282|plan(fo)  |vect 1000
0.2314| 0.5477| 8.6046 0.648| 1.0723| 10.1989|plan(squ) |vect-geo 350
0.2317] 0.5958| 8.6049| 0.6492] 1.1034]| 10.1942|plan(squ) |geo 350
0.2311] 0.5012| 8.6044| 0.6469] 1.0413| 10.2036|plan(squ) |vect 350
0.2041| 0.6354| 8.8234| 0.5938| 1.3368]| 11.7127|plan(squ) |vect-geo 400
0.2041 0.579| 8.8236| 0.5941| 1.2805| 11.7113|plan(squ) |geo 400
0.2041| 0.6926| 8.8231| 0.5936 1.393| 11.714|plan(squ) |vect 400
0.1757| 0.2705| 8.0247| 0.7083| 0.6697| 10.807|plan(squ) |vect-geo 450
0.1756] 0.1848| 8.0251| 0.7064| 0.5212] 10.818|plan(squ) |geo 450
0.1758| 0.4134| 8.0243| 0.7102] 0.8182] 10.7961|plan(squ) |vect 450
0.2156| 0.1216| 7.2354| 0.5873| 0.2961| 9.4281|plan(squ) |vect-geo 500
0.2154 0.206| 7.2362| 0.5864| 0.4773| 9.4441|plan(squ) |geo 500
0.2157| 0.1729| 7.2345| 0.5881| 0.4645 9.412|plan(squ) |vect 500
0.4092| 0.3312] 5.6162| 0.8506| 0.4725| 8.7402|plan(squ) |vect-geo 550
0.4091| 0.4957| 5.6174| 0.8495| 0.6606] 8.7326|plan(squ) |geo 550
0.4093] 0.1681 5.615| 0.8518 0.288| 8.7478|plan(squ) |vect 550
0.4538 0.303] 3.9319] 0.7427| 0.4883| 8.2069|plan(squ) |vect-geo 600
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0.4538] 0.4709| 3.9334| 0.7433] 0.6671] 8.2045|plan(squ) |geo 600
0.4538] 0.1395| 3.9304 0.742] 0.3095| 8.2093|plan(squ) |vect 600
0.7995| 0.1904| 10.1577| 1.2889| 0.6796| 14.1174|plan(squ) |vect-geo 650
0.7995| 0.1765| 10.1591| 1.2886| 0.5853| 14.1162|plan(squ) |geo 650
0.7995| 0.2713]| 10.1563| 1.2892| 0.7861| 14.1185|plan(squ) |vect 650
0.2437| 0.2536 3.568| 0.5461| 0.5398 7.341|plan(squ) |vect-geo 700
0.2438| 0.1013] 3.5707| 0.5462| 0.3104| 7.3568|plan(squ) |geo 700
0.2436| 0.4555| 3.5652| 0.5461| 0.7692| 7.3252|plan(squ) |vect 700
0.3409 0.56] 6.5701] 0.5036] 0.8007| 9.5089|plan(squ) |vect-geo 750
0.3409| 0.3819] 6.5728| 0.5044 0.635| 9.5236|plan(squ) |geo 750
0.3408 0.741] 6.5675] 0.5028| 0.9663| 9.4942|plan(squ) |vect 750
0.1562| 0.7353| 5.4435| 0.4164| 0.9817| 11.5522|plan(squ) |vect-geo 800
0.1564| 0.3632| 5.4504 0.417| 0.6211] 11.5548|plan(squ) |geo 800
0.1559| 1.1074| 5.4367| 0.4159| 1.4127| 11.5496|plan(squ) |vect 800
0.1911] 0.4598| 8.4195| 0.6154| 0.9291| 14.3767|plan(squ) |vect-geo 850
0.1911] 0.1125| 8.4273| 0.6158] 0.6062| 14.3733|plan(squ) |geo 850

0.191 0.841] 8.4117] 0.6149 1.252| 14.3802|plan(squ) |vect 850
0.2177] 0.2993| 2.1132] 0.7241| 0.6709| 7.6445|plan(squ) |vect-geo 900
0.2181| 0.2126| 2.1197 0.726] 0.7462| 7.6568|plan(squ) |geo 900
0.2173] 0.7504| 2.1066] 0.7221] 1.1359| 7.6322|plan(squ) |vect 900
0.3345 0.209| 3.0049| 0.7876| 0.7044| 11.5562|plan(squ) |vect-geo 950
0.3349] 0.3847| 3.0051| 0.7875| 0.9059| 11.5511|plan(squ) |geo 950

0.334| 0.5028| 3.0047| 0.7878] 1.1458| 11.5613|plan(squ) |vect 950
0.7198| 0.0882| 7.6356| 1.0589| 0.3612| 14.6951|plan(squ) |vect-geo | 1000
0.7199| 0.4335| 7.6474 1.06] 0.6827| 14.7298|plan(squ) |geo 1000
0.7198| 0.4671| 7.6238| 1.0578| 0.7777| 14.6604|plan(squ) |vect 1000
0.2382] 0.3554| 4.8005| 0.6225| 0.8232] 6.4045/geom vect-geo 350
0.2393] 0.3966| 4.7996| 0.6179] 0.8624| 6.3989|geom geo 350
0.2377] 0.3165| 4.8014| 0.6272 0.784| 6.4102|geom vect 350
0.2368| 0.4017| 4.6398, 0.6381] 1.0633 7.546/geom vect-geo 400
0.2371] 0.3546| 4.6408| 0.6338] 1.0147| 7.5443|geom geo 400
0.2365| 0.4519] 4.6387| 0.6424| 1.1119] 7.5478|geom vect 400
0.1652] 0.1566| 3.4692| 0.5115] 0.3816] 6.2526|geom vect-geo 450
0.1666] 0.2049| 3.4725| 0.5069| 0.5253]| 6.2663|geom geo 450

0.164| 0.1819| 3.4659| 0.5162 0.521| 6.2389|geom vect 450

0.113] 0.3019| 2.3637| 0.3392 0.561| 4.5066|geom vect-geo 500
0.1155| 0.4778| 2.3683| 0.3457| 0.7568] 4.5268|geom geo 500
0.1112] 0.1525| 2.3592| 0.3327| 0.3733] 4.4864|geom vect 500

0.129 0.641| 1.1002| 0.5745| 0.8014| 3.4148|geom vect-geo 550
0.1312| 0.8053 1.101] 0.5733| 0.9887| 3.4094|geom geo 550
0.1272| 0.4767| 1.0995 0.5757 0.614| 3.4202|geom vect 550
0.1634 0.635] 1.9611] 0.4092 0.832] 4.8894|geom vect-geo 600
0.1652] 0.8034| 1.9568] 0.4226 1.026] 4.8974|geom geo 600
0.1619] 0.4667| 1.9655| 0.4038| 0.6551] 4.8813|geom vect 600

0.424| 0.2566| 4.0963| 0.9258| 0.6648| 8.0325|geom vect-geo 650

0.425| 0.3603] 4.1006] 0.9263| 0.8032| 8.0327|geom geo 650
0.4229| 0.1801 4.092] 0.9252] 0.5265| 8.0324|geom vect 650
0.1939] 0.1462| 2.9225| 0.7312] 0.4082] 7.4729|geom vect-geo 700

0.195| 0.3293| 2.9149| 0.7402| 0.6152| 7.4749|geom geo 700
0.1933| 0.1167| 2.9301| 0.7221| 0.4247| 7.4709|geom vect 700
0.1215] 0.1712] 1.2858| 0.6654| 0.3791] 5.2004|geom vect-geo 750
0.1217 0.083] 1.2881] 0.6712] 0.5257| 5.2076|geom geo 750
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0.1217] 0.3443| 1.2836| 0.6595| 0.5541| 5.1932|geom vect 750
0.4072| 0.3103] 2.4342| 0.8656 0.588| 7.1332|geom vect-geo 800
0.4064| 0.1129] 2.4253| 0.8749| 0.3768] 7.1282|geom geo 800

0.408| 0.6855 2.443| 0.8562| 1.0285| 7.1382|geom vect 800
0.3528] 0.0839| 2.0698| 0.7442 0.454 6.789|geom vect-geo 850
0.3529| 0.3798| 2.0796 0.75] 0.5789| 6.7953|geom geo 850
0.3527| 0.3957| 2.0601| 0.7384| 0.7736] 6.7827|geom vect 850
0.6637 0.223| 6.7509 1.262 0.77] 13.0747|geom vect-geo 900
0.6634| 0.6604| 6.7244 1.261| 1.2462| 13.0456|geom geo 900

0.664 0.307| 6.7774 1.263| 0.6987| 13.1037|geom vect 900
0.4045| 0.4423| 9.7668 1.038] 1.0076| 19.7602|geom vect-geo 950
0.4062| 0.8606 9.741| 1.0411] 1.4293| 19.7371|geom geo 950
0.4032] 0.2201| 9.7927| 1.0349] 0.6976] 19.7832|geom vect 950
0.1354| 0.5014 2.835| 0.4075] 0.7192| 7.7986|geom vect-geo | 1000
0.1372] 0.9583| 2.8314| 0.4254] 1.1991| 7.7824|geom geo 1000
0.1336] 0.0894| 2.8386| 0.3897| 0.3051] 7.8148|geom vect 1000
0.2316] 0.5428 9.027| 0.6384| 1.0703| 10.4843|plan(lin) |vect-geo 350
0.2319] 0.5912| 9.0272| 0.6395| 1.1011] 10.4796|plan(lin)  |geo 350
0.2313] 0.4963| 9.0269| 0.6374] 1.0396] 10.489|plan(lin) |vect 350

0.205] 0.6303] 9.5124| 0.5529| 1.3341| 12.4506|plan(lin) |vect-geo 400
0.2051| 0.5743| 9.5127| 0.5536| 1.2775| 12.4492|plan(lin) |geo 400
0.2049| 0.6873| 9.5121| 0.5521| 1.3907| 12.4519|plan(lin)  |vect 400
0.1525| 0.2659 8.975| 0.6569| 0.6673| 11.6271|plan(lin) |vect-geo 450
0.1525| 0.1825| 8.9756 0.655| 0.5189| 11.6383|plan(lin) |geo 450
0.1524| 0.4081] 8.9744| 0.6589| 0.8158| 11.6159|plan(lin) |vect 450
0.1444| 0.1219| 8.4471| 0.5092| 0.2992| 10.5127|plan(lin) |vect-geo 500
0.1444 0.21] 8.4482] 0.5087| 0.4801| 10.523|plan(lin) |geo 500
0.1444| 0.1684| 8.4459| 0.5098| 0.4616] 10.5156|plan(lin) |vect 500
0.3052] 0.3364| 7.0852| 0.7568| 0.4786| 10.3554|plan(lin) |vect-geo 550
0.3053| 0.5008| 7.0867| 0.7556 0.667| 10.348|plan(lin) |geo 550
0.3052| 0.1732] 7.0838| 0.7579| 0.2914| 10.3627|plan(lin) |vect 550
0.3378] 0.3083| 5.6576] 0.6196] 0.4936] 9.9885|plan(lin) |vect-geo 600
0.3379 0.476] 5.6594| 0.6211] 0.6725] 9.9864|plan(lin) |geo 600
0.3377| 0.1444| 5.6558) 0.6181| 0.3148] 9.9906|plan(lin) |vect 600
0.6547| 0.1875| 12.183] 1.1485| 0.6756| 16.2038|plan(lin) |vect-geo 650
0.6547| 0.1758| 12.1846| 1.1482| 0.5813| 16.2028|plan(lin) |geo 650
0.6547| 0.2667| 12.1813] 1.1488| 0.7816] 16.2048|plan(lin)  |vect 650
0.1452| 0.2483| 5.7807| 0.5007| 0.5365| 9.4969|plan(lin) |vect-geo 700
0.1456] 0.0999| 5.7838| 0.5023| 0.3076] 9.5131|plan(lin) |geo 700
0.1448| 0.4501| 5.7776] 0.4991| 0.7655] 9.4807|plan(lin) |vect 700

0.174| 0.5545| 9.1065| 0.4165| 0.7925| 11.9167|plan(lin) |vect-geo 750
0.1742] 0.3766] 9.1095| 0.4185| 0.6262] 11.9318|plan(lin) |geo 750
0.1739] 0.7356| 9.1034| 0.4145| 0.9589| 11.9017|plan(lin)  |vect 750
0.1572| 0.7298| 8.2385| 0.5975| 0.9791| 14.3944|plan(lin) |vect-geo 800
0.1577] 0.3576| 8.2462| 0.5994| 0.6149| 14.3978|plan(lin) |geo 800
0.1568 1.102| 8.2309] 0.5957 1.41] 14.3911|plan(lin)  |vect 800
0.1127| 0.4543| 11.496 0.454 0.924| 17.5345|plan(lin)  |vect-geo 850
0.1132] 0.1089| 11.5047| 0.4552 0.601] 17.5318|plan(lin) |geo 850
0.1122] 0.8356| 11.4873| 0.4528 1.247| 17.5372|plan(lin)  |vect 850
0.3498| 0.2944| 4.5114] 0.9536| 0.6673| 10.9644|plan(lin) |vect-geo 900
0.3499| 0.2173| 4.5226| 0.9554 0.754| 10.9777|plan(lin)  |geo 900
0.3497 0.745| 4.5001] 0.9519 1.132] 10.951|plan(lin)  |vect 900
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0.2708] 0.209] 3.1497] 0.715] 0.7019] 11.8442|plan(lin) |vect-geo | 950
0.2712] 0.3899] 3.1568] 0.7171] 0.9138] 11.8426/plan(lin) |geo 950
0.2703] 0.498] 3.1425] 0.7129] 1.1433] 11.8458)plan(lin) |vect 950
0.4411] 0.0877| 11.5054] 0.7773] 0.3537| 18.5741|plan(lin) |vect-geo | 1000
0.4411| 0.4394] 11.5184] 0.7791] 0.6874] 18.5825/plan(lin) |geo 1000
0.441] 0.4617| 11.4924] 0.7755] 0.7753| 18.5657|plan(lin) |vect 1000

(Dplan(fo)=Modified Planes (150x150), plan(f)=Modified Planes (100x100), geo=geometric
(Tsai), plan(lin)= Planes (linear), plan(squ)= Planes (quadratic).
Dvect=vectorial method, geo= geometric method, vect-geo= vectorial geometric

method.

Al data is given in millimetres.

Table A4. Data set 2 of errors (mm) obtained using different camera calibration methods
and different extraction techniques and only x-axis data

Average | Average | Average [Maximum|Maximum|Maximum Cal. Error

X y z X y z Method"” type(z) Dist.
0.1721] 0.1911| 4.2349| 0.5463| 0.8859| 9.1321|plan(f) vect-geo 350
0.1742| 0.1963 4.225| 0.5685| 0.8527| 9.1158|plan(f) geo 350
0.1735] 0.2067| 4.2447| 0.5242| 0.9192] 9.1483|plan(f) vect 350
0.1301] 0.2171] 4.4856| 0.5049| 0.5416| 9.6846|plan(f) vect-geo 400
0.1293| 0.2154| 4.5001] 0.4825] 0.5953| 9.7032|plan(f) geo 400
0.1342] 0.2216 4.471] 0.5273| 0.5734| 9.6659|plan(f) vect 400
0.1098] 0.5133| 2.2733| 0.3006| 1.0585| 7.5968plan(f) vect-geo 450
0.1118] 0.6996| 2.3136| 0.3152] 1.2812] 7.6719|plan(f) geo 450
0.113 0.327| 2.2352] 0.3128| 0.8357| 7.5216|plan(f) vect 450
0.1647] 0.6899| 1.7994| 0.4659| 0.9548| 6.3631|plan(f) vect-geo 500
0.1734] 0.9182| 1.8304| 0.4684| 1.2305| 6.4797|plan(f) geo 500
0.1582| 0.4616| 1.7715| 0.4635| 0.6821| 6.2465|plan(f) vect 500
0.2575| 0.9358| 2.5193| 0.5667| 1.3146] 6.4115|plan(f) vect-geo 550
0.2622] 1.1709] 2.4815] 0.5216] 1.5524| 6.3047 plan(f) geo 550
0.2554| 0.7007| 2.5582| 0.6118] 1.0768| 6.5182|plan(f) vect 550
0.2847| 0.7972| 3.9053| 0.9314] 1.5195| 11.6181|plan(f) vect-geo 600
0.2824 1.024| 3.8297| 0.9275] 1.7418| 11.499|plan(f) geo 600
0.2893| 0.5703| 3.9841| 0.9353| 1.2973| 11.7373|plan(f) vect 600
0.2773] 0.4108] 2.4145| 0.7625] 0.7267| 7.7977|plan(f) vect-geo 650
0.2841| 0.6074| 2.3948| 0.7605] 0.9118] 7.7039|plan(f) geo 650
0.2705] 0.2147| 2.4362| 0.7645| 0.5416] 7.8915|plan(f) vect 650
0.2351 0.213] 4.0315] 1.1744| 0.8602| 11.7802|plan(f) vect-geo 700
0.2289| 0.4004| 3.9563| 1.1759] 1.0942] 11.645|plan(f) geo 700
0.2423| 0.1959| 4.1076] 1.1728] 0.6695] 11.9155|plan(f) vect 700
0.2106] 0.1641] 3.6367| 0.7539] 0.5403| 8.1608|plan(f) vect-geo 750
0.2028] 0.1924| 3.5485| 0.7528| 0.6904| 8.0091|plan(f) geo 750
0.222| 0.3612] 3.7294| 0.7551] 0.8104| 8.3125|plan(f) vect 750
0.221| 0.3988| 2.9469| 0.7897| 0.7306| 9.3193|plan(f) vect-geo 800
0.21] 0.1632 2915 0.7776] 0.4919| 9.4763|plan(f) geo 800
0.2349| 0.6717] 2.9812| 0.8064 0.98] 9.1623|plan(f) vect 800
0.2531] 0.1217| 3.9398| 1.0614| 0.5754| 10.5424 |plan(f) vect-geo 850
0.2427| 0.4253| 4.0092| 1.0412] 1.0259| 10.7503|plan(f) geo 850
0.2666] 0.3757| 3.8793| 1.0815] 0.7093| 10.3346|plan(f) vect 850
0.6946] 0.3352] 9.1388] 1.7199] 1.4826| 16.7186|plan(f) vect-geo 900
0.6785| 0.7915| 8.7974| 1.6831| 2.0305| 16.3649|plan(f) geo 900
0.7108] 0.3851| 9.4801| 1.7567| 0.9815| 17.0722|plan(f) vect 900
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0.3524| 0.3664| 7.1309] 1.2553| 1.0416| 13.9729|plan(f) vect-geo 950
0.339 0.813] 6.8514] 1.2331] 1.4861| 13.6696|plan(f) geo 950
0.3668| 0.2454| 7.4104| 1.2776] 0.7029| 14.2762|plan(f) vect 950
0.2003| 0.2782| 4.2172] 0.9299 0.748| 11.4059|plan(f) vect-geo | 1000
0.1959| 0.7554| 4.0803| 0.9099| 1.2361| 11.7287|plan(f) geo 1000
0.2096] 0.2333| 4.3751 0.95| 0.6179| 11.0831|plan(f) vect 1000
0.168| 0.1896] 4.2345| 0.5388| 0.8692| 9.1231|plan(fo) |vect-geo 350
0.1694| 0.1968| 4.2249| 0.5597| 0.8366] 9.1071|plan(fo) |geo 350
0.17] 0.2002| 4.2441| 0.5179] 0.9018] 9.1391|plan(fo) |vect 350
0.1296] 0.2252| 4.4845| 0.5129] 0.5396| 9.6739|plan(fo) vect-geo 400
0.1284| 0.2213| 4.4989| 0.4918| 0.5783] 9.6923|plan(fo) |geo 400
0.1342| 0.2322| 4.4701 0.534| 0.5894| 9.6555|plan(fo) |vect 400
0.1092] 0.4977| 2.2704| 0.3074] 1.0413] 7.5873|plan(fo) |vect-geo 450
0.11] 0.6854| 2.3102| 0.3039| 1.2641| 7.6612|plan(fo) |geo 450
0.1124| 0.3099| 2.2328| 0.3193] 0.8185| 7.5134|plan(fo) |vect 450
0.1607| 0.6742| 1.7959| 0.4721] 0.9376 6.35|plan(fo) vect-geo 500
0.1684| 0.9039] 1.8262] 0.4739] 1.2133 6.465|plan(fo)  |geo 500
0.1552| 0.4446| 1.7683| 0.4702] 0.6651] 6.2351|plan(fo)  |vect 500
0.2535| 0.9201| 2.5174| 0.5619] 1.2997| 6.4123|plan(fo) |vect-geo 550
0.2573| 1.1565| 2.4797| 0.5196] 1.5399| 6.3075|plan(fo) |geo 550
0.2518] 0.6838| 2.5556| 0.6042] 1.0594| 6.5171|plan(fo) |vect 550
0.2821| 0.7815 3.906| 0.9378 1.504| 11.6175|plan(fo)  |vect-geo 600
0.2796] 1.0095| 3.8315| 0.9335| 1.7279| 11.5004|plan(fo) |geo 600
0.2863| 0.5535| 3.9837| 0.9421 1.28| 11.7345|plan(fo)  |vect 600
0.2715] 0.3951] 2.4115] 0.7689| 0.7111] 7.7963|plan(fo) vect-geo 650
0.2782| 0.5928| 2.3922| 0.7664| 0.8978| 7.7042|plan(fo) |geo 650
0.2649| 0.1984 2.433| 0.7713] 0.5244| 7.8883|plan(fo) |vect 650
0.2345| 0.2031| 4.0328| 1.1806| 0.8452| 11.7817|plan(fo)  |vect-geo 700
0.2282 0.386] 3.9585| 1.1814| 1.0791| 11.6486|plan(fo) |geo 700
0.2415] 0.2025| 4.1076] 1.1798] 0.6524| 11.9147|plan(fo) |vect 700
0.2139| 0.1719| 3.6377| 0.7604| 0.5565| 8.1626|plan(fo) vect-geo 750
0.2058| 0.1821 3.551| 0.7587| 0.6752| 8.0133|plan(fo) |geo 750
0.2244| 0.3762| 3.7293 0.762 0.827| 8.3119|plan(fo)  |vect 750
0.2274] 0.4141] 2.9441| 0.7966] 0.7443| 9.3047|plan(fo) |vect-geo 800
0.2156] 0.1727] 2.9128| 0.7846] 0.5029| 9.4592|plan(fo) |geo 800
0.2406| 0.6882| 2.9784| 0.8133] 0.9965| 9.1502|plan(fo) |vect 800
0.2592| 0.1209] 3.9352] 1.0685 0.56| 10.5291|plan(fo)  |vect-geo 850
0.2486| 0.4106] 4.0032| 1.0485| 1.0118] 10.7337|plan(fo) |geo 850
0.2723] 0.3916] 3.8758| 1.0885| 0.7247| 10.3246|plan(fo)  |vect 850
0.7022| 0.3256| 9.1489| 1.7277| 1.4678| 16.7211|plan(fo) |vect-geo 900
0.6863| 0.7765| 8.8131| 1.6917| 2.0176] 16.3732|plan(fo) |geo 900
0.7181] 0.3941| 9.4847| 1.7637| 0.9978| 17.0689|plan(fo)  |vect 900
0.357 0.353] 7.1392] 1.2626| 1.0263| 13.9792|plan(fo) |vect-geo 950
0.3433] 0.7978| 6.8643| 1.2404| 1.4719| 13.6813|plan(fo) |geo 950
0.3713 0.252| 7.4141| 1.2847| 0.7191| 14.2772|plan(fo) |vect 950
0.2 0.2632] 4.2192] 0.9372| 0.7327| 11.3883|plan(fo)  |vect-geo | 1000
0.1951] 0.7402| 4.0843| 0.9171] 1.2219] 11.7062|plan(fo)  |geo 1000
0.2086| 0.2448 4.375| 0.9572] 0.6336| 11.0705|plan(fo)  |vect 1000
0.3801] 0.2275| 8.4263| 1.0468| 0.9018] 11.0999|plan(squ) |vect-geo 350
0.3846] 0.2529| 8.4137| 1.0374| 0.9669| 11.0851|plan(squ) |geo 350
0.3761| 0.2227| 8.4389| 1.0562| 0.8367| 11.1147|plan(squ) |vect 350
0.3181] 0.3195| 8.9498 0.913] 0.8911] 11.5733|plan(squ) |vect-geo 400
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0.3248] 0.3152| 8.9615| 0.9335| 0.8758]| 11.5705|plan(squ) |geo 400
0.3114] 0.3259| 8.9381] 0.8925| 0.9063| 11.5761|plan(squ) |vect 400
0.3238] 0.3263| 6.5679] 0.6803] 0.7297| 9.3261|plan(squ) |vect-geo 450
0.3354| 0.4981| 6.6414| 0.7265| 0.9484| 9.3869|plan(squ) |geo 450
0.3122] 0.1765| 6.4945| 0.6341 0.511] 9.2653|plan(squ) |vect 450
0.4068] 0.4807| 5.5985| 0.6772] 0.7623] 8.759%4|plan(squ) |vect-geo 500
0.4189] 0.7004| 5.6937| 0.7248] 1.0397| 8.8433|plan(squ) |geo 500
0.3948| 0.2616] 5.5032] 0.6295| 0.4848| 8.6754|plan(squ) |vect 500
0.5243| 0.7113 4.05| 0.8035] 0.9417| 7.0781|plan(squ) |vect-geo 550
0.5356| 0.9375| 4.1546| 0.7917| 1.2057 7.145|plan(squ) |geo 550
0.5129| 0.4851| 3.9453| 0.8153| 0.7102] 7.0112|plan(squ) |vect 550
0.4648| 0.5578 1.991] 0.8189| 1.0857| 6.3705|plan(squ) |vect-geo 600
0.4749| 0.7755| 2.0706| 0.8419] 1.3097| 6.4553|plan(squ) |geo 600
0.4548| 0.3453| 1.9127| 0.7959| 0.8617| 6.2858|plan(squ) |vect 600
0.6126] 0.1578] 5.2313] 0.7948 0.358| 8.5085|plan(squ) |vect-geo 650

0.622| 0.3416 5.33] 0.8322] 0.5698| 8.5916|plan(squ) |geo 650
0.6033] 0.0633| 5.1327| 0.7574 0.248| 8.4254|plan(squ) |vect 650
0.3486| 0.1886| 3.2746| 0.6685| 0.5408 8.74|plan(squ) |vect-geo 700
0.3567| 0.1828 3.332] 0.7103] 0.7062| 8.8115|plan(squ) |geo 700
0.3408] 0.3276| 3.2266| 0.6438| 0.7943| 8.6685|plan(squ) |vect 700
0.2611] 0.3868| 3.1412] 0.5198 0.884| 7.2951|plan(squ) |vect-geo 750
0.2699| 0.1785| 3.2556| 0.5414| 0.6216] 7.4288|plan(squ) |geo 750
0.2527| 0.6293| 3.0275| 0.4982| 1.1463| 7.1614|plan(squ) |vect 750
0.2549| 0.6999 5.213| 0.5106 0.997| 10.2989|plan(squ) |vect-geo 800
0.2647| 0.4359| 5.3718] 0.5728] 0.7329| 10.451|plan(squ) |geo 800
0.2468| 0.9639] 5.0542] 0.4794| 1.2611| 10.1467|plan(squ) |vect 800
0.2549 0.295| 8.0399| 0.7471| 0.7878| 17.7787|plan(squ) |vect-geo 850
0.2673| 0.1636| 8.2819] 0.7806| 0.5321] 17.9715|plan(squ) |geo 850
0.2433| 0.6793| 7.7979] 0.7135 1.087] 17.5859|plan(squ) |vect 850
0.3178] 0.2448| 3.3658| 1.0174| 0.9262| 6.9737|plan(squ) |vect-geo 900
0.3076| 0.4756| 3.1183| 0.9811| 1.4726| 6.6316|plan(squ) |geo 900
0.3297| 0.6131| 3.6228 1.0538] 1.3118| 7.3158|plan(squ) |vect 900
0.2788] 0.1803| 2.0641| 0.6928| 0.5893| 6.3741|plan(squ) |vect-geo 950
0.2872| 0.4637| 2.0142] 0.7024| 0.9749| 6.0399|plan(squ) |geo 950
0.2712] 0.4595| 2.1446| 0.6833] 1.0623| 6.7083|plan(squ) |vect 950
0.4791| 0.1345] 4.3902| 0.8019] 0.3825| 14.1422|plan(squ) |vect-geo | 1000
0.4919] 0.3849| 4.6362| 0.8453| 0.7143] 14.4591|plan(squ) |geo 1000
0.4663 0.559| 4.1471] 0.7927| 0.8424| 13.8253|plan(squ) |vect 1000
0.2326] 0.1819] 3.5118] 0.7939| 0.7381] 6.1694|geom vect-geo 350
0.2345| 0.1965| 3.5022| 0.7867| 0.7851] 6.1572|geom geo 350
0.2316] 0.1829] 3.5213] 0.8011| 0.6912] 6.1816|/geom vect 350
0.2129] 0.2421| 3.6596| 0.6305| 0.7065] 6.2822|geom vect-geo 400
0.2143| 0.2307 3.674| 0.6457| 0.6737| 6.2823|geom geo 400
0.2115 0.26] 3.6452| 0.6152] 0.7393 6.282|geom vect 400
0.0847| 0.4172] 1.2554| 0.3703] 0.7408] 3.6951|geom vect-geo 450
0.0916] 0.6085| 1.2921] 0.4064| 0.9676 3.758|geom geo 450
0.0802] 0.2298 1.223| 0.3342 0.514| 3.6322|geom vect 450
0.0932] 0.5981 1.067] 0.3387] 0.8728| 2.7557|geom vect-geo 500
0.1024| 0.8307| 1.0228| 0.3764| 1.1523| 2.8413|geom geo 500
0.0857| 0.3656| 1.1171 0.301] 0.5933| 2.6701|geom vect 500
0.1843| 0.8487| 2.4231| 0.4417 1.133| 4.8624|geom vect-geo 550
0.1916] 1.0874| 2.3406/ 0.4358 1.381] 4.7309|geom geo 550
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0.1785 0.61 2.507| 0.4475 0.885 4.994|geom vect 550
0.1932| 0.7155 4,986/ 0.7482| 1.3369| 9.8435|geom vect-geo 600
0.1927| 0.9453| 4.8778| 0.7322] 1.5743] 9.7282|geom geo 600
0.1937| 0.4874| 5.0943| 0.7641| 1.0996] 9.9588|geom vect 600
0.2069| 0.3351] 1.9374| 0.4474| 0.5952| 4.8759|geom vect-geo 650
0.2154| 0.5342| 1.8445| 0.4423| 0.8207| 4.7866|geom geo 650
0.1994| 0.1445 2.032| 0.4525| 0.3697| 4.9652|geom vect 650
0.1738] 0.1943 4.861] 0.9643] 0.7219] 11.345/geom vect-geo 700
0.1715] 0.3469| 4.7543| 0.9607| 0.9926| 11.2133|geom geo 700
0.1778| 0.2205| 4.9702| 0.9679| 0.7065| 11.4767|geom vect 700
0.2219| 0.1968| 4.9321] 0.5608| 0.7565| 10.1973|geom vect-geo 750
0.2144| 0.1675| 4.7914| 0.5337 0.599| 10.0261|geom geo 750
0.2303] 0.4177| 5.0727| 0.5878| 1.0284| 10.3685|geom vect 750
0.2726| 0.4546| 3.1958| 0.7144| 0.8374| 7.7799|geom vect-geo 800
0.2643| 0.1942| 3.0683] 0.7048, 0.5617 7.63|geom geo 800
0.2823 0.729 3.325| 0.7241| 1.1131] 7.9298|geom vect 800
0.3234| 0.1189| 3.2565| 0.8609| 0.4808] 9.0934|geom vect-geo 850
0.3143] 0.3779 3.207| 0.8398] 0.9025] 9.2869|geom geo 850
0.3338] 0.4222 3.313] 0.8821] 0.7954| 8.8998|geom vect 850
0.7762| 0.3372] 11.7855| 1.5781] 1.3109| 15.8474|geom vect-geo 900
0.76] 0.7479 1145 1.5431| 1.8703| 15.5075|geom geo 900
0.7924| 0.3938| 12.1209] 1.6131] 1.1312] 16.1874|geom vect 900
0.4109] 0.3494| 9.8222| 1.0878| 0.9326| 15.6659|geom vect-geo 950
0.3974| 0.7728| 9.5152| 1.0641| 1.3838]| 15.3343|geom geo 950
0.4245| 0.2568| 10.1291] 1.1116] 0.8608| 15.9975|geom vect 950
0.1767| 0.2487| 5.8435| 0.7769| 0.6501| 13.3709|geom vect-geo | 1000
0.1704| 0.7213 5.555| 0.7551 1.144| 13.029|geom geo 1000
0.185| 0.2462| 6.1507| 0.7988| 0.6095| 13.7129|geom vect 1000
0.3644| 0.2261| 8.7485| 1.0386| 0.8962| 11.5213|plan(lin) |vect-geo 350
0.3685| 0.2502| 8.7358| 1.0291| 0.9608]| 11.5062|plan(lin) |geo 350
0.3604| 0.2228| 8.7611| 1.0481| 0.8316| 11.5364|plan(lin) |vect 350
0.2959| 0.3108| 9.4799 0.885| 0.8814| 12.1766|plan(lin)  |vect-geo 400
0.3037] 0.3071| 9.4917| 0.9055| 0.8657| 12.1737|plan(lin) |geo 400
0.2901] 0.3168| 9.4681| 0.8644 0.897| 12.1794|plan(lin)  |vect 400
0.277] 0.3398 7.294| 0.6363] 0.7426| 10.0993|plan(lin) |vect-geo 450
0.2886| 0.5125| 7.3679] 0.6826 0.961| 10.1607|plan(lin)  |geo 450
0.2654| 0.1866| 7.2201 0.59] 0.5242| 10.0379|plan(lin) |vect 450
0.3468| 0.4988| 6.5265| 0.6196] 0.7812] 9.7448|plan(lin)  |vect-geo 500
0.3588| 0.7184| 6.6224| 0.6673] 1.0591| 9.8295|plan(lin) |geo 500
0.3347| 0.2791| 6.4307) 0.5719] 0.5034| 9.6602|plan(lin) |vect 500
0.4514| 0.7329| 5.1777| 0.7296] 0.9626| 8.2722|plan(lin)  |vect-geo 550
0.463| 0.9591 5.283| 0.7177] 1.2285| 8.3396|plan(lin) |geo 550
0.4399| 0.5067| 5.0725/ 0.7415 0.731] 8.2048|plan(lin)  |vect 550
0.3847| 0.5829| 3.1187| 0.7307] 1.1114] 7.7523|plan(lin) |vect-geo 600
0.3946| 0.8006| 3.2225| 0.7537| 1.3358| 7.8375|plan(lin) |geo 600
0.3753] 0.3689| 3.0183| 0.7076] 0.8871] 7.6672|plan(lin) |vect 600
0.5152 0.186| 6.7762] 0.6949 0.388] 10.0949|plan(lin)  |vect-geo 650
0.5245| 0.3707| 6.8754| 0.7324| 0.6001]| 10.1786|plan(lin) |geo 650
0.5058| 0.0591| 6.6769| 0.6574| 0.2202| 10.0111|plan(lin) |vect 650
0.2619 0.173| 4.5372| 0.6241| 0.5106| 10.5495|plan(lin) |vect-geo 700
0.2694| 0.2007| 4.6422| 0.6251| 0.7417| 10.6216|plan(lin)  |geo 700
0.2571] 0.3003| 4.4351| 0.6231| 0.7639] 10.4774|plan(lin)  |vect 700
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0.1707] 0.3518] 4.8899| 0.3912] 0.8496] 9.3041|plan(lin) |vect-geo 750
0.1769] 0.1597| 5.0198| 0.4128| 0.5875| 9.4388|plan(lin) |geo 750
0.1664| 0.5931| 4.7634| 0.3695| 1.1116] 9.1693|plan(lin)  |vect 750
0.1616] 0.6599| 7.3753| 0.3701| 0.9584| 12.4468|plan(lin) |vect-geo 800
0.1703] 0.3958 7.535| 0.4325| 0.6946| 12.5996|plan(lin) |geo 800
0.1548| 0.9239| 7.2155 0.356] 1.2223| 12.294|plan(lin) |vect 800
0.1517] 0.2547| 10.4195| 0.5914| 0.7436| 20.2356|plan(lin) |vect-geo 850
0.1599| 0.1886| 10.6629| 0.6249| 0.5774| 20.4297|plan(lin) |geo 850
0.1461| 0.6355| 10.1761| 0.5579| 1.0428| 20.0414|plan(lin) |vect 850
0.4072] 0.2429| 2.0353| 1.1776] 0.9734| 6.1094|plan(lin) |vect-geo 900

0.395| 0.5164| 1.9664| 1.1413] 1.5202| 6.3725|plan(lin) |geo 900
0.4202| 0.5694| 2.1464| 1.2139] 1.2668| 5.8462|plan(lin) |vect 900
0.2233] 0.1879] 2.8959 0.67 0.586| 8.3682|plan(lin)  |vect-geo 950
0.2253| 0.5119] 3.0901| 0.6507| 1.0272] 8.6195|plan(lin) |geo 950
0.2243| 0.4106] 2.7122| 0.6923] 1.0137| 8.1169|plan(lin) |vect 950

0.305 0.1169| 7.0381 0.607| 0.3254| 17.1034|plan(lin) |vect-geo | 1000
0.3146| 0.4397| 7.3512] 0.6514 0.771] 17.422|plan(lin)  |geo 1000
0.2966| 0.5045| 6.7251| 0.5978| 0.7893]| 16.7848|plan(lin) |vect 1000

(Dplan(fo)=Modified Planes (150x150), plan(f)=Modified Planes (100x100), geo=geometric
(Tsai), plan(lin)= Planes (linear), plan(squ)= Planes (quadratic).
)vect=vectorial method, geo= geometric method, vect-geo= vectorial geometric

method.

®All data is given in millimetres.
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Table AS. Data set 1 of errors (mm) obtained using different camera calibration methods
and different extraction techniques and only x-axis data (f, and f, recalculated for planes

methods).
Average | Average |AverageMaximumMaximum| Maximum Cal. Error
X y z X y z Method""” type(z) Dist.
0.288] 0.6323| 5.2896| 0.9029 1.126 9.2364plan(f) vect-geo 350
0.293| 0.6581| 5.2908, 0.9216] 1.1904 9.234/plan(f) geo 350
0.2841| 0.6072| 5.2885 0.8841| 1.0624 9.2387plan(f) vect 350
0.3036] 0.6992| 5.2053] 0.8445] 1.2914 9.7181plan(f) vect-geo 400
0.3072| 0.6271| 5.2047| 0.8544| 1.2244 9.7209plan(f) geo 400
0.3005] 0.7722| 5.2059| 0.8346] 1.3585 9.7153plan(f) vect 400
0.2539] 0.3213] 4.143] 0.7251| 0.7442 9.4288plan(f) vect-geo 450
0.2591| 0.1975] 4.1409] 0.7424| 0.6179 9.4389plan(f) geo 450
0.2486| 0.4749| 4.1452] 0.7078| 0.8704 9.4187plan(f) vect 450
0.2034| 0.1148| 3.1559| 0.5507| 0.3883 7.879plan(f) vect-geo 500
0.2087| 0.1911] 3.1538| 0.5672| 0.5596 7.8929plan(f) geo 500
0.1996] 0.2233| 3.1579] 0.5343| 0.4959 7.8652)plan(f) vect 500
0.1161] 0.3194| 2.0303] 0.3654| 0.5795 6.181plan(f) vect-geo 550
0.1287| 0.4988| 2.0327| 0.3562| 0.7561 6.189plan(f) geo 550
0.1066] 0.1456] 2.028| 0.3746 0.416 6.173plan(f) vect 550
0.1731] 0.3068] 2.112] 0.6809] 0.6225 5.424plan(f) vect-geo 600
0.1807 0.488| 2.1158| 0.6735] 0.8264 5.4404plan(f) geo 600
0.1658| 0.1384| 2.1081] 0.6882| 0.4187 5.4076plan(f) vect 600
0.2954| 0.1826| 5.3109] 0.6988| 0.5125 11.367plan(f) vect-geo 650
0.2942 0.174| 5.3091| 0.6968| 0.6359| 11.3686/plan(f) geo 650
0.2972| 0.2736] 5.3126] 0.7009 0.61] 11.3655)plan(f) vect 650
0.3125] 0.2388| 2.7203| 0.8677| 0.4717 6.9701plan(f) vect-geo 700
0.3174| 0.1288| 2.7251] 0.8492| 0.4369 6.9856plan(f) geo 700
0.3094 0.431| 2.7155| 0.8862] 0.6874 6.9547 plan(f) vect 700
0.2328| 0.5111]| 2.5779] 0.9087| 0.8788 7.1297plan(f) vect-geo 750
0.2364| 0.3298| 2.5804| 0.8998| 0.7447 7.1412)plan(f) geo 750
0.2302| 0.6985| 2.5755| 0.9177] 1.0128 7.1181)plan(f) vect 750
0.5143| 0.6691| 2.4041] 0.9743| 0.9846 6.9421 plan(f) vect-geo 800
0.5152| 0.2951| 2.4126] 0.9552| 0.6555 6.9592plan(f) geo 800
0.5134| 1.0485| 2.3956| 0.9933| 1.3137 6.9251plan(f) vect 800
0.4475| 0.3778| 3.2473| 0.8508 0.682 7.7466|plan(f) vect-geo 850
0.4475| 0.1197| 3.2503] 0.8385] 0.3423 7.7586plan(f) geo 850
0.4475| 0.7646| 3.2444| 0.8631| 1.0217 7.7346)plan(f) vect 850
0.7529] 0.2523| 4.842] 1.4761) 0.5532| 11.3641plan(f) vect-geo 900
0.7522| 0.2892| 4.8477| 1.4823| 0.9758| 11.3997plan(f) geo 900
0.7535] 0.6608| 4.8363 147 1.0213] 11.3285)plan(f) vect 900
0.4633] 0.2316| 7.6545] 1.2342] 0.7689| 16.8593plan(f) vect-geo 950
0.4618| 0.4785 7.66] 1.2315] 1.1841| 16.8712plan(f) geo 950
0.4656] 0.4327| 7.6495 1.237] 0.9441] 16.8474plan(f) vect 950
0.1264| 0.1435| 3.2325 0.479| 0.3797 9.2669plan(f) vect-geo 1000
0.1319] 0.5615| 3.2415 0.468| 0.8527 9.2743plan(f) geo 1000
0.1216] 0.3416| 3.2234| 0.4901| 0.6815 9.2595plan(f) vect 1000
0.2728 0.589| 5.2909| 0.8793] 1.0696 9.2501plan(fo)  |vect-geo 350
0.2771] 0.6171] 5.2921] 0.8941| 1.1283 9.2479plan(fo) |geo 350
0.2697| 0.5611| 5.2897| 0.8645 1.011 9.2523plan(fo)  vect 350
0.2862| 0.6545| 5.207| 0.8228| 1.2451 9.7322plan(fo) |vect-geo 400
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0.2887| 0.5856| 5.2064| 0.8305| 1.1835 9.7351[plan(fo)  |geo 400
0.2844| 0.7234| 5.2076 0.815| 1.3066 9.7293lplan(fo)  vect 400
0.2337| 0.2822| 4.1451| 0.7018| 0.6868 9.4442plan(fo) |vect-geo 450
0.2379| 0.1789| 4.1429| 0.7154| 0.5541 9.4543plan(fo) |geo 450
0.2297| 0.4265| 4.1474| 0.6881| 0.8196 9.4341lplan(fo)  vect 450
0.1842] 0.1149| 3.1587| 0.5275| 0.4408 7.8953plan(fo)  vect-geo 500
0.1888| 0.2289| 3.1566| 0.5405| 0.6138 7.9091plan(fo) |geo 500
0.1811| 0.1825| 3.1608| 0.5145| 0.4451 7.8815plan(fo) |vect 500
0.1128| 0.3686| 2.0349| 0.3478| 0.6323 6.1972plan(fo)  |vect-geo 550
0.1215] 0.5458| 2.0374| 0.3409| 0.8029 6.2054[plan(fo)  |geo 550
0.1057| 0.1914| 2.0325| 0.3548| 0.4685 6.189plan(fo)  |vect 550
0.1761| 0.3563| 2.1158| 0.6631| 0.6689 5.4262plan(fo) |vect-geo 600
0.1822| 0.5359| 2.1198| 0.6579| 0.8677 5.4426[plan(fo) |geo 600
0.17| 0.1785| 2.1118| 0.6684| 0.4701 5.4098plan(fo)  |vect 600
0.315 0.168| 5.3156| 0.7189| 0.5663| 11.3846)plan(fo) |vect-geo 650
0.3134| 0.1801| 5.3139] 0.7172| 0.6909| 11.3866/plan(fo) |geo 650
0.3167| 0.2322| 5.3173| 0.7207| 0.5585| 11.3827|plan(fo) |vect 650
0.2934| 0.2013| 2.7226| 0.8518 0.414 6.9696/plan(fo) |vect-geo 700
0.2974 0.124| 2.7276| 0.8375| 0.4797 6.9849plan(fo) |geo 700
0.2899| 0.3805| 2.7177 0.866| 0.6361 6.9543plan(fo)  |vect 700
0.2137] 0.4618| 2.5846| 0.8911| 0.8188 7.1505[plan(fo) vect-geo 750
0.217 0.284| 2.5872| 0.8846 0.676 7.1621plan(fo) |geo 750
0.2112| 0.6472| 2.582| 0.8976| 0.9616 7.1389plan(fo)  |vect 750
0.4939| 0.6178| 2.4094| 0.9584| 0.9242 6.9623plan(fo) |vect-geo 800
0.4948| 0.2474| 2.418] 0.9439| 0.5858 6.9793|plan(fo)  |geo 800
0.4931| 0.9971| 2.4008| 0.9729| 1.2625 6.9452plan(fo)  |vect 800
0.4272 0.326] 3.254| 0.8334| 0.6336 7.7628plan(fo) |vect-geo 850
0.4273| 0.1313| 3.2568| 0.8241| 0.3042 7.7747plan(fo) |geo 850
0.4271] 0.7132| 3.2511| 0.8427| 0.9702 7.7509plan(fo)  vect 850
0.7327 0.22] 4.8362| 1.4555| 0.5493| 11.3661plan(fo) |ect-geo 900
0.7323] 0.3385| 4.8422| 1.4612 1.027| 11.4023[plan(fo) |geo 900
0.733] 0.6117| 4.8302] 1.4499| 0.9692| 11.3299plan(fo) |vect 900
0.4446| 0.2332| 7.6476| 1.2154 0.819] 16.8505plan(fo)  |vect-geo 950
0.4426| 0.5288| 7.6536 1.214| 1.2328| 16.8625plan(fo) |geo 950
0.4468| 0.3933| 7.6419] 1.2168] 0.8916] 16.8384[plan(fo) |vect 950
0.1316] 0.1787| 3.2386| 0.4619| 0.4373 9.2895plan(fo)  |vect-geo 1000
0.1357| 0.6159| 3.2476| 0.4541| 0.9008 9.2971lplan(fo) |geo 1000
0.1279| 0.2903| 3.2296| 0.4697| 0.6303 9.282plan(fo) |vect 1000
0.2499| 0.4706| 4.7855| 0.6611| 0.9157 6.434plan(squ) |vect-geo 350
0.2501| 0.5115| 4.7857| 0.6608| 0.9555 6.4298|plan(squ) |geo 350
0.2498| 0.4309| 4.7852| 0.6613| 0.8913 6.4382|plan(squ) |vect 350
0.2473| 05527 4.671| 0.6566| 1.1746 7.5425[plan(squ) ect-geo 400
0.2472| 0.4903| 4.6712| 0.6564| 1.1117 7.5411plan(squ) |geo 400
0.2474| 0.6168| 4.6708| 0.6568| 1.2375 7.544plan(squ) |vect 400
0.1693| 0.1905| 3.5459| 0.4619| 0.5172 6.3744/plan(squ) |vect-geo 450
0.1691| 0.1419| 3.5464 0.462| 0.3796 6.3859)plan(squ) [geo 450
0.1694| 0.3328| 3.5455| 0.4619| 0.6723 6.3628|plan(squ) |vect 450
0.1118] 0.1316| 2.4765 0.333| 0.3347 4.6726plan(squ) |vect-geo 500
0.1118| 0.2901| 2.4777| 0.3337 0.531 4.6893plan(squ) |geo 500
0.1117| 0.1047| 2.4753| 0.3323 0.314 4.656|plan(squ) |vect 500
0.1422| 0.4283| 1.1248| 0.5617| 0.6162 3.5378plan(squ) ect-geo 550
0.1422| 0.5995| 1.1271| 0.5604| 0.8108 3.5297plan(squ) |geo 550
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0.1422 0.257| 1.1225| 0.5629| 0.4215 3.5458plan(squ) |vect 550
0.1908] 0.4052| 1.8064| 0.4405] 0.6282 4.7279lplan(squ) vect-geo 600
0.1911] 0.5798| 1.8053] 0.4412| 0.8164 4.7405plan(squ) |geo 600
0.1906/ 0.2329| 1.8076] 0.4398 0.4401 4.7154plan(squ) |vect 600
0.4778] 0.1444| 4.3424| 0.9638 0.506 8.2622plan(squ) vect-geo 650
0.4777) 0.1737| 4.3438] 0.9634| 0.5063 8.261|plan(squ) |geo 650
0.4778| 0.1827| 4.341| 0.9642 0.607 8.2634plan(squ) |vect 650
0.1562| 0.1644| 2.6532| 0.6847 0.495 7.1999plan(squ) vect-geo 700
0.1564| 0.1198| 2.6507 0.686] 0.4039 7.2087|plan(squ) |geo 700
0.156] 0.3488| 2.6558| 0.6834| 0.7312 7.191|plan(squ) |vect 700
0.0843| 0.4429| 1.3263] 0.6068| 0.6507 4.9041plan(squ) |vect-geo 750
0.0845| 0.2649| 1.3291] 0.6087| 0.4785 4.9177plan(squ) geo 750
0.0841| 0.6284| 1.3235] 0.6049] 0.8229 4.8906plan(squ) |vect 750
0.2981| 0.6106| 2.2293| 0.7788| 0.9334 6.7551plan(squ) |vect-geo 800
0.2982] 0.2359| 2.2268| 0.7804| 0.4957 6.7617|plan(squ) |geo 800
0.298| 0.9892| 2.2318| 0.7772 1.371 6.7486plan(squ) |vect 800
0.2267| 0.3298| 2.2433] 0.6322| 0.7344 7.1938|plan(squ) |vect-geo 850
0.2267| 0.1043| 2.249] 0.6333] 0.4051 7.1903|plan(squ) |geo 850
0.2266| 0.7175] 2.2376] 0.6312] 1.0637 7.1972plan(squ) |vect 850
0.5155| 0.2084| 6.2764| 1.1348] 0.5969| 12.5836|plan(squ) vect-geo 900
0.5156| 0.3355| 6.2661] 1.1368] 0.9546| 12.5719plan(squ) |geo 900
0.5155| 0.6225| 6.2867| 1.1328] 1.0684| 12.5953plan(squ) |vect 900
0.3154| 0.2417] 9.257 0.897] 0.7021] 19.2414plan(squ) |vect-geo 950
0.3156/ 0.5193| 9.2463] 0.8991] 1.1193| 19.2362plan(squ) |geo 950
0.3152| 0.4035| 9.2677] 0.8948 1.089| 19.2466/plan(squ) |vect 950
0.2774| 0.1439| 2.7048] 0.6082| 0.3533 7.2372|plan(squ) ect-geo 1000
0.2776| 0.5852| 2.7082] 0.6093] 0.8394 7.238plan(squ) |geo 1000
0.2772| 0.3282| 2.7014| 0.6071] 0.7155 7.2363|plan(squ) |vect 1000
0.2382] 0.3554| 4.8005| 0.6225] 0.8232 6.4045geom vect-geo 350
0.2393| 0.3966| 4.7996| 0.6179] 0.8624 6.3989geom geo 350
0.2377| 0.3165| 4.8014| 0.6272 0.784 6.4102geom vect 350
0.2368] 0.4017| 4.6398] 0.6381] 1.0633 7.546geom vect-geo 400
0.2371] 0.3546| 4.6408] 0.6338] 1.0147 7.5443|geom geo 400
0.2365] 0.4519| 4.6387| 0.6424| 1.1119 7.5478|geom vect 400
0.1652| 0.1566| 3.4692] 0.5115] 0.3816 6.2526geom vect-geo 450
0.1666| 0.2049| 3.4725| 0.5069| 0.5253 6.2663)geom geo 450
0.164| 0.1819] 3.4659| 0.5162 0.521 6.2389geom vect 450
0.113] 0.3019| 2.3637| 0.3392 0.561 4.5066/geom vect-geo 500
0.1155| 0.4778| 2.3683] 0.3457| 0.7568 4.5268geom geo 500
0.1112| 0.1525| 2.3592| 0.3327| 0.3733 4.4864geom vect 500
0.129 0.641] 1.1002| 0.5745| 0.8014 3.4148|geom vect-geo 550
0.1312] 0.8053] 1.101] 0.5733] 0.9887 3.4094/geom geo 550
0.1272| 0.4767| 1.0995| 0.5757 0.614 3.4202|geom vect 550
0.1634 0.635| 1.9611] 0.4092 0.832 4.8894|geom vect-geo 600
0.1652] 0.8034| 1.9568| 0.4226 1.026 4.8974geom geo 600
0.1619] 0.4667| 1.9655] 0.4038 0.6551 4.8813geom vect 600
0.424| 0.2566| 4.0963| 0.9258| 0.6648 8.0325geom vect-geo 650
0.425| 0.3603] 4.1006] 0.9263| 0.8032 8.0327/geom geo 650
0.4229| 0.1801] 4.092] 0.9252| 0.5265 8.0324geom vect 650
0.1939| 0.1462| 2.9225| 0.7312| 0.4082 7.4729|geom vect-geo 700
0.195] 0.3293] 2.9149] 0.7402| 0.6152 7.4749|geom geo 700
0.1933] 0.1167] 2.9301] 0.7221| 0.4247 7.4709|geom vect 700
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0.1215] 0.1712] 1.2858| 0.6654| 0.3791 5.2004/geom vect-geo 750
0.1217 0.083| 1.2881| 0.6712| 0.5257 5.2076/geom geo 750
0.1217| 0.3443| 1.2836] 0.6595 0.5541 5.1932|geom vect 750
0.4072] 0.3103| 2.4342] 0.8656 0.588 7.1332|geom vect-geo 800
0.4064| 0.1129| 2.4253| 0.8749| 0.3768 7.1282|geom geo 800
0.408] 0.6855] 2.443| 0.8562| 1.0285 7.1382|geom vect 800
0.3528| 0.0839| 2.0698] 0.7442 0.454 6.789geom vect-geo 850
0.3529| 0.3798| 2.0796 0.75] 0.5789 6.7953)geom geo 850
0.3527| 0.3957| 2.0601] 0.7384| 0.7736 6.7827geom vect 850
0.6637 0.223| 6.7509 1.262 0.77] 13.0747geom vect-geo 900
0.6634| 0.6604| 6.7244 1.261| 1.2462] 13.0456/geom geo 900
0.664 0.307| 6.7774 1.263| 0.6987| 13.1037|geom vect 900
0.4045| 0.4423| 9.7668 1.038] 1.0076] 19.7602|geom vect-geo 950
0.4062] 0.8606| 9.741] 1.0411| 1.4293| 19.7371geom geo 950
0.4032| 0.2201] 9.7927| 1.0349| 0.6976| 19.7832|geom vect 950
0.1354| 0.5014| 2.835] 0.4075 0.7192 7.7986/geom vect-geo 1000
0.1372] 0.9583| 2.8314] 0.4254] 1.1991 7.7824/geom geo 1000
0.1336/ 0.0894| 2.8386] 0.3897, 0.3051 7.8148|geom vect 1000
0.3385| 0.4122| 2.9614| 0.8135] 0.7116 4.5045plan(lin)  \vect-geo 350
0.3384| 0.4369| 2.9616] 0.8131) 0.7471 4.5017plan(lin) |geo 350
0.3386/ 0.3875| 2.9613] 0.8139] 0.6761 4.5073plan(lin)  vect 350
0.3672] 0.4939| 2.9175] 0.8397 0.921 5.8305plan(lin)  vect-geo 400
0.3671] 0.4129| 2.9178] 0.8394| 0.8408 5.8287|plan(lin) |geo 400
0.3672 0.575| 2.9172 0.84] 1.0013 5.8324/plan(lin) |vect 400
0.3257] 0.1231] 1.907] 0.6747| 0.3698 4.5866/plan(lin) |vect-geo 450
0.3257| 0.0917| 1.9078| 0.6748| 0.2529 4.5997plan(lin) |geo 450
0.3257| 0.2908| 1.9062] 0.6745] 0.5218 4.5734plan(lin)  vect 450
0.2926| 0.1654| 1.3191] 0.5649| 0.3405 2.9534plan(lin) |vect-geo 500
0.2927| 0.3656| 1.3215] 0.5656| 0.5462 2.9718plan(lin) |geo 500
0.2926/ 0.0615| 1.3166] 0.5642 0.195 2.9351plan(lin)  |vect 500
0.1559| 0.4871| 1.3956| 0.4575 0.794 4.6192plan(lin) |vect-geo 550
0.1559| 0.6751] 1.3942 0.459] 1.0057 4.6265plan(lin) geo 550
0.1559| 0.2994| 1.3969 0.456] 0.5824 4.6119plan(lin)  vect 550
0.1637| 0.4651| 3.0381] 0.6928| 0.8456 6.1053plan(lin) |vect-geo 600
0.164| 0.6565| 3.0365| 0.6951| 1.0506 6.1185plan(lin) |geo 600
0.1634| 0.2838| 3.0396| 0.6904| 0.6407 6.092plan(lin)  |vect 600
0.1823] 0.0958] 3.002] 0.6386 0.284 6.9057plan(lin)  |vect-geo 650
0.1824| 0.1937| 3.0038] 0.6382| 0.3873 6.9044plan(lin) |geo 650
0.1823| 0.1184| 3.0003 0.639 0.402 6.907plan(lin)  vect 650
0.4698| 0.1894| 3.9204| 1.0315] 0.6067 8.4806plan(lin) |vect-geo 700
0.4698| 0.2113| 3.9169] 1.0332] 0.6416 8.4895plan(lin) |geo 700
0.4698 0.318] 3.9239] 1.0298] 0.8593 8.4717plan(lin)  |vect 700
0.4099 0.389] 1.484| 0.9804| 0.6358 6.0695plan(lin) |vect-geo 750
0.4099| 0.2129| 1.4836] 0.9826| 0.5459 6.0836plan(lin) |geo 750
0.4099| 0.5822| 1.4843] 0.9782| 0.8538 6.0555plan(lin)  |vect 750
0.7105] 0.5437| 2.9222| 1.1867| 1.0627 7.9145plan(lin)  vect-geo 800
0.7105/ 0.1967| 2.9181] 1.1886 0.609 7.9204/plan(lin) |geo 800
0.7105/ 0.9386| 2.9262| 1.1848| 1.5164 7.9086/plan(lin)  |vect 800
0.6644| 0.2627| 1.8776] 1.0718 0.507 6.128plan(lin) |vect-geo 850
0.6644| 0.1508| 1.8833 1.073| 0.3914 6.1252plan(lin) |geo 850
0.6644| 0.6667| 1.872] 1.0706| 0.9366 6.1308plan(lin)  |vect 850
0.9867 0.25| 7.3324 1.598| 0.7162] 13.6609|plan(lin) |vect-geo 900
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0.9866] 0.4302| 7.3201] 1.5998| 1.2124| 13.6475plan(lin) |geo 900
0.9867| 0.5831| 7.3447| 1.5961| 1.2119| 13.6743)plan(lin) |vect 900
0.7158] 0.3306|10.2402] 1.3889] 0.9634| 20.2367pplan(lin) |vect-geo 950
0.7158 0.614] 10.228| 1.3912] 1.3922| 20.2299plan(lin) geo 950
0.7159] 0.4041]10.2525] 1.3867| 1.2327| 20.2435plan(lin) |ect 950
0.2657] 0.2153| 2.925 0.67] 0.5097 8.1233|plan(lin)  vect-geo 1000
0.2657| 0.6702| 2.9261 0.673| 0.9962 8.1228plan(lin) |geo 1000
0.2657| 0.2775] 2.9238 0.667] 0.8593 8.1237plan(lin)  |vect 1000

1)plan(f0)= Modified Planes (150x150), plan(f)= Modified Planes (100x100), geo=geometric
(Tsai), plan(lin)= Planes (linear), plan(squ)= Planes (quadratic).
)vect=vectorial method, geo= geometric method, vect-geo= vectorial geometric
method.
®All data is given in millimetres.

Table A6. Data set 2 of errors (mm) obtained using different camera calibration methods
and different extraction techniques and only x-axis data (f; and f, refined for planes

methods).
Average|Average|Average [Maximum|Maximum|Maximum Cal. Error
X y z X y z Method" | type® | Dist.

0.1721] 0.1911] 4.2349| 0.5463| 0.8859| 9.1321|plan(f) vect-geo 350
0.1742| 0.1963| 4.225] 0.5685| 0.8527| 9.1158|plan(f) geo 350
0.1735| 0.2067| 4.2447| 0.5242| 0.9192| 9.1483|plan(f) vect 350
0.1301] 0.2171] 4.4856| 0.5049| 0.5416] 9.6846|plan(f) vect-geo 400
0.1293| 0.2154| 4.5001| 0.4825| 0.5953| 9.7032|plan(f) geo 400
0.1342| 0.2216] 4.471] 0.5273| 0.5734| 9.6659|plan(f) vect 400
0.1098| 0.5133| 2.2733| 0.3006] 1.0585| 7.5968|plan(f) vect-geo 450
0.1118| 0.6996| 2.3136] 0.3152| 1.2812| 7.6719|plan(f) geo 450
0.113| 0.327] 2.2352] 0.3128] 0.8357| 7.5216|plan(f) vect 450
0.1647| 0.6899| 1.7994| 0.4659| 0.9548| 6.3631|plan(f) vect-geo 500
0.1734| 0.9182| 1.8304| 0.4684| 1.2305] 6.4797|plan(f) geo 500
0.1582| 0.4616| 1.7715] 0.4635] 0.6821| 6.2465|plan(f) vect 500
0.2575| 0.9358| 2.5193| 0.5667| 1.3146] 6.4115|plan(f) vect-geo 550
0.2622| 1.1709| 2.4815| 0.5216] 1.5524| 6.3047|plan(f) geo 550
0.2554| 0.7007| 2.5582| 0.6118] 1.0768| 6.5182|plan(f) vect 550
0.2847| 0.7972| 3.9053| 0.9314| 1.5195| 11.6181|plan(f) vect-geo 600
0.2824| 1.024| 3.8297| 0.9275] 1.7418| 11.499|plan(f) geo 600
0.2893| 0.5703| 3.9841| 0.9353| 1.2973| 11.7373|plan(f) vect 600
0.2773| 0.4108] 2.4145| 0.7625| 0.7267| 7.7977|plan(f) vect-geo 650
0.2841| 0.6074| 2.3948| 0.7605] 0.9118] 7.7039|plan(f) geo 650
0.2705| 0.2147| 2.4362| 0.7645] 0.5416| 7.8915|plan(f) vect 650
0.2351] 0.213] 4.0315] 1.1744| 0.8602| 11.7802|plan(f) vect-geo 700
0.2289| 0.4004| 3.9563| 1.1759| 1.0942| 11.645|plan(f) geo 700
0.2423| 0.1959| 4.1076/ 1.1728| 0.6695| 11.9155|plan(f) vect 700
0.2106] 0.1641| 3.6367| 0.7539| 0.5403| 8.1608|plan(f) vect-geo 750
0.2028| 0.1924| 3.5485| 0.7528| 0.6904| 8.0091|plan(f) geo 750
0.222| 0.3612] 3.7294| 0.7551] 0.8104| 8.3125|plan(f) vect 750
0.221| 0.3988| 2.9469| 0.7897| 0.7306] 9.3193|plan(f) vect-geo 800
0.21] 0.1632] 2.915] 0.7776] 0.4919| 9.4763|plan(f) geo 800
0.2349| 0.6717| 2.9812| 0.8064 0.98] 9.1623|plan(f) vect 800
0.2531| 0.1217| 3.9398| 1.0614| 0.5754| 10.5424|plan(f) vect-geo 850
0.2427| 0.4253| 4.0092| 1.0412| 1.0259| 10.7503|plan(f) geo 850
0.2666] 0.3757| 3.8793] 1.0815| 0.7093| 10.3346|plan(f) vect 850
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0.6946| 0.3352| 9.1388| 1.7199| 1.4826| 16.7186|plan(f) vect-geo 900
0.6785| 0.7915| 8.7974| 1.6831| 2.0305| 16.3649|plan(f) geo 900
0.7108| 0.3851| 9.4801| 1.7567| 0.9815| 17.0722|plan(f) vect 900
0.3524| 0.3664| 7.1309| 1.2553| 1.0416] 13.9729|plan(f) vect-geo 950
0.339] 0.813] 6.8514] 1.2331| 1.4861| 13.6696|plan(f) geo 950
0.3668| 0.2454| 7.4104| 1.2776] 0.7029| 14.2762|plan(f) vect 950
0.2003| 0.2782| 4.2172| 0.9299 0.748| 11.4059|plan(f) vect-geo | 1000
0.1959| 0.7554| 4.0803| 0.9099| 1.2361| 11.7287|plan(f) geo 1000
0.2096| 0.2333| 4.3751 0.95| 0.6179] 11.0831|plan(f) vect 1000
0.168| 0.1896| 4.2345] 0.5388| 0.8692| 9.1231|plan(fo) |vect-geo 350
0.1694| 0.1968| 4.2249| 0.5597| 0.8366| 9.1071|plan(fo) |geo 350
0.17| 0.2002| 4.2441| 0.5179] 0.9018] 9.1391|plan(fo) |vect 350
0.1296| 0.2252| 4.4845| 0.5129] 0.5396| 9.6739|plan(fo) |vect-geo 400
0.1284| 0.2213] 4.4989| 0.4918| 0.5783| 9.6923|plan(fo) |geo 400
0.1342| 0.2322| 4.4701 0.534| 0.5894| 9.6555|plan(fo) |vect 400
0.1092| 0.4977| 2.2704| 0.3074| 1.0413| 7.5873|plan(fo) |vect-geo 450
0.11] 0.6854| 2.3102] 0.3039] 1.2641| 7.6612|plan(fo) |geo 450
0.1124| 0.3099| 2.2328| 0.3193| 0.8185| 7.5134|plan(fo) |vect 450
0.1607| 0.6742| 1.7959| 0.4721| 0.9376 6.35|plan(fo)  |vect-geo 500
0.1684| 0.9039| 1.8262| 0.4739| 1.2133 6.465|plan(fo)  |geo 500
0.1552| 0.4446| 1.7683| 0.4702| 0.6651| 6.2351|plan(fo) |vect 500
0.2535| 0.9201| 2.5174] 0.5619] 1.2997| 6.4123|plan(fo) |vect-geo 550
0.2573| 1.1565| 2.4797| 0.5196] 1.5399| 6.3075|plan(fo) |geo 550
0.2518| 0.6838| 2.5556| 0.6042| 1.0594| 6.5171|plan(fo) |vect 550
0.2821] 0.7815] 3.906| 0.9378 1.504| 11.6175|plan(fo) vect-geo 600
0.2796| 1.0095| 3.8315| 0.9335] 1.7279| 11.5004|plan(fo) |geo 600
0.2863| 0.5535| 3.9837| 0.9421 1.28| 11.7345|plan(fo)  |vect 600
0.2715| 0.3951| 2.4115] 0.7689| 0.7111] 7.7963|plan(fo) |vect-geo 650
0.2782| 0.5928| 2.3922| 0.7664| 0.8978| 7.7042|plan(fo) |geo 650
0.2649| 0.1984| 2.433| 0.7713] 0.5244| 7.8883|plan(fo) |vect 650
0.2345| 0.2031| 4.0328| 1.1806| 0.8452| 11.7817|plan(fo) |vect-geo 700
0.2282] 0.386] 3.9585| 1.1814| 1.0791| 11.6486|plan(fo) |geo 700
0.2415| 0.2025| 4.1076] 1.1798| 0.6524| 11.9147|plan(fo) |vect 700
0.2139| 0.1719] 3.6377| 0.7604| 0.5565| 8.1626|plan(fo) vect-geo 750
0.2058| 0.1821 3.551| 0.7587| 0.6752| 8.0133|plan(fo) |geo 750
0.2244| 0.3762| 3.7293 0.762 0.827| 8.3119|plan(fo)  |vect 750
0.2274| 0.4141| 2.9441| 0.7966] 0.7443] 9.3047|plan(fo) |vect-geo 800
0.2156| 0.1727| 2.9128| 0.7846] 0.5029| 9.4592|plan(fo) |geo 800
0.2406| 0.6882| 2.9784| 0.8133] 0.9965| 9.1502|plan(fo) |vect 800
0.2592| 0.1209| 3.9352| 1.0685 0.56] 10.5291|plan(fo)  |vect-geo 850
0.2486| 0.4106] 4.0032| 1.0485| 1.0118| 10.7337|plan(fo) |geo 850
0.2723| 0.3916| 3.8758| 1.0885| 0.7247| 10.3246|plan(fo)  |vect 850
0.7022| 0.3256| 9.1489| 1.7277| 1.4678| 16.7211|plan(fo)  |vect-geo 900
0.6863| 0.7765| 8.8131| 1.6917| 2.0176| 16.3732|plan(fo) |geo 900
0.7181| 0.3941| 9.4847| 1.7637| 0.9978| 17.0689|plan(fo) |vect 900
0.357| 0.353] 7.1392] 1.2626| 1.0263| 13.9792|plan(fo) |vect-geo 950
0.3433| 0.7978| 6.8643| 1.2404| 1.4719| 13.6813|plan(fo) |geo 950
0.3713] 0.252| 7.4141| 1.2847| 0.7191] 14.2772|plan(fo)  |vect 950
0.2] 0.2632] 4.2192] 0.9372] 0.7327| 11.3883|plan(fo) vect-geo | 1000
0.1951| 0.7402| 4.0843| 0.9171| 1.2219| 11.7062|plan(fo) |geo 1000
0.2086| 0.2448| 4.375] 0.9572| 0.6336| 11.0705|plan(fo) |vect 1000
0.2758| 0.2137| 4.8862| 0.8992| 0.8118 7.506|plan(squ) |vect-geo 350
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0.2831] 0.2267| 4.8743| 0.8899| 0.8754| 7.4918|plan(squ) |geo 350
0.2721| 0.2188| 4.8981| 0.9085| 0.7482| 7.5202|plan(squ) |vect 350
0.2343| 0.2645| 5.0988 0.756| 0.7958| 7.6853|plan(squ) |vect-geo 400
0.2429| 0.2632| 5.1111] 0.7766 0.779 7.683|plan(squ) |geo 400
0.2273| 0.2681| 5.0866| 0.7354| 0.8125| 7.6876|plan(squ) |vect 400
0.1602| 0.3998| 2.4289| 0.5131 0.793] 5.1609|plan(squ) |vect-geo 450
0.1723| 0.5791| 2.4995| 0.5594| 1.0136] 5.2218|plan(squ) |geo 450
0.1496| 0.2311| 2.3613| 0.4669| 0.5723 5.1|plan(squ) |vect 450
0.2309| 0.5654| 1.2774 0.498| 0.8445| 4.2845|plan(squ) |vect-geo 500
0.2421| 0.7868| 1.3446| 0.5457| 1.1235] 4.3684|plan(squ) |geo 500
0.22] 0.344| 1.2168| 0.4504| 0.5654| 4.2006|plan(squ) |vect 500
0.3408| 0.8013| 1.5454 0.613| 1.0424| 3.2132|plan(squ) |vect-geo 550
0.3525| 1.0292| 1.5017| 0.6012] 1.2949| 3.0823|plan(squ) |geo 550
0.3291| 0.5734| 1.5927| 0.6248| 0.8093| 3.3441|plan(squ) |vect 550
0.2994| 0.6531| 3.3738 0.619| 1.1985| 8.1911|plan(squ) |vect-geo 600
0.3057| 0.8726| 3.2795 0.642 1.424| 8.0768|plan(squ) |geo 600
0.2932| 0.4341| 3.4708] 0.5961 0.973] 8.3054|plan(squ) |vect 600
0.4051| 0.2557| 1.0035| 0.5798| 0.4572| 3.1643|plan(squ) |vect-geo 650
0.4145| 0.4447| 1.0047| 0.6172| 0.6736| 3.2005|plan(squ) |geo 650
0.3958| 0.082] 1.0062| 0.5423| 0.2438| 3.2522|plan(squ) |vect 650
0.1969| 0.155| 3.4929| 0.7447| 0.5597| 9.5534|plan(squ) |vect-geo 700
0.1994| 0.2531| 3.4173| 0.7456] 0.8221| 9.4229|plan(squ) |geo 700
0.1969| 0.2476| 3.576] 0.7438 0.709] 9.6839|plan(squ) |vect 700
0.1303| 0.2784| 3.119] 0.3216] 0.7891| 8.2832|plan(squ) |vect-geo 750
0.1389| 0.1351| 2.9885| 0.3042] 0.5249| 8.1131|plan(squ) |geo 750
0.126| 0.5186] 3.251| 0.3539] 1.0534| 8.4533|plan(squ) |vect 750
0.1172| 0.5816] 2.0373| 0.4604| 0.8944| 5.8547|plan(squ) |vect-geo 800
0.1239| 0.3159| 1.9717] 0.4519| 0.6284 5.706|plan(squ) |geo 800
0.1144| 0.8473| 2.1051] 0.4689| 1.1604| 6.0034|plan(squ) |vect 800
0.1463| 0.1867| 3.2672| 0.5891] 0.6552| 11.0941|plan(squ) |vect-geo 850
0.1489| 0.2524| 3.3237| 0.5691| 0.6747| 11.2867|plan(squ) |geo 850
0.148| 0.5569| 3.2185| 0.6091| 0.9561| 10.9016|plan(squ) |vect 850
0.4965| 0.2558| 9.7205| 1.2918| 1.0738| 13.792|plan(squ) |vect-geo 900
0.4819| 0.5908| 9.3837| 1.2555| 1.6216| 13.4509|plan(squ) |geo 900
0.5119| 0.4975| 10.0573] 1.3281] 1.2026] 14.133|plan(squ) |vect 900
0.2223| 0.2257| 7.6895| 0.7842| 0.6855| 13.5263|plan(squ) |vect-geo 950
0.2168| 0.5949| 7.3818| 0.7618] 1.1278] 13.193|plan(squ) |geo 950
0.2304| 0.3352| 7.9972| 0.8065| 0.9476| 13.8596|plan(squ) |vect 950
0.2289| 0.123] 4.1217| 0.5031] 0.3857| 11.1626|plan(squ) |vect-geo | 1000
0.2357| 0.5269| 3.9084| 0.5449| 0.8711] 10.8192|plan(squ) |geo 1000
0.2224| 0.4204| 4.3371 0.494| 0.7195] 11.5059|plan(squ) |vect 1000
0.2326| 0.1819] 3.5118] 0.7939| 0.7381] 6.1694|geom vect-geo 350
0.2345| 0.1965| 3.5022| 0.7867| 0.7851| 6.1572|geom geo 350
0.2316| 0.1829| 3.5213| 0.8011] 0.6912| 6.1816/geom vect 350
0.2129| 0.2421| 3.6596| 0.6305| 0.7065| 6.2822|geom vect-geo 400
0.2143| 0.2307| 3.674] 0.6457| 0.6737| 6.2823|geom geo 400
0.2115 0.26] 3.6452] 0.6152] 0.7393 6.282|geom vect 400
0.0847| 0.4172| 1.2554| 0.3703] 0.7408| 3.6951|geom vect-geo 450
0.0916| 0.6085| 1.2921| 0.4064| 0.9676 3.758|geom geo 450
0.0802| 0.2298| 1.223| 0.3342 0.514| 3.6322|geom vect 450
0.0932| 0.5981 1.067| 0.3387| 0.8728| 2.7557|geom vect-geo 500
0.1024| 0.8307| 1.0228| 0.3764| 1.1523] 2.8413|geom geo 500
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0.0857| 0.3656| 1.1171 0.301] 0.5933| 2.6701|geom vect 500
0.1843| 0.8487| 2.4231| 0.4417 1.133| 4.8624|geom vect-geo 550
0.1916] 1.0874| 2.3406] 0.4358 1.381] 4.7309|geom geo 550
0.1785 0.61 2.507| 0.4475 0.885 4.994|geom vect 550
0.1932| 0.7155] 4.986| 0.7482] 1.3369] 9.8435|geom vect-geo 600
0.1927| 0.9453| 4.8778| 0.7322| 1.5743| 9.7282|geom geo 600
0.1937| 0.4874| 5.0943| 0.7641] 1.0996| 9.9588|geom vect 600
0.2069| 0.3351| 1.9374| 0.4474| 0.5952| 4.8759|geom vect-geo 650
0.2154| 0.5342| 1.8445| 0.4423| 0.8207| 4.7866/geom geo 650
0.1994| 0.1445| 2.032] 0.4525| 0.3697| 4.9652|geom vect 650
0.1738| 0.1943| 4.861| 0.9643| 0.7219] 11.345|geom vect-geo 700
0.1715| 0.3469| 4.7543| 0.9607| 0.9926] 11.2133|geom geo 700
0.1778| 0.2205| 4.9702| 0.9679| 0.7065| 11.4767|geom vect 700
0.2219] 0.1968| 4.9321| 0.5608| 0.7565| 10.1973|geom vect-geo 750
0.2144| 0.1675| 4.7914| 0.5337 0.599| 10.0261|geom geo 750
0.2303| 0.4177| 5.0727| 0.5878| 1.0284| 10.3685|geom vect 750
0.2726| 0.4546| 3.1958| 0.7144| 0.8374| 7.7799|geom vect-geo 800
0.2643| 0.1942| 3.0683| 0.7048| 0.5617 7.63|geom geo 800
0.2823| 0.729] 3.325] 0.7241] 1.1131] 7.9298|geom vect 800
0.3234| 0.1189| 3.2565| 0.8609| 0.4808| 9.0934|geom vect-geo 850
0.3143| 0.3779] 3.207| 0.8398| 0.9025] 9.2869|geom geo 850
0.3338] 0.4222| 3.313] 0.8821] 0.7954| 8.8998|geom vect 850
0.7762| 0.3372| 11.7855] 1.5781| 1.3109| 15.8474|geom vect-geo 900
0.76] 0.7479| 11.45 1.5431| 1.8703| 15.5075|geom geo 900
0.7924| 0.3938| 12.1209] 1.6131| 1.1312| 16.1874|geom vect 900
0.4109| 0.3494| 9.8222| 1.0878| 0.9326| 15.6659|geom vect-geo 950
0.3974| 0.7728| 9.5152| 1.0641| 1.3838| 15.3343|geom geo 950
0.4245| 0.2568| 10.1291] 1.1116] 0.8608| 15.9975|geom vect 950
0.1767| 0.2487| 5.8435| 0.7769| 0.6501] 13.3709|geom vect-geo | 1000
0.1704| 0.7213] 5.555| 0.7551 1.144| 13.029|geom geo 1000
0.185| 0.2462| 6.1507| 0.7988| 0.6095| 13.7129|geom vect 1000
0.2303| 0.1354| 2.2305| 0.7687| 0.4611] 4.9048|plan(lin) |vect-geo 350
0.2341| 0.1428| 2.2259| 0.7606| 0.5015 4.896|plan(lin)  |geo 350
0.2274| 0.1432] 2.235| 0.7768] 0.4503] 4.9136|plan(lin) |vect 350
0.218] 0.1522] 2.3895| 0.5992] 0.4401] 5.0203|plan(lin) |vect-geo 400
0.2205| 0.1398| 2.4098| 0.6209| 0.4005| 5.0248|plan(lin) |geo 400
0.2162| 0.1811| 2.3693| 0.5775] 0.4797| 5.0158|plan(lin) |vect 400
0.0912| 0.4875| 1.0668| 0.3329| 0.7273] 2.9538|plan(lin) |vect-geo 450
0.098 0.69] 1.0444| 0.3801] 0.9961| 2.8501|plan(lin) |geo 450
0.0918] 0.285| 1.0961| 0.2857| 0.5344| 3.0575|plan(lin) |vect 450
0.0739| 0.6576] 1.829| 0.2943| 0.9346| 3.7892|plan(lin) |vect-geo 500
0.0869| 0.9016| 1.7415] 0.3429| 1.2245| 3.6714|plan(lin) |geo 500
0.0664| 0.4135| 1.9166] 0.2716] 0.6862 3.907|plan(lin)  |vect 500
0.1416| 0.8972| 3.5569| 0.3813] 1.2795| 6.1038|plan(lin) |vect-geo 550
0.1474| 1.1477| 3.4424| 0.3703] 1.5348] 5.9626|plan(lin) |geo 550
0.1384| 0.6466| 3.6713] 0.3922] 1.0242 6.245|plan(lin)  |vect 550
0.1702| 0.7542| 6.2128] 0.8081| 1.5379| 11.0633|plan(lin) |vect-geo 600
0.1699| 0.9963| 6.0955| 0.7903| 1.7856| 10.9397|plan(lin) |geo 600
0.1739| 0.5242| 6.3302] 0.8258| 1.2903| 11.1868|plan(lin) |vect 600
0.1434| 0.3634| 3.1107| 0.5137| 0.7474| 6.0753|plan(lin) |vect-geo 650
0.1512| 0.5753| 3.0036] 0.5104| 0.9888 5.978|plan(lin)  |geo 650
0.1356| 0.186| 3.2178 0.517| 0.5334| 6.1726|plan(lin) |vect 650
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0.2243| 0.2556| 6.0105 1.039] 0.8839| 12.5467|plan(lin) |vect-geo 700
0.2201| 0.3955| 5.8828| 1.0387| 1.1682| 12.4051|plan(lin) |geo 700
0.2302| 0.2727| 6.1393] 1.0394| 0.8868| 12.6883|plan(lin) |vect 700
0.3052| 0.2353| 6.1247| 0.6412] 0.9092| 11.4044|plan(lin) |vect-geo 750
0.2945| 0.2302| 5.9729| 0.6089| 0.7652] 11.2204|plan(lin) |geo 750
0.3159| 0.4293| 6.2765| 0.6744| 1.1966] 11.5883|plan(lin) |vect 750
0.3652] 0.456| 4.2309| 0.8044 0.981] 8.9551|plan(lin)  |vect-geo 800
0.3543| 0.2154| 4.0642| 0.7949 0.692] 8.7941|plan(lin)  |geo 800
0.3761| 0.7443| 4.3977| 0.8138] 1.2893| 9.1161|plan(lin) |vect 800
0.4132| 0.1345| 3.5197| 0.9548 0.593| 8.3984|plan(lin)  |vect-geo 850
0.4013| 0.3773| 3.4392| 0.9336] 1.0639 8.135|plan(lin)  |geo 850

0.425| 0.4538| 3.6046| 0.9761| 0.8524 8.732|plan(lin)  |vect 850
0.8818| 0.3865| 12.9474| 1.6777| 1.4696| 17.0166|plan(lin) |vect-geo 900

0.865| 0.7519| 12.5969| 1.6403| 2.0383| 16.6615|plan(lin) |geo 900
0.8986| 0.458| 13.298| 1.7151| 1.3418]| 17.3717|plan(lin) |vect 900
0.5202| 0.3745| 10.9717] 1.1951] 1.0608| 16.8097|plan(lin) |vect-geo 950
0.5061| 0.7557| 10.6494| 1.1731] 1.5245| 16.4622|plan(lin) |geo 950
0.5344| 0.334] 11.294| 1.2187| 1.0728| 17.1572|plan(lin) |vect 950
0.2705| 0.2519] 6.9299| 0.8915| 0.7674| 14.5083|plan(lin) |vect-geo | 1000
0.2605| 0.6907| 6.5932 0.87] 1.2741] 14.1497|plan(lin) |geo 1000
0.2829| 0.3183| 7.2665| 0.9129 0.812] 14.8669|plan(lin)  |vect 1000

(l)plan(f0)= Modified Planes (150x150), plan(f)= Modified Planes (100x100), geo=geometric
(Tsai), plan(lin)=
)vect=vectorial method, geo= geometric method, vect-geo= vectorial geometric

method.

®All data is given in millimetres.

Planes (linear), plan(squ)= Planes (quadratic).
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APPENDIX B

Following, pictures corresponding to different tests performed are displayed.

TEST 1

Figure B-1. rea selected by user (test 1).

e —— : C fofx]

Siep ¥ Loading dspiacenent pragrie

Ve, ecm [a-Tec iRl wme Mo (DB [P 130 T, €8.F wum

Figure B-2. First set of dots extracted (test 1).
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i -[B2 <[Pz -[3u AW F rum

Figure B-3. Second set of dots xtracted (test 1).

HET

Figure B-3. 2-D plot of area and weld lines (test 1).

92.01 LonZ/an/ngs

Figure B-4. 2-D Final welding result (test 1). ‘
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Figure B-6. 2-D plot of area and weld lines (test 2).

Figure B-7. 2-D Final welding result. (test 2).
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APPENDIX C

The 3D coordinates estimation errors from 3 sets of data for the evaluation of the impact

of distortion terms inclusion are presented in the following tables:

Table C1. Data set 1 of errors (mm) obtained with and without using distortion terms.

Average Average Average Maximum Maximum Maximum  Cal. Error

X y z X y z  Method" type® Dist.
0.5628 0.6053 6.257 1.2194 1.4143 8.881 geo-dist vect 400
0.4362 0.6515 5.0273 0.9689 1.3627 7.6158 geo-dist geo 400

0.522 0.6586 10.9927 1.4846 1.8807 13.2827 geo-dist vect 450
0.4866 0.6571 10.5553 1.341 1.8687 13.1305 geo-dist geo 450
0.3048 0.5356 8.0768 0.9033 1.3425 11.4725 geo-dist vect 500
0.2514 0.5522 7.0862 0.738 1.2704 10.4443 geo-dist geo 500

0.378 0.4429 10.9378 1.1 11382 13.4294 geo-dist vect 550
0.3343 0.4223 10.0365 0.9128 1.1016 12.851 geo-dist geo 550
0.2618 0.2608 7.5893 0.7224 0.7353 12.6972 geo-dist vect 600
0.1938 0.2259 6.284 0.5442 0.6596 11.3564 geo-dist geo 600
0.3869 0.3409 10.257 1.3197 11705 15.178 geo-dist vect 650
0.3098 0.3028 8.9363 1.147 1.1164 13.8588 geo-dist geo 650
0.6452 0.3962 12.8159 1.5667 1.1542 19.3356 geo-dist vect 700
0.6234 0.3859 12.4217 1.5214 1.1041 18.9889 geo-dist geo 700
0.6351 0.2759 10.3367 1.5253 0.7832 13.6583 geo-dist vect 750
0.6463 0.285 10.4605 1.5435 0.8118 14.0105 geo-dist geo 750
0.8955 0.4356 16.0516 1.9712 1.1475 22.4069 geo-dist vect 800
0.9137 0.4395 16.3642 2.0595 1.2229 22.8383 geo-dist geo 800
0.7123 0.5588 20.7753 1.9161 1.4168 27.0132 geo-dist vect 850
0.7932 0.5978 22.4095 2.0071 1.4525 27.827 geo-dist geo 850
0.8805 0.9366 24.5551 2.126 2.332 31.8501 geo-dist vect 900
0.9602 0.8994 26.17 22418 2.3967 34.3196 geo-dist geo 900
0.5128 0.5934 5.5281 1.1674 1.4008 8.1515geo vect 400
0.3877 0.6379 4.2981 0.9169 1.3492 6.8864 geo geo 400
0.4983 0.6495 10.2859 1.4342 1.8676 12.575geo vect 450
0.4646 0.648 9.8485 1.2906 1.8556 12.4228 geo geo 450
0.2911 0.5249 7.3889 0.8543 1.3297 10.7842 geo vect 500
0.2484 0.541 6.3981 0.689 1.2576 9.7554 geo geo 500
0.3711  0.4386 10.2713 1.0525 1.1258 12.7621 geo vect 550
0.3326 0.4168 9.3697 0.8653 1.0892 12.1847 geo geo 550
0.2443 0.2603 6.9415 0.6763 0.7232 12.0497 geo vect 600
0.1872 0.2236 5.6359 0.5018 0.6476 10.7084 geo geo 600
0.3618 0.3394 9.6305 1.2751 1.1589 14.5516 geo vect 650

0.292 0.3009 8.3095 1.1024 1.1048 13.2318 geo geo 650
0.6121  0.3944 12.2105 1.5236 1.143 18.7311 geo vect 700
0.5903 0.3839 11.8164 1.4784 1.0929 18.3845 geo geo 700
0.5933 0.2766 9.7504 1.4836 0.7724 13.0727 geo vect 750
0.6045 0.286 9.8746 1.5017 0.8224 13.4253 geo geo 750
0.8583 0.4355 15.4878 1.931 1.137 21.8439 geo vect 800

0.876 0.4399 15.8008 2.0194 1.2332 22.2761 geo geo 800
0.6881 0.5588 20.2336 1.8776 1.4068 26.4721 geo vect 850
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0.7661 0.5981 21.8687 1.9686 1.4607 27.2871 geo geo 850
0.8539 0.9291 24.035 2.089 2.3223 31.3311 geo vect 900
0.9332 0.8924 25.6509 2.2047 2.3871 33.8023 geo geo 900
M geo=geometric (Tsai), geo-dist=geometric (Tsai) with distortion factors.
@yect=vectorial method, geo= geometric method.
G All data is given in millimetres.

Table C2. Data set 2 of errors (mm) obtained with and without using distortion terms.

Average Average Average Maximum Maximum Maximum  Cal. Error

X y z X y z  Method" type®? Dist.
0.2164 0.2756 3.554 0.5574 0.6691 5.3265 geo-dist vect 350
0.2785 0.3156 2.9969 0.5848 0.6724 4.9648 geo-dist geo 350
0.2859 0.5111 7.1656 0.6773 1.3901 10.0164 geo-dist vect 400
0.3402 0.5141 8.0988 0.814 1.4734 10.9759 geo-dist geo 400

0.428 0.4277 9.7941 1.3291  1.2091 11.9713 geo-dist vect 450
0.7228 0.5199 12.5417 1.8215 1.4136 14.6154 geo-dist geo 450
0.4745 0.3952 10.2225 1.2649 0.9328 13.0102 geo-dist vect 500
0.8644 0.5436 13.7912  1.9431 1.403 16.9584 geo-dist geo 500
0.5173 0.446 8.1814 1.2999 1.1334 10.3457 geo-dist vect 550
0.9203 0.6021 11.6917 1.7617 1.5928 14.5695 geo-dist geo 550
0.5215 0.4133 6.7547 0.9771 1.0118 10.9621 geo-dist vect 600
0.9435 0.57 10.573  1.5451 1.518 14.8819 geo-dist geo 600
0.7214 0.3536 10.7172  1.5197 1.0047 13.4363 geo-dist vect 650
1.0212 0.4491 13.5676 2.0085 1.3569 17.2207 geo-dist geo 650
0.3409 0.2959 8.4057 0.8705 0.9141 12.2443 geo-dist vect 700
0.8169 0.4215 13.7141 1.8029 1.1767 17.639 geo-dist geo 700
0.3821 0.4713 10.4777  0.9598 1.113 12.9291 geo-dist vect 750
0.8036 0.5132 15.4205 1.617 1.2857 18.522 geo-dist geo 750
0.6342 0.9166 20.7124 1.789 2.1703 25.2765 geo-dist vect 800
1.5231 1.0134 33.2042 3.3965 2.7437 38.7123 geo-dist geo 800
0.7344 0.7873 24.9865 1.9202 2.1499 30.1894 geo-dist vect 850
1.6508 1.0267 38.5656  3.7039 2.6902 45.0562 geo-dist geo 850
0.6394 0.7161 23.8096 1.7646 1.8787 30.0761 geo-dist vect 900
1.8133 1.062 42.3804 4173 2.5707 49.5281 geo-dist geo 900
0.6787 0.4959 19.6841 1.6082 1.5238 28.1221 geo-dist vect 950
1.8533 0.8924 37.0336 3.664 21709 44.677 geo-dist geo 950

1.1816 0.7329 31.1391  2.6311 2.15631 38.4253 geo-dist vect 1000
2.4419 1.1716 50.4551 5.0699 3.0225 58.7091 geo-dist geo 1000

0.2263 0.2714 3.2702 0.573 0.6639 5.0439 geo vect 350
0.2923 0.3104 2.7129 0.6004 0.6672 4.6823 geo geo 350
0.2851 0.5072 6.9 0.6919 1.3853 9.7524 geo vect 400
0.3362 0.5106 7.8335 0.7996 1.4686 10.7124 geo geo 400
0.4227 0.4263 9.5465 1.3157 1.2046 11.7218 geo vect 450
0.7135 0.5196 12.2949  1.8081 1.409 14.3702 geo geo 450
0.4671 0.3953 9.992 1.2624 0.9371 12.7781 geo vect 500
0.8541 0.5444 13.5619 1.9306 1.4072 16.7279 geo geo 500
0.5072 0.4489 7.9672 1.2883 1.1374 10.131 geo vect 550

0.909 0.6049 11.4787 1.7501 1.5967 14.3566 geo geo 550

0.511  0.4163 6.557 0.9664 1.0154 10.7664 geo vect 600
0.9327 0.5726 10.3766  1.5344 1.5216 14.6879 geo geo 600
0.7122  0.3539 10.5379 1.51 1.008 13.2564 geo vect 650
1.0114 0.4496 13.3892 1.9988 1.3601 17.0422 geo geo 650

0.335 0.2948 8.2426 0.8617 0.9111 12.0803 geo vect 700
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0.8086
0.3769
0.7967

0.631
1.5178
0.7317
1.6463
0.6376
1.8096
0.6759
1.8498
1.1793
2.4395

0.4214
0.4693
0.5124
0.9146
1.0127
0.7863
1.0263
0.7153
1.0619
0.4956
0.8924
0.7329
14717

13.5528
10.3323
15.2768
20.5874
33.0835
24.8799
38.4538
23.7197
42.2969
19.6097
36.9653
31.0857
50.4084

1.7942
0.952
1.6092
1.7823
3.39
1.9145
3.6984
1.7598
4.1685
1.6042
3.6603
2.6283
5.0674

11737
1.1103

1.283

2.168
2.7415
2.1479
2.6883

1.877
2.5692
1.5225
21721
2.1522
3.0217

17.4772 geo
12.7854 geo
18.3783 geo
25.1513 geo
38.5918 geo
30.0837 geo
44.9559 geo
29.9875 geo
49.4466 geo
28.0516 geo
44.6124 geo
38.3726 geo
58.6662 geo

geo
vect
geo
vect
geo
vect
geo
vect
geo
vect
geo
vect
geo

M geo=geometric (Tsai), geo-dist=geometric (Tsai) with distortion factors.

)

Al data is given in millimetres.

Table C3. Data set 3 of errors (mm) obtained with and without using distortion terms.

vect=vectorial method, geo= geometric method.

700
750
750
800
800
850
850
900
900
950
950
1000
1000

Average Average Average Maximum Maximum Maximum  Cal. Error

X y z X y z  Method" type® Dist.
0.1634 0.1428 3.791 0.6482 0.6305 6.7828 0.1634 0.1428 350
0.1525 0.144 3.401 0.6029 0.6713 6.5136 0.1525 0.144 350
0.2892 0.3337 6.5271 0.8712 1.0527 8.9144 0.2892 0.3337 400
0.3594 0.3656 7.2536  1.0515 1181 9.9792 0.3594 0.3656 400
0.6022 0.4031 10.2848 1.3028 1.1086 12.7368 0.6022 0.4031 450
11138 0.5899 14459 21871 1.6335 17.1191 1.1138 0.5899 450
0.7275 0.4364 11.1585 1.5983 1.1734 14.2854 0.7275 0.4364 500
1.3809 0.674 16.6934 27147 19101 19.8568 1.3809 0.674 500
0.7972 0.5215 10.1102 1.6043 1.2884 13.588 0.7972 0.5215 550
1.4761 0.749 16.1836  2.6012 1.984 19.9608 1.4761 0.749 550

0.672 0.3804 7.6162 1.2922 1.0564 10.8767 0.672 0.3804 600
1.3355 0.5966 13.7599 2276 1.7476 16.8269 1.3355 0.5966 600
0.7371  0.3021 9.794 13949 0.7107 12.043 0.7371 0.3021 650
1.3042 0.4842 15.3241 2.3511 1.3203 17.2367 1.3042 0.4842 650
0.4782 0.3128 8.8098 1.1592 0.7699 12.9544 0.4782 0.3128 700
1.1034 0.4392 15.5476  2.1843 1.062 20.1514 1.1034 0.4392 700

0.479 0.592 10.7362 1.248 1.4875 15.7596 0.479 0592 750
1.1571 0.63 18.7787 2.7643 2.0155 25.4371 1.1571 0.63 750
0.5292 0.9073 14.5553 1.6909 1.9735 19.1073 0.5292 0.9073 800
1.2304 0.8756 23.8273 29758 2.4107 28.8733 1.2304 0.8756 800
0.8462 0.8266 25.262 2.6401 2.3905 35.2368 0.8462 0.8266 850

1.926 1.0747 40.7485 49296 3.1125 52.3593 1.926 1.0747 850
0.6899 0.7535 23.3939 2.1533 1.953 29.6037 0.6899 0.7535 900
22348 1.1535 47.2005 5.1164 3.2734 58.0332 2.2348 1.1535 900
0.8116 0.6089 22.4631 2.2112 1.8748 31.1211 0.8116 0.6089 950

2178 1.0032 43.0808 4.7737 2.7395 54.5968 2178 1.0032 950
1.0797 0.7592 28.8834 2.5161 2.044 35.6878 1.0797 0.7592 1000
25137 1.1615 51.3334 5.3523 29061 63.672 2.5137 1.1615 1000
0.1594 0.1464 25129 0.5984 0.6072 5.5109 0.1594 0.1464 350
0.1575 0.1403 2.1275 0.5529 0.6481 5.242 0.1575 0.1403 350
0.2785 0.3192 5.3268 0.8245 1.0308 7.7195 0.2785 0.3192 400
0.3379 0.3519 6.0541 1.0045 1.1592 8.7865 0.3379 0.3519 400

0.572 0.4083 9.1638 1.259 1.1294 11.6178 0.572 0.4083 450
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1.074
0.6939
1.3412
0.7611

1.438
0.6363
1.3001
0.7063
1.2718
0.4547

1.074
0.4599
1.1324
0.5144
1.2101
0.8348
1.9098
0.6807
2.2208
0.8017
2.1656
1.0714
2.5045

M geo=geometric (Tsai), geo-dist=geometric (Tsai) with distortion factors.
vect=vectorial method, geo= geometric method.

@

0.5957
0.4431
0.6807
0.5346
0.7603
0.3936
0.6065
0.3028
0.4866
0.3041
0.4361
0.5806
0.6249
0.8965
0.8687
0.8212

1.073
0.7491
1.1523
0.6061

1.003

0.757

1.161

13.344
10.1125
15.6554

9.1364
15.2185

6.7125
12.8651

8.9673
14.5054

8.0554
14.8029
10.0584
18.1126
13.9569
23.2424
24.7532
40.2624

22.956
46.7977
22.0976
42.7456
28.6011
51.0842

2.1433
1.5574
2.6741
1.5663
2.5634

1.257
2.2408
1.3626

2.319
1.1299
2.1551
1.2217
2.7385
1.6678

2.953
2.6206
4.9108
2.1365
5.1011
2.1973
4.7607
2.5051

5.343

®All data is given in millimetres.

1.654
1.1927

1.929
1.3064
2.0017

1.073
1.7639
0.7259
1.3352

0.756
1.0483
1.4752
2.0035
1.9627
2.4001
2.3813
3.1037

1.945
3.2662
1.8682
2.7335
2.0389
2.9017

16.0074
13.2472

18.827
12.6204
19.0016

9.9816
15.9333
11.2216
16.4224
12.2088
19.4168
15.0924

24.785
18.5156
28.2949
34.7466
51.8937
29.1764

57.648
30.7638
54.2743
35.4112
63.4386

1.074
0.6939
1.3412
0.7611

1.438
0.6363
1.3001
0.7063
1.2718
0.4547

1.074
0.4599
1.1324
0.5144
1.2101
0.8348
1.9098
0.6807
2.2208
0.8017
2.1656
1.0714
2.5045

0.5957
0.4431
0.6807
0.5346
0.7603
0.3936
0.6065
0.3028
0.4866
0.3041
0.4361
0.5806
0.6249
0.8965
0.8687
0.8212

1.073
0.7491
1.1523
0.6061

1.003

450
500
500
550
550
600
600
650
650
700
700
750
750
800
800
850
850
900
900
950
950

0.757 1000
1.161 1000
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APPENDIX D

A sequence of shots showing the approach of the tool to the work piece is shown below.
The speed is reduced when the torch reach a distance where it is likely for the work
piece to be located. Time equal to zero is the moment when the sequence of shots starts
and does not represent any particular event. At time equal 17.53 seconds, the wire
makes contact with the work piece and the coordinate of the point is stored in the robot

controller to be afterwards read by the system’s software. After the surface is detected,

a backwards motion is performed in order to repeat the process for the next point
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17.53 seconds 18.72 seconds
Figure D-1. Sequence of shots of a tactile (Touch) sensing process.
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APPENDIX E: EQUIPMENT SPECIFICATIONS

POWER SUPPLY

The technical specifications of the Fronius “TransPuls Synergic 5000 are provided in

the table below.

Table E1. Welding Power supply technical data. [84]

Supply Voltage 3x200-400V
3x380-460V

Supply Voltage Tolerance +10%
Supply Voltage Frequency 50/60 Hz
Fuse Protection 65/35 A Slow blow
Primary continuous current (100% D.C.) 10.1-36.1 A
Primary continuous power 12.4-13.9kVa
Cos phi 0.99
Efficiency 88-91%
Welding Current Range MIG/MAG 3-500 A
Rod Electrode (MMA) 10-500 A

TIG 3-500 A

Welding Current at 10min/40°C (104°F) MIG/MAG 500 A
Rod Electrode (MMA) 450 A

TIG 320-340 A

Welding Voltage MIG/MAG 14.2-39V
Rod Electrode (MMA) 20.4-40 V

TIG 10.1-30 V

Maximum Welding Voltage -
Open-Circuit Voltage 68-78 V
Degree of protection 1P23
Type of Cooling AF
Insulation Class F
Marks of Conformity CE,CSA
Safety designation S

Measurements (Length, width, height)

625 x 290 x 475 mm

Weight

35.6 Kg
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ROBOTIC ARM

The technical specifications of the ABB “IRB1400” Robotic arm used are given in the

table below.

Table E1. Robot technical data. [85]

Supply Voltage 200-600V, 50/60Hz
Handling capacity 5Kg
Reach 1.44 m
Supplementary Load On axis 3 18 Kg

On axis 1 19 Kg
Number of axes Manipulator 6

External 6
Position Repeatability 0.05 mm
Maximum TCP Velocity 2.1 m/s
Mounting Floor
Robot base dimensions 620 x 450 mm
Weight 225 kg
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APPENDIX F. OPTICS

The optical elements used play an important role in the development of any vision
system; therefore it is important to give a brief review of some important concepts

related to optics

LENSES

A lens is a refracting device made of a transparent material such as glass. There are two
basic kinds of lenses are Concave and Convex. Concave lenses are thinner at the centre
and its thickness increases towards the outer edges, these lenses are also called
diverging or negative. A convex lens, on the other hand, is thicker at the centre and the
thickness decreases towards the edges, they are also called converging or positive lenses

[41]. Figure F.1 illustrates the more common types of lenses.

Bi-convex Planar convex Bi-concave Planar concave

Figure F.1. Convex and Concave Lenses.

When incident parallel rays of light pass through a lens, they converge into a point due
to refraction as illustrated in Figure F.2. The distance from this point to the lens is
called the focal length. In other words, it is the distance at which an image for an object

located at the infinity is formed [42].
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Focal length (f)
Figure F.2. Focal length of a lens.

DIFFRACTION

Frank and Leno Pedrotti define diffraction as [42]: “Any deviation from geometrical
optics that results from the obstruction of a wavefront of light”. The Huygens-Fresnel
principle affirms: every unobstructed point of a wavefront of light can be a source of
spherical secondary wavelets”. From this principle it can be deduced that the
diffraction effect is better observed when the size of the aperture through which the light
passes the obstructing object is smaller than the wavelength of the incident light. This
means that the smaller the aperture, the more likely the diffracted waves will approach a
circular wavefront [41]. Diffraction can occur even in the presence of non opaque

objects which can cause variations in the amplitude or phase of the light [42].

Using the diffraction phenomena, it is possible to manipulate light to produce different
patterns. If it is desired to create a periodical pattern, then an assembly of repetitive
diffracting elements can be used. Such an assembly is known as a “Diffraction
grating”. In a simplified view, the effect of using a diffraction grating is to generate a
set of points of maximum value (principal maxima) from the interaction of the different
circular wavefronts; while at other points these wavefronts eliminate each other. This

effect is illustrated in Figure F.3.
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m=2 (second order)

m=2 (first order)

> » m=0 (zero order)

m=1 (first order)

Grating element m=2 (second order)

Figure F.3. Effect produced by a diffraction grating element . [86]
The following equation governs the relationship between the order of the principal

maxima (m) and the diffraction angle:

a[sin(6,) +sin(@, )] = mA
[Equation 116]

In the equation above, 6; is the incident angle, ,, is the diffraction angle, a is the period
of the grating and 1 the wavelength of the incident light. If the incident light is
perpendicular as in Figure 2.1.2-1, equation 116 becomes:

asin(@,) =mA
[Equation 117]

Using this equation it is possible to calculate the angle of each principal maximum. It
should be noted that this varies according to the wavelength of the incident light. By
increasing the number of slits in the grating (N) the principal maxima get sharper, by
increasing the separation between slits the principal maxima are closer together and by

increasing the size of the slits the number of visible maxima diminishes [42].
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THE CAMERA

A camera is an optical system that allows capturing an image. The most basic type of
camera is the pinhole camera. This camera basically consists of an enclosed box which
allows the light to pass trough a small hole. In this way, the light entering the box
forms an inverted image at the rear, where a film plate is located as shown in Figure

F4.

Figure F.4. Pinhole camera.

A pinhole camera can obtain images of objects in focus from an unlimited distance
since it does not require any focusing. The depth of field of this kind of cameras is said
to be unlimited. The depth of field is the range of distances between which all objects
appear in focus in the image. The aperture is the opening that controls the amount of
light entering into the system (i.e. the camera). If, as in a modern camera, a lens is used
to focus the rays of light to form the image, a quantity known as relative aperture (A4) is
commonly used and is defined by the ratio between the focal length (f) of the lens and

the diameter of the aperture (D).
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[Equation 118]

The relative aperture is also known as focal ratio or f~number and the depth of field is
dependant of this value. Many commercial camera lenses have adjustable f-number by
means of a diaphragm of variable diameter and the focus can be adjusted by changing the
position of the lens.
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APPENDIX G. LASER SAFETY

The word laser originates from the acronym LASER: Light Amplification by
Stimulated Emission of Radiation [87]. The term laser is used to describe a device
which produces optical radiation which is spatially and temporally coherent,
quasimonochromatic (i.e. it has a very narrow bandwidth), has a large radiant power and

is directional [41]. Laser radiation can be generated at diverse wavelengths.

The fact that a laser can produce a very high power density[88], makes it capable of
producing injuries to the human body if exposed to this radiation. Therefore safety
measures should be taken when operating these devices. Henderson [88] provides a
table indicating the tissues at risk when exposed to laser radiation for different

wavelength ranges (Table G.1).

Table G.1. Tissues affected by laser exposure. [88]

Tissue
Waveband (nm)
Skin Outer Layers of Eye Retina
<700 X X
700-1400 X X X
>1400 X X

Lasers can be classified in different categories depending on their potential to cause
damage to human tissues. The International and Electromechanical Commission (IEC)
developed a laser classification that is internationally accepted. This classification has
six levels as follows [88-90]:

- Class 1: Lasers in this category are considered safe under any condition. These

lasers have a very low output power, in the order of micro Watts, or are completely
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enclosed such that there is not access to the laser radiation under normal operation
conditions.

Class IM: These lasers have the same characteristics of Classl lasers, except that
they can become hazardous if an optical element is placed within the beam.

Class 2: Lasers that fall in this category, produce visible light and low power (less
than 1.0 mW). Direct exposure of the eye to this light does not cause damage if the
expose time is less than .025 seconds which is enough time for a human to react by
involuntary blinking (0.1 seconds).

Class 2M: These lasers have the same characteristics of Class2 lasers, except that
they can become hazardous if an optical element is placed within the beam.

Class 3R: This category covers visible and invisible laser radiation. Direct viewing
of the beam is potentially dangerous. These lasers have an accessible emission limit
(AEL), i.e. the maximum allowed optical power, five times the AEL of Class2 for
visible light and 5 times the AEL for Classl1 for other wavelengths.

Class 3B: Lasers on this category are hazardous if viewed directly without eye
protection. Diffuse reflections are normally safe. These lasers have a maximum
power of 0.5 W for wavelengths above 315nm.

Class 4: These lasers produce hazardous diffuse reflections. They can produce skin

injuries and are a fire risk. They must be used with extreme caution.

Depending on the laser classification, laser systems should be properly labelled and

protected with interlocks and a “Key” control.

Protective eyewear must be used in areas where a Class 3B or Class 4 laser is in use. If

a Class 3R laser emitting non-visible optical radiation is in operation, eyewear must also
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be used [90]. Eyewear should be selected in a way that the incident light into the eye
falls to safe levels but still enough light is perceived in order to achieve good vision.
The Eyewear should be chosen according to the maximum power and wavelength of the
laser. Thus, if a laser emits visible light, the eyewear should provide enough attenuation
to decrease the optical power reaching the eye to ImW or less, if the laser emits
invisible radiation, this power should be 0.56mW or less [89]. In addition, protective
eyewear is designed for specific wavelengths; therefore the attenuation level is not the
same for wavelengths outside the value specified by the manufacturer. Table G.2
indicates the equivalence between optical density and attenuation factor for protective
eyewear, which is in fact logarithmic. Optical density is a measure which indicates the
amount of radiation that protective eyewear allows passing and is a logarithmic function

of the inverse of the transmittance.

Table G.2. Equivalence Between attenuation factor an optical density. [89]
oD Attenuation Factor
10
100
1000
10000
100000
1000000
10000000
100000000

0N N[N [ |W (N —
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APPENDIX H. SPATIAL ROTATION AND TRANSLATION

It is necessary to review the spatial translation and rotation topics as these are important

issues in the three dimensional problem addressed in the current work.

Translation can be defined as the displacement of a point in space by a defined distance
along a given direction vector [20]. Figure H.1 shows the translation of a point, relative
to a reference frame, by a distance ¢ along the unit vector i, the translation would be

given by:

u, fu, t,
T=m=tu, |=\w, |=|1,
u, tu Z,

[Equation 119]
A rotation can be considered as revolution of an object around a defined vector by a
given number of degrees. A rotation can be expressed as a combination of individual
rotations around the x, y and z axis of a reference coordinate frame as indicated in
Equation 120. The rotation angle around x, y and z are represented by 0, 0, and 0;
respectively. These rotations are known as Roll, Pitch and Yaw [20]. The Matrix R is

known as rotation matrix.

cos(@,)cos(@,) sin(b,)sin(@,)cos(@,) —cos(@,)sin(@;) cos(@,)sin(b,)cos(b,) + sin(f,)sin(b;)
R =| cos(@,)sin(@,) sin(f,)sin(@,)sin(d,) +cos(@,)sin(@;) cos(@,)sin(b,)sin(d;) —sin(b,) cos(b,)
sin(6,) sin(@,) cos(@ ) cos(d,)cos(d,)

[Equation 120]
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Figure H.2. Coordinate Frame Attached to an Object.

If a coordinate frame is defined and attached to an object, it is possible to express its
position in the space in terms of rotation and translation relative to a reference
coordinate frame or a World frame. If three unit vectors are considered, each one along
one of the object’s coordinate frame (x’y’z’) axis (Figure H.2), the rotation matrix can

be expressed as follows:

[Equation 121]
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By using the rotation matrix R, any point P* with object coordinates (x’, y’, z’), can be
expressed in terms of world coordinate frame coordinates by using the following
relationship:
P =RP+T
[Equation 122]
A rotation can also be expressed in terms of Quaternions. A quaternion is a condensed

form for describing a rotation and is defined as:

g=q,tu=gq, +(q,i+q; j+ q,K)

[Equation 123]

-

[Equation 124]

u =sin(®4n

[Equation 125]

Where n is a unit vector around which the rotation is being made and a is the rotation
angle. A quaternion that is compliant of Equations 124 and 125 is called unit
quaternion since the sum of the squared value of its elements is one [91] .A rotation of
a vector P’ can be expressed as:

P =qgPq’
[Equation 126]

q=4q,—u
[Equation 127]

The product between two quaternions, ¢ and p, is defined as follows:

gp =(q,p, —u, °“p)+(q1“p tpu,tu, ®“p)
[Equation 128]
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A quaternion can be found from the rotation matrix R as follows [92]:

it + by +1

1=
1 2
[Equation 129]
n —t, —by+1 : .
q2 = 5 sign(q,) = sign(t; —b,)
[Equation 130]
ty—m—by+1 . .
g3 = . sign(qy) = sign(b, — n,)
[Equation 131]
by—n,—t, +1 . )
q4 = 5 sign(q,) = sign(n, —1,)

[Equation 132]

With n= [ny; ny. n3], t = [t1; tr. 3] and b= [by; by, b3]  Similarly, the rotation matrix

can be found the correspondent quaternions by the following relationship:

a9 +q;+9;+q; 20,9, -99,) 249,95 +9,9,)
R=| 299,499 ¢ -4+% -9, 2(9:9, —49,9,)
29,9, - 995) 29,9, +9:9,) 4 -9 —q; +4;

[Equation 133]
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APPENDIX I. MINIMIZATION OF THE DISTANCE FROM A

POINT TO A LINE

The distance d from a point T to a line L described by equation 134 can be found by
using equation 135.
L =P, + fh

[Equation 134]

d=/T-P[ -[(T-P)em]

[Equation 135]
Equation 135 can be more easily explained by referring to Figure I.1. According to

such Figure it is possible to find the distance d by using the Pythagoras theorem:

p——

d=-/TP,’ —TP,

2

[Equation 136]

The length of the hypotenuse (TP, ) and the cathetus TP, can be found by applying
Equations 137 and 138
T8 =[T-P)
[Equation 137]
TP, =(T—P,)emh

[Equation 138]
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Py

Figure L.1. Distance form a pint to a line.

If T = (t1, t2, t3), P1=(p1x,p2x,p3x) and m = (m1, m2, m3) then Equation 135 can be
rewritten as follows:

d* = (t1— plx)” + (12— ply)* + (13— plz)* —[(t1 - plx)ml + (12 — ply)m2 + (t3 — plz)m2]’

[Equation 139]

By expanding the terms in Equation 139 it is obtained:

d* =(t1- plx)> + (12— ply)* + (13— plz)* —ml* (t1 — plx)* = 2mIm2(t1 — plx)(t2 — ply)
—m2*(t2 - ply)* —2m3(t3 — plz)[ml(t1 - plx) + m2(t2 — ply)]—m3*(t3 - plz)’

[Equation 140]
By further expanding terms in equation 141:

d> =11 =2t plx + plx® +12° =22 ply + ply® + 13> =23 plz + plz® —ml* 11> + 2ml1° 1 plx
—ml® plx® = 2mIm2t1¢2 + 2mlm2t1 ply + 2mIm2 plxt2 — 2mlm2 plxply — m2° 2% + 2m2* 2 ply

—b° ply? = 2mlm3t1¢3 + 2mlm3t1 plz + 2mlm3¢t3 plx — 2mIm3 plxplz — 2m2m3t2¢3 + 2m2m3t2 plz
+2m2m3t3ply — 2m2m3 plyplz — m3°¢3* + 2m3° 13 plz — m3* plz*

[Equation 141]
To minimize the equation for the distance d, it is found the partial derivatives of
Equation 141 with respect to 71, £2 and ¢1 and equated to zero since the aim of this
process is to find an unknown point T which distance is minimal to several lines

according to the two planes calibration method.
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2
&ll = 261(1 - m1*) — 2mlm2t2 — 2mlm3t3 + 2(— plx* + ml® plx + mim2 ply + mim3 plz) = 0

[Equation 142]

2
i;iz =2t2(1 = m2%) = 2mlm2t1 = 2m2m3t3 + 2(=ply* + mim2 plx + m2* ply + m2m3plz) =0
[Equation 143]
MZ
e 2t3(1—m3%) — 2mlm3t1 — 2m2m3t2 + 2(— plz* + mlm3 plx + m2m3 ply + m3* plz) = 0
A

[Equation 144]

Rewriting Equations 142 to 144

2(=plx* +ml® plx + mlm2 ply + mlm3 plz) = 261(1 — m1*) — 2mlm2¢2 — 2mim3t3
[Equation 145]

2(=ply® + mlm2 plx + m2° ply + m2m3 plz) = 2t2(1— m2*) — 2mlm2t1 — 2m2m3t3
[Equation 146]

2(=plz® + mlm3 plx + m2m3 ply + m3” plz) = 2t3(1 — m3*) = 2mIm3t1 — 2m2m3t2

[Equation 147]

I matrix form:

2(=plx® +ml* plx + mim2 ply + mim3 plz) 2(1-ml1*)  —2mlm2  -2mlm3 | £l
2(-ply* + mim2plx +m2? ply + m2m3plz) | =| —2mlm2 2(1-m2*) —2m2m3 | 12
2(—plz® + mlim3 plx + m2m3 ply + m3* plz) —2mlm3  —-2m2m3 2(1-m3*) | 13

[Equation 148]
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It can be noticed that Equation 148 has the following form:
K=MT
[Equation 149]
Now, if it is wanted to find the point T which its distance to N lines is minimal, the
equation 149 is found for every line and a total matrix system is found as follows:
Kr=Ki+K; +... + Ky
[Equation 150]
Mr=M;+M; +... + My
[Equation 151]
Ky=M.T

[Equation 152]
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