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Abstract

Fast, high precision and automated optical noncontact surface profile and shape mea-

surement has been an extensively studied research area due to the diversity of potential

application which extends to a variety of fields including but not limited to industrial

monitoring, computer vision, virtual reality and medicine. Among others, structured light

Fringe Projection approaches have proven to be one of the most promising techniques.

Traditionally, the typical approach to Fringe Projection 3D sensing involves generating

fringe images via interferometric procedures, however, more recent developments in the

area of digital display have seen researchers adopting Digital Video Projection (DVP)

technology for the task of fringe manufacture. The ongoing and extensive exploitation

of DVP for Fringe Projection 3D sensing is derived from a number of key incentives

the projection technology presents relative to the more traditional forms of projection.

More specifically, DVP allows for the ability to accurately control various attributes of the

projected fringe image at high speed in software, along with the capabilities to develop

multi-channel techniques via colour projection. Furthermore, considering the typical DVP

source is capable of projecting a standard 24 bit bitmap computer generated image, when

interfaced to a personal computer, DVP makes for a very affordable projection source.

However, despite the aforementioned incentives, in contrast to the more traditional meth-

ods of generating fringe images, the digitally projected fringe signal presents a number

of shortcomings which ultimately hinder the effective application of the technology for

Fringe Projection 3D sensing.

This thesis aims to improve the effectiveness of the deployment of DVP technology for

Fringe Projection 3D sensing approaches. The proposed initiative is facilitated through

extensive analysis of the application of DVP technology for fringe processing, and fur-

thermore by the proposal of new digital fringe calibration procedures.

Firstly, this work demonstrates a comprehensive survey of current Fringe Projection

3D sensing approaches including an introductory review of the rudimentary notion of pro-

jecting fringes for 3D data acquisition. The survey also provides a thorough description

of the evolution of the three major forms of fringe processing i.e. Fringe Phase Stepping,
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Fourier Fringe analysis and Direct Detection.

The limitations of DVP for Fringe Projection are demonstrated through the develop-

ment of a novel fringe phase emulation approach. The phase emulation approach is sub-

sequently employed to establish empirical insight into the application of DVP technology

for Fringe Projection. More specifically, the preliminary empirical analysis is used to test

the veracity of the application of the two chief DVP technologies (Liquid Crystal Dis-

play, LCD and Digital Light Processing, DLP, Texas Instruments) for Fringe Projection.

Through this study the camera / projector non-linear intensity response is shown to be the

single most significant shortcoming inherent to DVP based Fringe Projection implemen-

tations.

Following the findings of the preliminary empirical analysis the influence of the Dis-

play Gamma attributes of the projection system is extensively investigated. The harmonic

structure of a typical digitally projected fringe signal is examined and an approximate

analysis framework proposed. The framework is subsequently utilised to form a set of

equations defining the trueγ sensitivity of a range of highly exploited fringe processing

techniques. The approximate analysis is later verified and the practical significance of the

findings demonstrated. Through this study the true nature of the Display Gamma related

phase measuring residual error is revealed.

With the aid of a verified framework, investigations into additional Display Gamma

related Fringe Projection phenomena is undertaken. More specifically, the optimisation of

digitally projected fringes by fringe parameter manipulation is demonstrated. The tempo-

ral nature of digitally projected fringe images is studied for the well exploited single shot

Fourier Transform Profilometry technique and the digital fringe harmonic dependence on

the projector optical modulation transfer function is revealed. Subsequently, the elimi-

nation of Display Gamma related Fringe Projection phase measuring residual error for

phase stepping techniques by projector defocus optimisation is shown.

Finally, a novel digital fringe calibration approach ideal for minimum shot fringe pro-

cessing techniques is proposed. The calibration procedure is centered on the application

of Artificial Neural Networks (ANNs) to correct the non-linear intensity distortion asso-

ciated with the camera / projector system. Unlike previously proposed gamma correction

techniques, the neural fringe calibration technique requires no additional data acquisi-



v

tion with effective calibration requiring no more than a single cross-section of a reference

fringe. The neural network fringe calibration approach is also shown to significantly out-

perform simple filter based techniques of similar computational complexity. Given the

reduced data requirements for the neural approach its application for multi-channel fringe

calibration is also considered.
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Chapter 1

Preliminaries

1.1 Introduction

Fast, high precision and automated optical noncontact surface profile and shape measure-

ment has been an extensively studied research area due to its many potential applications,

including, industrial monitoring, machine vision, animation, virtual reality, dressmaking,

prosthetics and ergonomics, etc. Among others, structured light approaches including

fringe profilometry have proven to be one of the most promising techniques, particularly,

since recent advancements in Digital Video Projection (DVP) Technology have provided

the required attributes for the development of dynamic and more robust structured light

approaches. However, since DVP technology is designed and optimised for viewing appli-

cations such as video presentations and home theater, the technology presents a number of

shortcomings when applied in the structured light environment. The application of DVP

for structured light 3D sensing including analysis and alleviation of these shortcomings

form the basis of this thesis.

In this chapter a brief introduction into 3D sensing is provided, highlighting some of

the more significant existing approaches. Subsequently, the motivation for this research

is addressed, including the approach and contribution of the author’s works. Finally, the

structure of this dissertation is outlined.

1



1.2. Three-Dimensional Sensing 2

1.2 Three-Dimensional Sensing

Throughout time the science of measurement or metrology has often attracted the in-

terest of mankind. In fact, primitive measurements of weight, length and time serve as

evidence of the considerable role metrology has played right throughout the ages and fur-

thermore in the development of the modern world. More recently through technological

advancements, namely, in the areas of computer processing power, and digital imaging

and display, the application and feasibility of optical metrology methods has grown con-

siderably. Of particular interest are those optical approaches dedicated to obtaining 3D

data.

Over the past few decades a range of optical methods for 3D sensing have been pro-

posed and their practical implementations demonstrated [1]. In general 3D sensing tech-

niques can be broadly categorised as either passive or active. Passive approaches typically

utilise multiple views or image scene characteristics to determine 3D information. While

it is arguable that passive approaches are more widely applicable for 3D sensing, often the

resolution for the measurement of complex scenes is somewhat limited [2] and hence the

evolution to active approaches was realised. Active approaches determine scene depth in-

formation by way of projection of a controlled light source(s) and the adequate capture of

a reflected energy distribution. In contrast to passive techniques, the measurement accu-

racy of active methods can often be significantly increased, however, with this comes the

burden of the reliance on additional phenomenon such reflectance and dispersion of light

not to mention the control and generation of adequate signals which is often performed

by additional equipment.

Contrary to the classification of passive and active, the majority of techniques can also

be further generalised as triangulation or coaxial in terms of the physical arrangement

of sensing devices. The well exploited triangulation principle behind many techniques

can often provide for high precision, however, yield the problem of “missing parts” not

included in one or more views. Coaxial systems where sensing devices are aligned along

a common axis do not suffer from such view obscurities, however, they may often be

limited in terms of range of field and dynamic application.

Since no one particular 3D sensing classification “active” / “passive”, “triangulation”

/ “coaxial”, clearly offers significant proficiency in terms of speed, accuracy, implemen-
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tation,cost etc, it is important to evaluate a number of proposed methods. The purpose of

this section is to briefly outline some of the more significant approaches to 3D sensing,

highlighting the advantages and shortcomings of each. They include: Photogrammetry

methods such as Stereovision, Shape from Texture, Shape from Shading and Shape from

Focusing; Time-of-Flight methods; Interferometric methods including Classical Interfer-

ometry and Moiŕe methods; and Structured Light methods such as Laser Scanning, Coded

Structured Light and Fringe Projection approaches.

1.2.1 Photogrammetry Methods

Photogrammetry can be defined as the science or art of obtaining reliable measurements

by means of photographic images [3]. Therefore in terms of 3D measurement, Pho-

togrammetry methods can generally be considered as passive approaches whereby 3D

information can be obtained via detailed analysis of photographic images. Photogram-

metric methods often exploit image scene characteristics and / or multiple views in order

to determine 3D information. Some of the more well known techniques include: Stereo-

vision, Shape from Texture, Shape from Shading and Shape from Focusing.

1.2.1.1 Stereovision

As the name infers, “Stereovision” techniques make use of two or more views of a scene

to sense 3D information. In general, the passive triangulation process of stereopsis can be

broken down into three distinct stages; Image preprocessing, Matching and Height De-

termination [4]. In the preprocessing component, areas or features of stereo images are

identified so correspondence between the multiple views can be established. The process

of establishing correspondence is referred to as the matching stage and is often regarded

as the most defining step in the stereopsis process. Once correspondence has been ob-

tained the height distribution of the observed scene can then be determined. Over the past

30 years much research has been undertaken into the performance of preprocessing and

matching stages, in terms of computational costs and disparity estimation accuracy [4,5].

Stereo matching algorithms are often categorised as either Local or Global based

methods. Local methods determine correspondence by considering small segments of

stereo images, whilst Global methods consider entire or relatively larger portions of
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stereoimages. Early stereo methods focused predominantly on Local methods including

Block Matching [6,7,8,9,10], Gradient Methods [11,12,13] and Feature based Match-

ing [4,14,15,16] due to their efficiency, however, Local methods are sensitive to occlusive

and other ambiguous regions. Directly as a result of the sensitivity to occlusive views

more recent research has been undertaken into the investigation and implementation of

Global matching methods [17,18,19]. Global methods are less sensitive to such local

ambiguous regions since a larger range of intensity values are taken into consideration for

matching.

Despite the development of Stereopsis into a mature research field, a robust, computa-

tionally efficient and accurate 3D sensing implementation has yet to be developed, largely

due to the significant problem of correspondence.

1.2.1.2 Shape from Texture

Shape from Texture is a coaxial image based technique concerned with the exploitation

of scene texture to determine scene depth. More specifically Shape from Texture attempts

to measure the amount of change in texture density within a 2D image of a 3D scene.

Kanataniet al. provide a generic viewpoint on the approach in [20]. The application of

Shape from Texture is a somewhat limited 3D sensing approach since the method can

only be applied to highly and uniformly distributed textured images of 3D scenery [2].

1.2.1.3 Shape from Shading

For many centuries artists have been utilising cues such as shading for depth portrayal

and perception, however, it was not until the early 1970’s that the method of Shape from

Shading was first formally investigated by Horn as a method of 3D sensing [21]. The

general approach to Shape from Shading is to reverse engineer the formation of a captured

image in terms of a reflection model, light source direction and surface normal. Given a

grey level image, the aim of a Shape from Shading algorithm is to recover the light source

and surface shape at each pixel in the image. Typically Shape from Shading techniques

achieve this though Minimisation approaches, Propagation approaches, Local approaches,

and Linear approaches [21].

Since Horn’s initial investigations a number of methods and variations of such ap-
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proacheshave been proposed, including the integration of Shape from Shading with

Stereo [22,23]. More recently the integrity of core frameworks and modeling of Shape

from Shading approaches have been questioned, and hence have been further investigated

and seen the development of newer more robust algorithms and mathematical model-

ing [24,25,26]. Although Shape from Shading can provide image depth, the accuracy

of reflection models, constraints on ambient lighting conditions and resolution of recon-

struction somewhat limits it’s application to 3D sensing.

1.2.1.4 Shape from Focusing

Again based on visual stimuli, Shape from Focusing is a sensing technique which relies

on the depth of focus of a lens imaging arrangement. Traditional Shape from Focus

methods use a sequence of images of a 3D scene, whereby, for each image the distance

between the 3D scene and the imaging optics is shifted such that different regions of the

3D scene come into focus with the progression of the image sequence. Therefore by

quantitatively measuring optimum focusing of local regions of the 3D scene the actual

3D depth can be establish through correlation of the displacement of imaging system and

3D scene [27,28]. A range of methods to quantify focus/defocus exist [2,29], all methods

exploit the underlying principle that defocusing can be modeled in terms of filter theory

as a low-pass filter, where higher frequency content is attenuated. Since Shape from

Focusing requires a finite sequence of images, interpolation is often utilised to improve

the accuracy of the estimated depth map.

Recently, Pradeepet al. [30] proposed a strategy to improve depth estimate using

a relative defocus blur among the image sequence combined with an image restoration

technique, the approach was shown to improve on traditional methods for both synthetic

and empirical data. Furthermore, bearing in mind the considerable amount of data and

processing required for focused based measurement, other recent advances have been

concerned with the optimisation of Shape from Focus methods using dynamic program-

ming [31]. Probably one of the most significant drawbacks of Shape from Focusing is

the amount of data required for 3D reconstruction, limiting the method to the static or

quasi-static metrology applications. The reliance on significant data acquisition could be

somewhat reduced by qualitatively measuring defocus, however, this would inevitably
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resultin reduced accuracy due to lens depth of focus sensitivity.

1.2.2 Time-of-Flight Techniques

Time-of-Flight techniques can be categorised as an active technology in which a light

source is pulsed at a point on an object within a 3D scene. The time taken for the pulse

to travel from the source to the target and back to a receiver with reference to a calibra-

tion pulse is measured, and thus the distance traveled by the pulse is calculated [1]. The

method does not require any form of image processing and therefore has minimal compu-

tational requirements. Further since Time-of-Flight methods can be applied in the coaxial

sense, the problem of missing parts familiar with triangulation based 3D sensors can be

avoided. Time-of-Flight systems are commonly implemented utilising ultrasonic or laser

sources for measurement of 3D scenes with a range depth in the order of meters [2]. The

relatively large depth range of Time-of-Flight methods is attributed to the fact that range is

limited only by the ability to receive a reliable reflected signal. Typical accuracy of Time-

of-Flight approaches is in the order of mm’s [32] however, more recently the development

of a system based on single photon counting has been shown to obtain accuracy’s within

10’s ofµm’s [33]. Probably the most significant constraint of Time-of-Flight methods is

a limited spatial field, with scanning technology required to obtain a full frame of depth

information.

1.2.3 Interferometric Techniques

Interferometric methods are based on the fundamental principles of wave theory, and in

particular the superposition or interference of multiple coherent electromagnetic wave-

fronts. The interference of coherent electromagnetic wavefronts results in an interfer-

ogram otherwise referred to as a fringe pattern. A fringe pattern conveys an intensity

distribution that varies as a function of the geometrical properties of the viewing surface

and therefore can be a very useful means to undertake surface measurements. The history

of fringe processing can be traced back to the late 1800’s, when Righi recognised that

the relative displacement of two gratings could be determined by measuring the resultant

Moiré fringe [34]. Although Righi’s method could provide for reasonable insight into the
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displacementof the gratings, much like any early fringe processing method prior to the

conception of computers, the measurement application was limited as it only analysed

the fringe based on fringe maxima and minima, with all other useful information ignored.

Given the usefulness and great deal of detailed information a single fringe could undoubt-

edly yield for a multitude of applications, by the 1960’s more complex fringe processing

algorithms to autonomously provide more accurate information at each point of the sam-

pled fringe began to evolve (typically for optical interferometry applications). The field

then became very popular in the early 1980’s in accordance with the availability of qual-

ity Charged Couple Devices (CCD’s) and improved processing power. Thus, relatively

speaking, the processing of fringes to yield measurement is most certainly not a new con-

cept, and since its initial instantiation has found various useful applications. Given the

maturity of the interferometric research field, a huge range of literature in regard to this

particular form of measurement is abundantly available and no single review can embrace

each and every development and variation of the methodology. Hence, only the major

evolutions of Interferometric 3D sensing methods are briefly discussed. Included in the

survey is what we have termed Traditional Interferometry techniques, which encompasses

a wide range of interferogram types, and Moiré techniques, based on fringes generated by

the Moiŕe phenomenon.

1.2.3.1 Traditional Interferometry

The principle of traditional interferometry is quite a well understood concept. Coherent

light is directed onto a surface of interest with the reflected wavefront superposed with

a reference beam, to form an interference fringe image observable to a CCD. Analysis

of the fringe image can reveal phase information which can then yield the Optical Path

Difference (OPD) or relative height distribution of the surface.

Interferometric surface profiling methods can often be generalised by the method in

which fringe images are fabricated. Fringe patterns for surface profiling are typically

created through manipulation of either

• Wavelength [35,36,37,38],

• Refractive Index [39,40] and/or;
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• IlluminationDirection/Number of sources [41,42,43].

With the primary focus of pioneer interferometric 3D sensing research focused on the

adequate generation of reliable fringe patterns, subsequent research was aimed at improv-

ing the measurement accuracy of fringe processing techniques. Phase measuring inter-

ferometry methods were developed and provided for depth measurement at each pixel of

the fringe image [44]. In contrast to previous single wavelength methods where accu-

racy was limited to half a wavelength, measuring only fringe maxima and minima, phase

measuring methods provided the means for measurements of 1/100th of a fringe [45]. A

further development of fringe phase analysis has seen the combination of phase measur-

ing methods with multiple wavelength approaches to produce reliable measurements with

accuracies of 1/1000th of a fringe [46].

Despite the very high accuracy associated with phase measuring interferometric meth-

ods the most significant shortcoming is the measurable range between adjacent pixels.

This limitation can be expressed in terms of a phase ambiguity equal to the optical or

synthetic wavelength for single wavelength or multiple wavelength variations, respec-

tively. The phase ambiguity problem often limits the effective application of such phase

measuring approaches to smooth continuous surfaces, since the change of height between

adjacent pixels for rough and complex surfaces with discontinuities may be large relative

to the equivalent wavelength of the source. More recently wavelength scanning using

a tunable dye laser has been proposed to solve the phase ambiguity problem, yielding

accuracies as high as 1µm [47], while other methods utilising white light [48] and the

combination of speckle interferometry with heterodyne approaches [49] have also been

proposed for the measurement of rough surfaces.

1.2.3.2 Moiré

Moiré fringes are produced when two gratings of approximately the same spatial fre-

quency are superposed upon one another. The phenomenon can be observed as a visual

beat pattern in everyday scenarios such as the overlapping of semi-transparent fabric, or

when a highly textured image appears on a digital display or television screen. Relative to

the interferograms discussed in1.2.3.1, where the pitch of the fringe image is directly pro-

portional to the wavelength of the source, Moiré fringes can be produced where the pitch
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is source independent. In fact, the mathematical formulation of Moiré patterns resulting

from the superposition of sinusoidal gratings is identical for interferograms produced by

the superposition of electromagnetic wavefronts [50]. Conversely, the pitch of the re-

solved fringe image can be controlled by the physical grating medium used to produce

the signal, thereby making the Moiré technique an effective tool in contouring relatively

larger more coarse surfaces.

The application of Moiŕe fringes for surface topology was first investigated in the late

1960’s early 70’s, chiefly by Meadowset al. [51] and Takasaki [52]. Moiŕe methods

for 3D sensing can be regarded as an active triangulation technique implemented in one

of two variations; Shadow Moiré or Projection Moiŕe. Shadow Moiŕe approaches use a

single grating to cast a shadow onto the surface to be profiled which is imaged through

the grating from an offset angle. Projection Moiré methods utilise two gratings, one to

project a grating onto the surface and a second to resolve the Moiré fringe.

Computer analysis of Moiré fringe images to distinguish between concavity and con-

vexity posed as one of the most challenging problems with early Moiré methods, which

also suffered from poor resolution, with depth information obtained only at fringe max-

ima and minima [53]. Hence, similar to the evolution of other classical interferometric

methods, traditional Moiŕe approaches adopted the phase measuring ideology which sig-

nificantly improved not only the accuracy but also practical implementation of Moiré

methods [54,55]. The typical measurement range of phase shifting Moiré methods is

from 1mm to 0.5m with the resolution at 1/10th to 1/100th of a fringe. A further signifi-

cant development in Moiré topography was the application of video projection technology

to accurately and more rapidly generate Moiré contours to complement phase shifting ap-

proaches [56]. Moreover, video projection technology makes high speed 3D Moiré sens-

ing more conceivable, an interesting discussion on high speed Moiré contouring methods

is provided in Reference [57].

1.2.4 Structured Light Techniques

Structured Light approaches for 3D sensing can be considered as an active advancement

in stereovision ideology, where one camera is replaced with an illumination source. The

projection of a known pattern illuminating a surface to be profiled effectively resolves
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correspondencebetween the multiple views of the stereo system without the need for

geometrical constraints such as those briefed in Section1.2.1.1[58]. The height distribu-

tion of the surface is directly modulated into the projected intensity distribution which is

generally imaged by a single camera. Through analysis of the deformed intensity distri-

bution(s) the 3D information can be obtained and the height distribution reconstructed in

3D space in accordance with the well known triangulation configuration.

Structured light approaches for 3D sensing are typically differentiated on the basis

of the nature of the projection. The most significant approaches can be classified as

Laser Scanning approaches, Coded Structured Light approaches and Fringe Projection

approaches.

1.2.4.1 Laser Scanning

Laser Scanning is probably one of the most simple yet effective methods of obtaining

3D data. Such characteristics can be attributed to the very rudimentary optical method of

triangulation, which forms the basis of Laser Scanning approaches [59]. Typically a single

dot or slit-like line of laser light is focused onto the surface of interest, a portion of the

light is scattered from the surface and is imaged onto a detector such as a CCD or Position

Sensitive Detector (PSD). The position of the captured laser light in conjunction with an

appropriate calibration process can then yield the corresponding 3D displacement [60].

The typical range associated with Laser Scanning methods is from 200mm to 1mm

with an accuracy of 1 part in 1000, at 40kHz or higher, although applications with a range

of as small as 0.1mm and accuracies of less than a micrometer have also been reported

[61]. Since depth data is obtained in a point by point or line by line fashion, scanning

of an entire surface is required for a full frame of 3D data. Typically this is conducted

by scanning the laser source through the scene, although pending on the application the

scene may be shifted relative to the source / camera configuration [62,63].

Despite the reputable accuracy and simplicity of Laser Scanning approaches, given

that the approach is not a full field technology its application is limited to the measurement

of static scenes.
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1.2.4.2 Coded Structured Light

Coded Structured Light can be principally conceptualised as a full field variation of the

Laser Scanning methodology. Coded Structure Light methods obtain full field analysis

by illuminating the 3D scene with a coded pattern which can be used to identify corre-

spondence within the scene. A significant number of coded light approaches have been

matured over the past two decades most of which can be classified as one of three meth-

ods; Time multiplexed methods, Spatial Neighbourhood methods and Direct Codification

methods [64].

Time Multiplex methods temporally code correspondence through the projection of

a sequence of patterns that successively illuminate the target surface. The temporal in-

tensity values of each pixel of the captured image sequence forms a codeword uniquely

identifying scene correspondence. An early example of temporal codification was put

forth by Posdamer and Altschuler [65]. The binary method projected a black and white

sequence of patterns where the spatial frequency of successive patterns was increased by

a factor of two. The method was later improved by Inokuchiet al. [66,67] using the now

well known Gray Code method. This development made the binary approach more robust

in the presence of noise, however, due to the strong correlation between data quantity and

resolution, efforts to reduce the number of projected patterns while retaining accuracy

were made. As a result, techniques based on N-ary codes utilising intermediate intensity

values were devised [68,69].

Ideally, to facilitate optimal spatial resolution for Binary / N-ary techniques, the reso-

lutions of the projected and captured images should be matched. However, due to limita-

tions in intensity detection, the spatial resolution of such methods are limited accordingly.

Therefore, the combination of Binary / N-ary methods with phase shifting methods were

proposed, where pixel resolution could be obtained with the ability to measure complex

surfaces with discontinuities [70,71,72].

The most significant shortcoming of all time multiplex methods results from the re-

quirement that the scene must be static for the duration of the projected sequence. Spatial

Neighbourhood methods can overcome the static scene drawbacks associated with time

multiplex methods by coding a unique or quasi-unique illumination pattern, where cor-

respondence codewords can be formed based on pixels surrounding the point of interest.
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Clearly, with reference to Time Multiplexed methods, in order to obtain similar spatial ac-

curacy, the requirement is for the projection of a significantly more complex pattern, and

accordingly, a significantly more complex decoding stage. A range of methods with in-

tuitively designed patterns have been proposed [73,74,75], however, many lack in spatial

resolution and scalability in terms of computational complexity. Some of the more in-

teresting approaches use mathematical techniques for pattern design such as those based

on De Brujin sequences [76,77,78]. Reference [79], describes an interesting method to

facilitate the projection of a unique pattern coding based on De Brujin sequences using a

novel multi-pass dynamic programming approach. The proposed method enabled for the

measurement of complex scenes based on a single shot and was also extended into a tem-

poral application for more reliable space-time surface profiling. Some other interesting

examples of Spatial Neighbourhood methods include approaches that utilise the mathe-

matical properties of specialised matrices termed M-arrays, to manufacture completely

unique projections [78,80].

The final classification of Coded Light approaches refers to methods where corre-

spondence is directly coded into each pixel of the resolved image. Probably the most well

known of all Direct Coding approaches is Carrhill and Hummel’s “Intensity Ratio Depth

Sensor” [81]. The intensity ratio method forms a ratio of the intensity value of each pixel

within the scene when illuminated by a wedged greyscale projection and a constant refer-

ence illumination. The ratio essentially defines a code for each individual pixel. Although

theoretically, Direct Coding methods including the Intensity Ratio method, can reveal sig-

nificantly higher spatial resolutions relative to the two previously discussed Coded Light

classifications, the approach is least favoured of all coding schemes since noise bears a

significant burden in practical applications. Some other interesting Direct Coding exam-

ples code using colour projections most of which are limited to the space of profiling

neutral coloured surfaces [82].

1.2.4.3 Fringe Projection

Fringe Projection approaches can be liken to the Moiré technique described in Section

1.2.3.2, however, rather than resolving a fringe image to yield contours, the 3D surface

distribution is directly modulated into the projected fringe image. The typical Fringe
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projectionapproach projects a reference sinusoidal fringe image onto the diffuse surface

of interest which is recorded using a CCD camera. The captured fringe image can be

regarded as a phase modulated version of the initial reference signal, with the modulation

directly related to the depth distribution of the diffuse surface. The recorded modulated

fringe image is then processed by a fringe processing algorithm to extract the spatial phase

modulation, which is thereby used to recreate the surface of interest in three-dimensional

space using geometrical relations prominent with the conventional triangulation optical

arrangement.

Fringe Projection approaches can facilitate for variable sensitivity to yield high accu-

racy over a large field depth with a range of well known single and multiple shot fringe

processing algorithms. Some of the more well known Fringe Projection processing algo-

rithms include Phase Measuring Profilometry (PMP) [83], Fourier Transform Profilome-

try (FTP) [84], Modulation Measurement Profilometry (MMP) [85], Spatial Phase Detec-

tion (SPD) [86] and Phase Locked Loop (PLL) [87] methods. Similar to the evolution of

Coded Structured Light methods, Fringe projection methods have enjoyed the more recent

technological advancements in the field of digital projection, making the development of

robust, accurate, high speed and cost effective 3D sensing solutions more viable. An ex-

ample of such is the more recent work of Huanget al.[88] who proposed a colour-encoded

digital fringe projection technique for high speed 3D surface profiling. The proposed sys-

tem utilised the RGB colour channels of a Digital Light Processing (DLP) video projector

to project three phase shifted images onto the measurement scene. The three individual

phase maps were captured in one image, decomposed using a linear separation technique

and a PMP fringe processing approach was used to reconstruct the object. The method

was restricted to profiling neutral coloured surface and hence the technique was further

refined to utilise the inherent nature of DLP projection to overcome the problem [89]. The

improved system temporally projected phase shifted images onto the measurement scene

at high speed, which were recorded by synchronising the projection system with a video

camera. The system was shown to ascertain potential measurement speeds of up to 100

Hz however, the data processing was conducted offline as a result of the computational

costs associated with the arctangent calculation required in PMP fringe processing. Con-

sequently, Zhang and Huang incorporated a novel intensity ratio measure to process the
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captureddata in realtime [90,91]. As a result the system was shown to be capable of cap-

turing and processing a 532 x 500 frame of relative 3D data at 40 frames per second, with

a second colour camera included to capture and map object texture information. More

recent developments of this work has seen the transition back to sinusoidal fringe projec-

tion techniques for absolute realtime space measurement to improve the field depth and

practical application of the method [92]. Furthermore, to aid the computational demands

associated with arctangent processing, the application of a Graphics Processing Unit for

the absolute measurement has also been demonstrated [93].

Another interesting example involving the DLP technology is Chen and Huang’s [94]

work on the practical miniaturised 3D surface profilometer. Here Chen and Huang de-

signed a probe unit small enough to fit inside a subjects mouth for dental profiling. In

fact, the non-coherent nature of DVP light sources has made the deployment of DVP for

the measurement of human tissues ideal. This has been illustrated through the work of

Skydanet al. [95] where a multichannel multi-projector technique was utilised to profile

human body shape. The system made use of two or possibly three projectors each pro-

jecting an individual primary colour phase map, imaged with a single CCD camera. The

captured phase maps were processed individually using a FTP method and the individual

reconstructions were accurately mapped together into the final reconstruction.

In contrast to the sibling Coded Light technology, Fringe Projection methods can typ-

ically provide higher spatial accuracy often with much less data, while, relative to the

parent Moiŕe technology projected fringes provide a much more flexible and practical ap-

proach for 3D sensing. The only major drawbacks with Fringe Projection methods as with

all triangulation methods is the problem of missing parts and the additional requirement

for robust phase unwrapping algorithms.

1.2.5 Applications

The increasing demand for high speed, accurate and automated non-contact 3D sensing is

exemplified through the diversity of possible application which extends to a wide variety

of different fields including the following key areas;

• Medicine: Accurate and robust dimensioning of the human body has received con-

siderable attention in an effort to monitor the progression of medical conditions to
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allow medical practitioners to more effectively treat patients. Some example ap-

plications of this would include the measurement of the human body to observe

the progressive human spine displacement disease otherwise referred to as scoliosis

or for the more effective treatment of cancer through conformal radiation therapy.

Furthermore, considering the hugely growing popularity of cosmetic surgery, the

accurate high speed measurement of human tissue could greatly assist cosmetic

surgeons and customers to more effectively undertake various procedures.

• Industrial Automation: Realtime 3D sensing approaches could most definitely make

the concept of fully autonomous robotic production lines more realisable. More-

over, in addition to the deployment of 3D realtime measurement to improve effi-

ciency, noncontact accurate measurement will also aid in the quality of high pre-

cision industrial manufacturing. An interesting example of this would be the ap-

plication of 3D sensing for gauging body size for industrial dressmaking. This

particular type of application would also serve as an interesting tool for population

demographics.

• Computer Vision, Virtual Reality and Recognition: Among all other intriguing ap-

plications one of the key research initiatives for 3D sensing technology lies with

Computer Vision, and more specifically Computer Vision to aid Virtual Reality and

Recognition systems. Bearing in mind that very recently entire virtual existences

have been developed based on real world attributes (albeit primitive in terms of ac-

tual real life 3D vision), there is a clear requirement for the accurate creation of such

virtual environments via the accurate dimensioning of the real world environment.

Further, another interesting Virtual Reality example would be the 3D feature extrac-

tion of the human face which could be utilised to replace avatars in network games

with actual player features. Whilst this example sees the mapping of accurate facial

features for incorporation into entertainment applications, given the precision of the

measurement, 3D facial feature extraction provides the ability to spawn recognition

techniques for security or identification applications.

Therefore, considering the multitude of possible applications it is essential to facili-

tate continued research efforts to produce more advanced high speed non-contact, high
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precision,3D measurement.

1.3 Motivation for this Research

Reflecting on the literature survey provided in Section1.2, the Structured Light Fringe

Projection approach appears to present itself as one of the most promising methods for

dynamic, accurate and cost effective optical 3D sensing. Also as pointed out in Section

1.2.4.3, the approach has become increasingly popular with the recent advances in digital

projection display technology. More specifically, DVP is a technology which has been

actively pursued by the Fringe Projection research community because it provides a num-

ber of key advantages over more traditional methods of generating fringe patterns. For

instance, DVP provides the ability to manipulate fringe patterns quickly and easily with

high precision in software, along with the capability to develop multi-channel algorithms

via colour pattern projection. In general, a conventional Liquid Crystal Display (LCD) or

Digital Light Processing (DLP) digital video projector serves as the typical DVP source,

which is capable of projecting a standard 24 bit bitmap computer generated image. Hence,

when interfaced to a personal computer, DVP makes for a very affordable, flexible and

robust projection source. However, while the aforementioned incentives in conjunction

with advancements in the performance of such digital technology have fueled continued

interest from the research community over recent years, a number of key attributes of the

DVP image significantly hinder the veracity of the projection source as a fringe projector.

Following the initial work’s of Huanget al. as described in Section1.2.4.3, subsequent

work was aimed at creating and implementing algorithms to compensate for the inherent

Fringe Projection limitations associated with DVP. Closely related to this particular line

of work was the identifying and understanding of the nature of the DVP associated Fringe

Projection limitations. The investigation was chiefly initiated by Huanget al. in [96]

where they proposed the non-linear intensity resilient Double Three Step technique and

further identified the projection phenomena as the single most significant error source for

the application of DVP for Fringe Projection 3D sensing. Huanget al. speculated that

the camera / projector non-linear intensity response was responsible for significant fringe

harmonic distortion and consequently for a systematic residual phase measuring error.
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While the Double Three Step technique was shown to be reasonably effective at re-

ducing the non-linear intensity systematic limitations, Huang’s empirical evaluation and

following analytical investigation on the issue somewhat misconstrued the problem for

phase stepping approaches. More specifically, Huang’s evaluation has introduced sig-

nificant confusion in regard to the sensitivity of a range of popular fringe processing

techniques in the presence of non-linear intensity related fringe distortion.

Sometime later the non-linear camera / projector response was more formally identi-

fied by Guoet al. in [97] to be resultant of the Display Gamma attributes of the projection

system. Guoet al. verified their findings by proposing a gamma correction procedure

for gamma distorted fringe images and accordingly were able to successfully improve

the accuracy of their DVP fringe profilometer. Although the technique was shown to be

effective in mitigating the associated non-linear intensity phase measuring residual er-

ror, the gamma correction process was quite computationally demanding and required a

significant amount of data.

More recently, Zhang and Yau [98] showed the residual phase measurement error

associated with the gamma distorted fringe was independent of the camera response (as-

suming the camera response is linear), the reflectivity of the surface and ambient light

intensity and thereby, proposed a generic phase lookup table based solution. The tech-

nique was shown to be quite effective at minimising gamma related phase measuring

errors, however, questionable generalisations about the true nature of the resulting phase

residual were made. More specifically, the authors claimed that the residual phase er-

ror was independent of the spatial carrier frequency based on empirical observation, and

further they generalised the residual function for all fringe processing algorithms.

Therefore, despite the research attention the DVP shortcomings and in particular the

Fringe Projection Display Gamma phenomena has received, a number of issues still re-

main misunderstood or uninvestigated. Of principle concern is the lack of a formal and

thorough investigation into the Display Gamma Fringe Projection issue, including the true

practical nature of a gamma distorted fringe and the resulting phase measuring residual.

This entails the study of the fringe image formation process from and optical perspective

and further analysis of the temporal nature of the DVP fringe image. Supplementary to

this is the clarification of the previously misconstrued Display Gamma sensitivity issue
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for a range of well exploited fringe processing algorithms.

In addition to the important investigative issues described above, as previously men-

tioned many of the proposed gamma correction procedures make assumptions about the

nature of the gamma distorted fringe and often demonstrate the requirement for signifi-

cant additional computation and / or the requirement for additional data. Therefore, the

further development of effective yet efficient gamma correction or elimination of Display

Gamma related residual measuring errors is paramount in facilitating effective 3D sensing

via Fringe Projection.

Hence, the basis of the research presented in this dissertation is primarily concerned

with addressing the aforementioned outstanding issues by studying the associated DVP

limitations in order to provide clear insight into the development of robust DVP based

Fringe Projection 3D sensing solutions.

1.4 Approach and Contributions of this Thesis

The aim of the work presented within this thesis is two-fold; Firstly this research attempts

to facilitate the requirement to effectively identify and describe the limitations associated

with DVP for Fringe Projection 3D sensing techniques. Secondly, this thesis attempts

to improve the effectiveness of the deployment of DVP for Fringe Projection 3D sensors

through the development of novel calibration procedures.

1.4.1 Overview of Structured Light 3D Sensing by Fringe Projection

In order to understand and interpret the key concepts and contributions demonstrated in

this research, it is vital to have a strong grasp on the notion of 3D sensing by projecting

fringes. Chapter2 facilitates this necessity by providing a thorough yet concise framework

of the concept of Fringe Projection including a review of the three major forms of fringe

processing.
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1.4.2 Creating Structured Light

To realise the shortcomings of the application of DVP technology for Fringe Projection

one must clearly understand the principles and functionality of the projection technology

and moreover have an appreciation for the more traditional methods of producing fringe

images.

Chapter3 serves as an investigation into the various methods and technologies in-

volved in the creation of structured light fringe images, and secondly it provides an intro-

ductory analysis into the shortcomings of the more recently adopted DVP based methods

of Fringe Projection. The investigation outlines both analog and digital methods of projec-

tion, with a succinct focus on DVP methods of producing fringe images. The functionality

of the two chief DVP technologies, LCD, and DLP, Texas Instruments (TI) is reviewed,

and the integrity of the application of each for both single and multiple channel Fringe

Projection scenarios is studied by establishing preliminary empirical results. Moreover,

the preliminary empirical analysis provides for clear insight into the major shortcomings

of the application of DVP for Fringe Projection.

1.4.3 Fringe Projection and Display Gamma

Chapter4 expands on the concept of Display Gamma facilitating the requirement for a

formal investigation into the resulting errors for a range of well exploited fringe process-

ing techniques. Firstly the spectral harmonic structure and magnitude of the harmonic

distortion typical of a digitally projected fringe is analytically studied and an approximate

analysis framework proposed. Given the findings of this study the influence of harmonics

for a range of fringe processing algorithms is analytically investigated. The analytical

study yields a set of functions defining both the residual phase error and associated sen-

sitivity of the phase measuring process in the presence of Display Gamma for each of the

studied fringe processing algorithms. The analytical findings are verified through sim-

ulation analysis and insight into the sensitivity of each of the studied fringe processing

algorithms in the presence of Display Gamma is established. Furthermore, the practical

significance of the analysis is verified.
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1.4.4 Additional Display Gamma Phenomena

Chapter5 extends on the analytical framework presented in Chapter4 to consider some of

the additional practical phenomena prominent with Display Gamma. More specifically,

Chapter5 deals with the manipulation of fringe offset and contrast parameters, the tem-

poral instabilities associated with Display Gamma and the effects of the projection optics

on the formation of digitally projected fringe images.

The harmonic dependence on the fringe offset and contrast parameters is demonstrated

and, moreover, the effective manipulation of fringe offset and contrast to minimise gamma

associated reconstruction errors is experimentally undertaken. Further the important prac-

tical correlation between fringe contrast and Signal to Noise Ratio (SNR) is also demon-

strated.

The temporal instabilities of the projector / camera luminance response is analytically

evaluated and subsequently verified via simulation for the temporally sensitive FTP ap-

proach. The important identification of temporal fringe artifacts is discussed and further

analysed through the derivation of the reference plane ripple function. A further practical

example of the associated temporal aspects of Display Gamma is also demonstrated to

highlight the prominence of the projection phenomena.

The important practical issue of fringe image formation is investigated, with the deriva-

tion of the optical modulation transfer function for the projection optics. Subsequently,

the elimination of Display Gamma related Fringe Projection phase measuring residual

error for phase stepping techniques by projector defocus optimisation is shown. These

findings are demonstrated through both simulation and empirical analysis.

1.4.5 Digital Fringe Calibration using Neural Networks

While the early chapters of this dissertation demonstrate the vital requirement to neces-

sitate the gamma correction process and particularly for minimum step approaches, the

final contribution chapter of this dissertation deals with the implementation of a robust and

novel gamma correction procedure. The gamma correction process is centered on the ap-

plication of Artificial Neural Networks (ANNs) for fringe calibration. The generalisation

properties of ANNs are exploited to interpolate modulated structured light patterns and
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consequentiallyare successfully capable of improving the estimation of the true fringe

modulation and therefore system accuracy in the presence of Display Gamma. The pro-

posed approach does not rely on prior calibration information and requires only a single

cross-section from a single fringe image for calibration, thus, the technique is suitable

for dynamic minimum shot techniques including robotic vision where rapid calibration is

required. Finally, since the approach is aimed at calibrating a fringe image, its application

and functionality is not limited to operation with specific reconstruction algorithms.

The validity of the proposed approach is verified via both simulation and empirical

analysis and also the comparative analysis of the proposed technique relative to exist-

ing approaches is undertaken. Finally, the application of the neural fringe calibration

approach in the multi-channel environment is also considered.

1.5 Summary of Contributions in Order of Presentation

• A methodology to effectively empirically benchmark the application of DVP tech-

nology for Fringe Projection 3D sensing is proposed (Chapter3). The methodology

enables the identification of the key limitations of the application of DVP for Fringe

Projection and, moreover, provides a means to gauge the performance of a number

of fringe processing techniques under experimental DVP conditions (Chapter4).

• The spectral harmonic structure and magnitude of the harmonic distortion typical

of a digitally projected fringe is examined and an approximate analysis framework

is proposed (Chapter4).

• The influence of harmonics for a range of well exploited fringe processing algo-

rithms is investigated yielding a set of functions defining both the residual phase

error and associated Display Gamma sensitivity for a range of well exploited fringe

processing algorithms (Chapter4).

• The validity of the analytical functions defining the Display Gamma sensitivity of

each of the presented fringe processing algorithms is verified through simulation

and practical evaluation clarifying the previously misconstrued concept is demon-

strated (Chapter4).
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• Thesignificance of fringe offset and contrast parameter manipulation is evaluated

and the optimisation of digital fringe images via fringe parameter manipulation is

investigated practically (Chapter5).

• For the first time the temporal instabilities of the projector / camera luminance

response is analytically evaluated for the temporally sensitive FTP approach. The

validity of the study is verified by simulation analysis and the prominence of the

projection phenomena demonstrated by practical example (Chapter5).

• An analytical model for the typical projector optical modulation transfer function

is proposed to gain insight into the digital fringe image formation process from

an optical perspective. This analysis extends on the model for a gamma distorted

fringe proposed in Chapter4 and demonstrates the frequency dependence of the

Display Gamma phase measuring residual error (Chapter5).

• The validity of the fringe formation investigation is verified by defining the mini-

mum stepping requirements to eliminate Display Gamma related phase estimation

errors for stepping fringe processing techniques via a fringe defocusing optimisa-

tion (Chapter5). This study is verified via both simulation and empirical analysis.

This study implies that by marginally increasing data requirements, the need for

Display Gamma compensation techniques can be omitted with no additional com-

putational overhead.

• A novel gamma correction procedure based on ANN’s is proposed (Chapter6). The

performance of the approach is evaluated by simulation and empirical analysis and

further a comparative theoretical analysis with existing approaches is demonstrated.

The approach is characterised by significantly reducing the data requirements for

effective Display Gamma correction. The application of the neural network gamma

correction process is also extended to multi-channel fringe calibration.



Chapter 2

Overview of Structured Light 3D

Sensing by Fringe Projection

2.1 Introduction

The primary objective of this chapter is to familiarise the reader with the fundamental

concepts employed by Fringe Projection 3D sensing methods, and furthermore with some

of the more well exploited fringe processing algorithms. Rudimentary concepts reviewed

in this chapter include the derivation of the elementary principle of optical triangula-

tion, the projection of fringes for full field measurement, and phase to height conversion.

The reviewed fringe processing algorithms encompass all three major fringe processing

approaches these being, Phase Measuring or Shifting approaches, Fourier Transform ap-

proaches and Direct Phase Detection approaches. Finally, discussions on the important

concepts of phase unwrapping and the translation of phase to real world coordinates are

undertaken.

2.2 Optical Triangulation

As described in Chapter1 perhaps one of the most simple yet highly exploited concepts

employed by an array of 3D sensing approaches including Fringe Projection techniques,

is the elementary method of optical triangulation. The optical triangulation principle is

best initially conceptualised by the single dot or slit like method similar to that employed

23
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Figure2.1: Simple Telecentric Optical Triangulation

by Laser Scanning approaches, as briefly discussed in Section1.2.4.1.Figure2.1depicts

a simple telecentric optical triangulation situation, similar to this analogy where a single

point or slit like image is projected onto an object positioned on a reference planeR from

an angle ofθ relative to the imaging optical axis. PointD expresses a tested point on the

object’s surface,P represents the projection of the same image (dot or slit of light) onto

the reference planeR, whilst pointsA andB represent the imaged projections of points

D andC respectively. Given the geometrical arrangement it is clear that

tan(θ) =
DC

PC
(2.1)

andmoreover,

h =
x

tan(θ)
. (2.2)

Hence, it can be concluded that for a finite deviation inh i.e. dh, a proportional deviation

in x i.e. dx will be incurred, and we can obtain an expression for the theoretical accuracy

of the triangulation measurement given by

dh

dx
=

1

tan(θ)
. (2.3)

Considering Equation (2.3) and it becomes clear that the sensitivity of the measurement

system is inversely proportional to the angle between the image and projection planes.

Therefore intuitively, in order to yield a more sensitive measurement, one would simply
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Figure 2.2: Simple Full Field Optical Triangulation via the projection of a Structured

Light Pattern

increase the angle between the image and projection devices till a maximum sensitivity

is obtained whenθ = 90◦. However, asθ → 90◦ the measurable range is decreased, and

furthermore, pending on the complexity of the surface being profiled, will result in occlu-

sions where parts of the scenery are unable to be imaged onto the image plane. This prob-

lem is more commonly known as “the problem of missing parts” and poses as the single

most significant shortcoming of all triangulation based measurement approaches. Often

for optical triangulation measurement approaches it is desirable to adjustθ for maximum

sensitivity with some prior knowledge of the dimensions of the surface being profiled.

The depiction of the very simple theoretical optical triangulation system in Figure

2.1 is quite clearly limited in terms of field of measurement, with scanning required to

obtain measurements over the entire surface. Therefore, to extend the concept to full field

analysis, a structured light pattern such as a coded Ronchi grating or a sinusoidal fringe

can be projected onto the surface such as depicted in Figure2.2.The telecentric structured

light extension depicts the projection of a pattern with spatial pitchp ontoR, which when

imaged yields a pitch of

p0 =
p

cos(θ)
. (2.4)

Thus,assuming the same principle as with the previous single dot or slit like example, the
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Figure2.3: Typical Crossed Optical Axes arrangement

imageddisplacements of each of the projections can be measured to give a corresponding

set of height displacements for a full field measurement.

2.2.1 Optical Arrangement

The two previously discussed arrangements depict telecentric conditions whereby the pro-

jection and image planes can be considered to be positioned at infinity. A more appro-

priate and practical model for this scenario would be a non-telecentric pinhole model.

Although still a theoretical model, as a practical lens cannot be modeled as a pinhole,

the pinhole model is more applicable to practical situations given the finite aspects of the

practical triangulation arrangement. The Crossed Optical Axes pin hole geometry as seen

in Figure2.3 is probably the most exploited optical arrangement for Fringe Projection

approaches. Projector and camera optical axes intersect at point O on reference planeR

which is a fictitious plane normal to the camera optical axis and serves as a reference from

which heighth(x,y) is measured. PointD expresses a tested point on the diffuse object.

PointsA andC represent points onR, d0 is the distance betweenEp andEc andl0 is the

distance betweenEc andO. They-axis is normal to the plane of the Figure (i.e. into the

page) with thex andz-axes as indicated. One of the defining traits of this arrangement is
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its simplicity in terms of practical construction and implementation.

2.2.2 Extracting Height

Using geometrical relationships apparent in the pin hole arrangement the physical height

distribution of the object can be extracted. Noting that4 EpEcD and4ACD are similar

it can be shown that

AC

−h(x, y)
=

d0

l0 − h(x, y)

h(x, y) =
l0AC

AC − d0

(2.5)

Thus, assuming that system parametersd0 and l0 are known or can be established via

calibration, the aim of any structured light profiling algorithm is to accurately determine

spatial distanceAC.

2.3 Projecting Fringes

As implied by the name, Fringe Projection approaches establish the measurement ofAC

via the projection of a fringe or sequence of fringe images. The typical reference fringe

image is commonly a sinusoidal or sinusoidal-like grating, such as a Ronchi, and can be

given by or in the case of a Ronchi, be fundamentally resolved as

gr(x
′) = a+ b cos

(
2πx′

p

)
, (2.6)

wherea andb represent fringe offset and contrast parameters, respectively, andp denotes

the fringe pitch for thex′ projection plane coordinate space. When the reference fringe

is projected onto a surface the imaged resultant yields a phase modulated version of the

initial reference waveform, where the phase modulation component essentially carries the

information about the measurement of spatial displacementAC. Whengr(x
′) is projected

ontoR the recorded fringe image can be mathematically formed as

g0(x, y) = a(x, y) + b(x, y) cos (2πf0x+ φ0(x, y)) , (2.7)
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Figure2.4: Diverging Illuminance:- Typical Crossed Optical Axes arrangement

wherea(x, y) andb(x, y) represent spatially variant functions to describe the direct and

contrast components of the fringe, respectively,f0 can be given as

f0 =
1

p0

=
cos(θ)

p
, (2.8)

andφ0(x, y) is the phase modulation function associated with the diverging illuminance of

the crossed optical arrangement. The divergent nature of the projection and the resultant

phase modulationφ0(x, y), is best conceived via the depiction in Figure2.4. The Figure

shows the addition of a second fictitious reference planeT , normal to the projector optical

axis, where a regular fringe with periodp will be formed under telecentric conditions.

The projection of a normal from the point where projectionEpD intersectsT to R then

demonstrates the relative spatial displacement associated with the modulation which can

be given as

φ0(x, y) = 2πf0.AB. (2.9)
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(a) Reference Fringe (b) Object Fringe

Figure 2.5: Example Projecting Fringes

And as shown by Toyooka and Iwaasa [86],through further derivation can be given as

φ0(x, y) = 2πf0(OA−OB),

= −2πf0x
2 sin θ cos θ

l0 + x sin θ cos θ
. (2.10)

It should be noted that althoughφ0(x, y) can be estimated by the geometric parameters, it

is often measured from the fringe image to reduce the influence of measurement errors.

Similar to the reference plane scenario, when the reference grating is projected onto

the object’s surface, the phase modulated fringe can be given as

g(x, y) = a(x, y) + b(x, y) cos (2πf0x+ φ(x, y)) , (2.11)

where

φ(x, y) = 2πf0.CB. (2.12)

Figures2.5 (a) and (b) visually demonstrate the concept of projecting fringes, clearly

demonstrating how the depth of the scene is phase modulated into the projected fringe

image for both a reference plane and diffuse surface.

Hence, if the phase modulationsφ0(x, y) andφ(x, y) can be extracted from the redun-

dant direct components and amplitude modulations, the spatial displacementAC canbe
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obtainedby calculating

∆φ(x, y) = φ(x, y)− φ0(x, y)

= 2πf0(CB − AB)

= 2πf0.AC (2.13)

And therefore, rearranging Equation (2.13) and substituting into Equation (2.5), the height

distribution of the objecth(x, y) can be given as

h(x, y) =
l0∆φ(x, y)

∆φ(x, y)− 2πf0d0

(2.14)

Hence, it becomes clear that the most defining element of any Fringe Projection 3D

sensing approach is the fringe processing algorithm to estimate∆φ(x, y).

2.4 Fringe Processing Techniques

The purpose of this section is to outline the more significant fringe processing algorithms

applicable for Fringe Projection profilometry. Fringe processing techniques for Fringe

Projection methods can usually be categorised by one of three approaches; Phase Mea-

suring or Shifting approaches, Fourier Transform approaches and Direct Phase Detection

approaches. Examples of each of these approaches will now be discussed with specific

reference to methods employed within the work embodied within this dissertation.

2.4.1 Phase Measuring or Shifting

Phase Measuring or Shifting approaches are fundamentally derived from the work un-

dertaken in the field of Phase-Shifting Interferometry (PSI), although the concept was

initially borrowed from electrical engineering concepts [99]. In general, a sequence ofN

interferograms (fringes) are obtained, with each fringe image of the sequence offset by a

known phase shiftζn. Thenth fringe of a sequence ofN fringes can therefore be given



2.4. Fringe Processing Techniques 31

as

gn(x, y) = a(x, y) + b(x, y) cos(ω(x, y) + ζn)

for n=0,1,2,. . . ,N-1, (2.15)

where the phase modulation term,ω(x, y), is given by

ω(x, y) = 2πf0x+ ϕ(x, y) (2.16)

whereϕ(x, y) denotes the spatial phase modulation corresponding to the projection sur-

face i.e. φ(x, y) or φ0(x, y) for the object and reference fringe set, respectively. The

underlying aim of the phase measuring principle is to then form two orthogonal vectors

using weighted summations of the fringe images to eliminate unwanted direct and contrast

components and extract the associated phase component using an arctangent operator.

Since its conception many different phase shifting algorithms have been developed to

serve a range of specific purposes. For instance, some algorithms have been proposed to

alleviate errors resulting from erroneous phase shifting, detector / projector non-linearity,

scene vibration and noise. Some methods, namely 3 Step variations are also employed in

dynamic applications since this is the minimum number of frames required to resolve the

fringe parameters. Included in this survey is the Traditional Phase Measuring or Shifting

algorithms [100,83], General 3 Step and variations [100,101,102], 2+1 [103], 3+3 [104]

and the Double 3 Step algorithm [96] with a succinct focus on 3 step methods since these

form the basis of many techniques currently being utilised for dynamic Fringe Projection

profiling methods.

2.4.1.1 Traditional Phase Measuring Algorithm

The traditional Phase Measuring approach, otherwise known as Synchronous Detection

[100] in communication theory, is centered around the projection and acquisition ofN

fringe images. The phase offsetζn between each consecutive fringe image is equally

spaced over the spatial period of the fringe with

ζn = 2πn/N ;

for n=0,1,2,. . . ,N-1, (2.17)
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Eachof the captured fringe images are appropriately weighted and summed to remove the

unwanted direct components to give a pair of orthogonal vectors. The two vectors still

contain the unwanted amplitude modulation componentb(x, y), and thus by calculating

the arctangent of the division of the pair, the required phase information can be obtained

as shown in Equation (2.18).

ω(x, y) = − arctan


N−1∑
n=0

gn(x, y) sin(2πn/N)

N−1∑
n=0

gn(x, y) cos(2πn/N)

 (2.18)

This method is employed in PMP methods [83] and can be considered the most generic

phase shifting algorithm. Given its general form the approach can be extended to large

values ofN and used in situations where speed of acquisition is not critical to reduce most

forms of error including noise.

2.4.1.2 General 3 Step

Given that for any arbitrarily projected fringe there are 3 unknowns,a(x, y), b(x, y) and

ω(x, y), the minimum requirement to completely solve for any fringe image is 3 fringe

measurements i.eN = 3. For this very reason 3 step variations have been extensively

employed in high speed Fringe Projection 3D sensing applications. For the general 3 step

case the phase shiftζ, between consecutive fringe images can be defined as

ζ0 = −α,

ζ1 = 0,

ζ2 = α; (2.19)

and the general form for extracting the phase modulation is then given by [100]

ω(x, y) = arctan

[(
1− cos(α)

sin(α)

)
.

g0(x, y)− g2(x, y)

2.g1(x, y)− g0(x, y)− g2(x, y)

]
(2.20)

Although, any arbitrary phase shiftα can be used to solve for the fringe parameters,

conventionally two phase steps are most popular;α = 90◦ andα = 120◦. Theα = 90◦ =
π

2
is often favored purely for computational convenience with Equation (2.20) becoming

ω(x, y) = arctan

[
g0(x, y)− g2(x, y)

2.g1(x, y)− g0(x, y)− g2(x, y)

]
(2.21)
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Theα = 120◦ =
2π

3
is a popular choice as the phase shiftζ equally divides the spatial

period of the fringe and essentially reduces to the traditional Phase Measuring method

with N = 3, which can be otherwise described as

ω(x, y) = arctan

[√
3

g0(x, y)− g2(x, y)

2.g1(x, y)− g0(x, y)− g2(x, y)

]
(2.22)

Also adding to the popularity of this method as will be shown in Chapter4, theα =
2π

3
variation presents as the least error sensitive 3 step phase shifting algorithm in the

presence of a non-linear intensity response.

2.4.1.3 90◦ 3 Step with Phase Offset

As with the general90◦ variation discussed above, the90◦ 3 step with phase offset method

was developed with the idea of simplifying computational complexity in mind [101,102].

Similar to the general90◦ approach each of the 3 fringe images are phase shifted by
π

2
,

however, with an initial phase offset of
π

4
, thus,ζ can be given by

ζ0 =
π

4
,

ζ1 =
3π

4
,

ζ2 =
5π

4
; (2.23)

Therefore,quite intuitively, the phase component can be extracted by calculating the arc-

tangent of a simple subtraction of fringe patterns, given by

ω(x, y) = arctan

[
g2(x, y)− g1(x, y)

g0(x, y)− g1(x, y)

]
(2.24)

where no additional multiplication terms are required.

2.4.1.4 2+1

Considering that all phase stepping approaches require the acquisition of a sequence of

fringe images over a finite duration, fringe parameters often exhibit some form of tempo-

ral variation, leading to measurement error. The 2+1 fringe processing algorithm was de-

veloped to facilitate more accurate measurement under the conditions of vibration [103].
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Thetechnique requires in total, 3 fringe images, a pair of orthogonal fringes and a single

fringe offset byπ radians relative to either one of the orthogonal pair.

ζ0 = 0,

ζ1 = −π
2
,

ζ2 = π; (2.25)

Unlike the previously presented approaches, the third grating of the 2+1 approach is

projected purely with the intention to estimate and remove the direct component from

the pair of orthogonally projected fringes. The defining concept behind this approach is

centered around the idea that the direct component is more resilient to significant vari-

ability and thus can be considered somewhat insensitive to the temporal variations in the

fringe or scene. Therefore, the 2+1 method becomes a robust algorithm in the presence

of temporal variation given that the two orthogonal fringe images are acquired in quick

succession with the third fringe obtain sometime later. The direct component is estimated

as

gdc(x, y) =
g0(x, y) + g2(x, y)

2

=
1

2
[a(x, y) + b(x, y) cos(ω(x, y))] +

1

2
[a(x, y) + b(x, y) cos(ω(x, y) + π)]

=
1

2
[2a(x, y) + b(x, y) cos(ω(x, y))−

b(x, y) cos(ω(x, y))]

=
2a(x, y)

2

= a(x, y) (2.26)

and accordingly, the phase distribution can be obtain by

ω(x, y) = arctan

[
g1(x, y)− gdc(x, y)

g0(x, y)− gdc(x, y)

]
(2.27)

The 2+1 algorithm has received more recent attention in Reference [93], where it

is employed to compensate for measurement errors caused by motion in dynamic 3D

profiling.
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2.4.1.5 3+3

One of the major error sources for early Phase Shifting Interferometers was measurement

errors resulting from phase shifting errors. The resulting error residual was shown to

present a frequency twice that of the fundamental fringe frequency [34]. It was also

found that if two estimates of the fringe phase were made, each conducted with a
π

2
phase

offset between them, the corresponding residual’s would effectively cancel one another

when averaged [104]. Although any three sets of fringes can be utilised in the 3+3 method

(provided the required offset is adhered to), perhaps the most convenient implementation

of this approach is when

ζ0 =
π

4
,

ζ1 =
3π

4
,

ζ2 =
5π

4
,

ζ3 =
7π

4
; (2.28)

andg0(x, y), g1(x, y) andg2(x, y) are used in the 3 Step variation to estimateω(x, y) given

asω̂1(x, y). Similarly, g1(x, y), g2(x, y) andg3(x, y) estimateω(x, y) asω̂2(x, y) and the

two are averaged.

ω̂(x, y) =
ω̂1(x, y) + ω̂2(x, y)

2
(2.29)

2.4.1.6 Double Three Step

Similar to the analogy of the 3+3 method, the Double Three Step method has adopted the

idea of averaging phase residuals. However, rather than compensating for phase shifting

errors, the aim of the Double Three Step method is to suppress measurement errors as-

sociated with a 2nd order non-linear projector / camera response, more specifically for

Fringe Projection methods [96]. The algorithm is based on the traditional 3 Step phase

shifting method withζ = 0,
2π

3
and

4π

3
, and also three additional phase steps with a60◦

offset

ζn = 2πn/N + π;

for n=0,1,2;

(2.30)
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Thefringe images can also be written as

gn+π(x, y) = a(x, y) + b(x, y) cos(2πf0x+ ϕ(x, y)

+2πn/3 + π)

for n=0,1,2 (2.31)

The three initial phase steps are used to predict the actual phase componentω(x, y), de-

notedω̂1(x, y), and similarly an estimate,̂ω2(x, y) based on the second offset set of fringes

is undertaken

ω̂2(x, y) = − arctan


2∑

n=0

gn+π(x, y) sin(2πn/3 + π)

2∑
n=0

gn+π(x, y) cos(2πn/3 + π)

 (2.32)

Since, the residuals of each prediction,ω̂1(x, y) and ω̂2(x, y) are approximately out of

phase byπ radians the residuals effectively cancel when averaged to give a closer approx-

imation ofω(x, y)

ω̂(x, y) =
ω̂1(x, y) + ω̂2(x, y)

2
(2.33)

Consideringthe amount of data required, the Double Three Step method is rather ill

posed, nevertheless, is often quoted in literature as a feasible solution for the problem.

The significant shortcomings of this approach will be more thoroughly demonstrated in

subsequent work outlined in this dissertation.

2.4.2 Fourier Transform Fringe Processing

The use of the Fourier Transform to aid fringe processing was first proposed by Takeda,

Ina and Kobayashi [105] in the early 1980’s. The approach estimate’s the phase modu-

lation component of a fringe image by first calculating it’s Fourier Transformation, then

by isolating one of the fundamental sidebands through filtering in the spatial frequency

domain, and then finally calculating the inverse Fourier Transformation of the filtered

baseband signal. Similar to Phase Shifting approaches the Fourier Transform method

has the merit of fully automatic distinction between depression and elevation of a fringe,

without the requirement for fringe order assignments, fringe center determination nor
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interpolationof fringes, with phase data provided at each pixel of the fringe image. Con-

versely, unlike phase stepping techniques, the Fourier Transform approach requires just

a single image to determine the phase component of the fringe, therefore making the

technique more applicable for dynamic fringe measurement under various dynamic con-

ditions, such as scene motion or vibration. Nevertheless, in contrast to Phase Shifting

methods whereω(x, y) is solved for directly, the single shot advantage inevitably leads to

a relative reduction in accuracy given that the additional operation of filtering is needed

to effectively reduce the problem space into a solvable form.

The method of analysing fringe images via Fourier Transformation has received con-

siderable attention since its initial proposal due to the relatively high accuracy of the

approach and more importantly its single shot nature, with a number of significant varia-

tions and improvements proposed and demonstrated over the following two or so decades

[106,107,108,109]. The purpose of this section is to demonstrate the core principles of

Fourier Transform based fringe processing and to review some of the more significant

variations and implementations of the Fourier Transform Profilometry technique.

2.4.2.1 Fourier Transform Fringe Processing Principle [105]

The principle of Fourier Transform fringe processing is best understood by rewriting the

typical phase modulated sinusoidal fringe previously given by Equation (2.11), in com-

plex exponential form, to reveal the double sided nature of the Fourier fringe spectra. That

is

g(x, y) = a(x, y) + q(x, y)e2πif0x + q∗(x, y)e−2πif0x (2.34)

where

q(x, y) =
1

2
b(x, y)eiφ(x,y) (2.35)

The first step of the process is to take the Fourier Transform of the fringe with respect to

x which can be given as

G(f, y) = A(f, y) +Q(f − f0, y) +Q∗(f + f0, y) (2.36)

where theA(f, y) denotes the Fourier Transform of the direct component andQ(f−f0, y)

andQ∗(f + f0, y) denote the Fourier Transforms of each of the respective sideband com-
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Figure2.6: Example phase modulated sinusoidal Fourier Spectra

ponents. A sketch of the typical Fourier magnitude spectra for a phase modulated si-

nusoidal fringe is show in Figure2.6. As depicted in the Figure the direct component

a(x, y), amplitude modulationb(x, y) and phase modulationφ(x, y) vary slowly relative

to the carrier frequency which separates the Fourier spectra of Equation (2.36) byf0.

Given that the spectra is divided by the fringe carrier frequencyf0, and the desired phase

modulation term is contained in either one of the sidebands, the unwanted direct compo-

nent and redundant sideband can be removed through filtering, leaving just the desired

sideband. Assuming the fringe spectrum has been filtered to leave just theQ(f − f0, y)

component, the next step in the process is to translate the spectra byf0 to a baseband sig-

nal,Q(f, y) centered around zero as shown in Figure2.7. The inverse Fourier Transform

of the basebandQ(f, y) spectra is calculated giving

q(x, y) =
1

2
b(x, y)eiφ(x,y) (2.37)

Finally, the phase component can be extracted from the unwanted amplitude modulation

component by taking the imaginary component after calculating the logarithm of Equation

(2.37)

φ(x, y) = Im

[
log

(
1

2
b(x, y)

)
+ iφ(x, y)

]
(2.38)
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Figure2.7: Example Baseband Fourier SpectraQ(f, y)

2.4.2.2 Fourier Transform Profilometry (FTP) [84]

Theconcept of Fourier fringe processing for 3D profilometry applications was first pro-

posed by Takeda and Mutoh [84] soon after Takedaet al. [105] proposed Fourier fringe

processing in the early 1980’s. Although the concept of Fourier fringe processing was

primarily directed at the analysis of sinusoid fringes, given that filtering is required to

isolate the fundamental component of the fringe, the concept can and was extended by

Takeda to consider not only sinusoid fringes but also Ronchi gratings. This is of particu-

lar significance for Fringe projection profilometry methods where the task of generating

and projecting a pure sinusoid signal is often difficult. With this in mind a more gen-

eralised form to describe the projected reference and object phase modulated gratings is

required. Hence, rewriting Equations (2.7) and (2.11) the projected reference and object

fringe images can be given by the Fourier series

g0(x, y) =
∞∑

n=−∞

q0n(x, y)e2πinf0x (2.39)

where

q0n(x, y) = Anr0(x, y)e
inφ0(x,y) (2.40)
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and

g(x, y) =
∞∑

n=−∞

qn(x, y)e2πinf0x (2.41)

where

qn(x, y) = Anr(x, y)e
inφ(x,y) (2.42)

respectively, whereAn denotes thenth Fourier coefficient of the series andr0(x, y) and

r(x, y) represent a nonuniform function of reflectivity for both the reference plane and

object’s surface respectively.

Considering the latest representation of the projected fringe it becomes clear that the

Fourier spectra of the signal will contain an infinite amount of harmonic terms. Consider-

ing just one of the fringe images now say,g(x, y), and taking the Fourier Transform with

respect tox

G(f, y) =

∫ ∞

−∞
g(x, y)e−2πifxdx

=
∞∑

n=−∞

Qn(f − nf0, y) (2.43)

the infinite nature of the transformation is revealed. A simple example magnitude spectra

of such a signal is depicted in Figure2.8, much like the previous spectra for the pure

sinusoid with each component separated by carrier frequencyf0, however, with harmonic

components.

After transforming both the reference and object fringe to the Fourier frequency do-

main either one of the fundamental sidebands containing the required phase modulation is

selected via bandpass filtering and the inverse Fourier Transform operation of the filtered

signals is calculated. In this instance theQ0 1(f−f0, y) andQ1(f−f0, y) sidebands have

been selected and therefore the resulting reference and object fringe signals,g0(x, y) and

g(x, y) in the spatial domain are given by

g0(x, y) = q0 1(x, y)e
2πif0x

= A1r0(x, y)e
i(2πf0x+φ0(x,y)) (2.44)

and

g(x, y) = q1(x, y)e
2πif0x

= A1r(x, y)e
i(2πf0x+φ(x,y)) (2.45)
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Figure2.8: Example: General Fourier SpectraG(f, y) for a Projected Fringe

Referringto the principle method of Fourier Transform fringe processing, in order to

calculate the desired phase component it is necessary to translate the signal containing

the desired phase component to a baseband signal. In other words, remove the tilting

effects of the carrier frequency. Supplementary to this the additional phase modulation

componentφ0(x, y) prominent in all Fringe Projection approaches must also be removed

to reveal∆φ(x, y) (as discussed in Section2.3). Therefore the equivalent translation and

elimination ofφ0(x, y) can be accomplished using Equations (2.44) and (2.45) as follows

g(x, y).g∗0(x, y) = |A1|2r(x, y).r0(x, y)ei∆φ(x,y) (2.46)

andfinally the phase component associated with the height distribution of the object can

be removed from the unwanted amplitude modulation by

∆φ(x, y) = Im (log [g(x, y).g∗0(x, y)]) (2.47)

2.4.2.3 Maximum Range of Measurement

In order to solve for the unknown phase component of a fringe image using the Fourier

Transform method, the requirement is for the adequate isolation of one of the fundamental

sideband components from all other harmonic spectra including the direct component. If

there is any overlapping of spectral components it becomes impossible to pickup only the
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requiredfundamental sideband and hence an error is introduced into the measurement.

Undoubtedly, measurement error from spectra overlapping is imminent, since theoreti-

cally a phase modulated sinusoidal presents an infinitely wide spectrum, however, for

practical applications the overlapping only becomes of particular concern in situations of

high fringe modulation, which has a direct correlation to
dh

dx
. Consequently, this imposes

a limit to the maximum range of the FTP measurement. This limitation was addressed by

Takeda and Mutoh [84] in their initial presentation of FTP, where the maximum range of

measurement was shown to be∣∣∣∣∂h(x, y)∂x

∣∣∣∣
MAX

<
1

3
.
l0
d

(2.48)

2.4.2.4 Improved Fourier Transform Profilometry (IFTP)

In the late 1980’s Su.et al. addressed the limited maximum range of measurement as-

sociated with FTP, by proposing an Improved FTP (IFTP) method [110] to extend the

maximum measurable range of the FTP method. The method was later more formally

presented in [106]. Essentially this improvement of FTP allows the fundamental compo-

nentQ1(f − f0, y) to extend theoretically upward to2f0 and downward to 0 in the spatial

frequency domain, keeping in mind that the height measurement limitation stems from

the inability to isolate the fundamental component from other higher order components

and the direct component. This bandwidth extension is made possible by firstly defo-

cusing the projection system to yield a quasi-sinusoidal projection to reduce the effects

of higher order harmonics. The defocused Ronchi reference and object gratings can ef-

fectively be modeled by the standard sinusoidal fringes presented in Equations (2.7) and

(2.11), respectively, with only a fundamental and direct component. With the higher or-

der spectra attenuated by the defocused projection the fundamental component can now

extend upward theoretically towards2f0, however, the direct component still hinders the

measurement range. Thus, Su.et al. proposed the projection of an additional object fringe

image with aπ radian offset purely with the intention to remove the direct component as
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follows

g(x, y) = [a(x, y) + b(x, y) cos(2πf0x+ φ(x, y))]−

[a(x, y) + b(x, y) cos(2πf0x+ φ(x, y) + π)]

= b(x, y) cos(2πf0x+ φ(x, y)) +

b(x, y) cos(2πf0x+ φ(x, y))

= 2b(x, y) cos(2πf0x+ φ(x, y)) (2.49)

where like Phase Shifting techniques, the direct component is assumed to present no

temporal variation. If the Fourier Transform method is applied to Equation (2.49) since

the fundamental can extend downward to approximately 0 and upward to approximately

2f0 the new measurable range can be given as∣∣∣∣∂h(x, y)∂x

∣∣∣∣
MAX

<
l0
d

(2.50)

increasingthe measurable range of the originally proposed FTP method by a factor three.

More recently another hybrid method combining the Phase Shifting and Fourier Trans-

form approaches similar to the IFTP method has been suggested as an improvement for

Three Step Phase Shifting Profilometry (I3PSP) [111]. This technique is aimed at re-

ducing the nonlinear distortions associated with DVP sources for the highly 2nd order

sensitive three step PSP method. Since the method still requires filtering in the spatial fre-

quency domain despite the additional image, it is rather ill-posed in light of the fact that

the IFTP method requires less data and is quite insensitive to 2nd order nonlinearities.

2.4.2.5 Modified Fourier Transform Profilometry (MFTP)

Like any phase shifting approach, the hybrid IFTP method, which requires the projection

of a secondπ phase shifted fringe to remove the direct component, is vulnerable to mea-

surement errors resulting from fringe phase shifting errors. The phase error introduced

into the IFTP measurement was first investigated by Yi and Huang [107] where they pro-

posed a FTP approach resilient to phase shifting errors while still maintaining the range

of measurement associated with the IFTP method. Yi and Huang showed that for a phase
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shift error ofτ , the object grating previously given by Equation (2.49) can be given by

ǵ(x, y) = [a(x, y) + b(x, y) cos(2πf0x+ φ(x, y))]−

[a(x, y) + b(x, y) cos(2πf0x+ φ(x, y) + π + τ)]

= 2b(x, y). cos
(τ

2

)
. cos

(
2πf0x+ φ(x, y) +

τ

2

)
(2.51)

Unlike phase shifting errors in phase shifting approaches where the amplitude modulation

term,cos
(τ

2

)
, generated from the phase shifting error propagates through the algorithm

to yield a complex phase measuring residual, the phase shifting error for the IFTP case

results in a simple constant phase offset error of
τ

2
. To eliminate the arbitrary phase shift

error, Yi and Huang suggest the acquisition of an additional fringe image of the supposed

π offset for the reference plane. Hence a new reference fringe,ǵ0(x, y) can be formed as

ǵ0(x, y) = [a(x, y) + b(x, y) cos(2πf0x+ φ0(x, y))]−

[a(x, y) + b(x, y) cos(2πf0x+ φ0(x, y) + π + τ)]

= 2b(x, y). cos
(τ

2

)
. cos

(
2πf0x+ φ0(x, y) +

τ

2

)
. (2.52)

If the two newly formed gratings represented by Equations (2.51) and (2.52) are now used

to estimate∆φ(x, y), the constant phase shift error,
τ

2
, will be removed.

This variation of the FTP method has seen little use, particularly, more recently for

predominantly for two reasons; Firstly, since the phase measuring error is a simple con-

stant it can therefore be easily removed via simple calibration and, secondly, since the

phase shifting error can typically be eliminated by the introduction of digital means to

project fringe images.

2.4.2.6 Two-Dimensional Fourier Transform Profilometry (2DFTP)

By the mid 1990’s the FTP method had been exhaustively studied and employed in various

applications including the profiling of coarse objects such as sand bodies. The recorded

fringe images of such rough or coarse surfaces often present discontinuities and speckle-

like structures which can typically be modeled as additive noise.

g(x, y) =
∞∑

n=−∞

qn(x, y)e2πinf0x + n(x, y) (2.53)
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Theadditive noise distribution,n(x, y), observed in the fringe image ultimately limits the

achievable resolution of the measurement and also inhibits the process of phase unwrap-

ping (Note:- phase unwrapping will discussed in detail in Section2.5). The measurement

of coarse structures such as sand bodies using FTP was investigated by Lin and Su in [108]

whereby they proposed a Two-dimensional FTP method (2DFTP). In the ideal case with-

out noise, the 1D FTP will suffice, however, in applications such as that mentioned above

the frequency spread presents 2D characteristics resulting from the speckle-like structures

and discontinuities. Therefore, a two dimensional Fourier Transformation of the fringe

along with an appropriate filter assists in the appropriate attenuation of the unwanted high

frequency content and consequently improves the measurement accuracy of coarse sur-

faces and assists in the phase unwrapping process.

2.4.2.7 Frequency Multiplexed Fourier Transform Profilometry

Perhaps the most interesting application of the Fourier Transform Profilometry method is

the Frequency Multiplexed FTP technique proposed by Takedaet al.[109]. The frequency

multiplexed application is centered around the simultaneous projection ofK sinusoidal

fringes recorded in just one single image. For simplicity telecentric optical conditions are

considered and hence the spatially multiplexed grating can be given by

g(x, y) = r(x, y)
K∑

k=1

[1 + cos(2πfX,kx+ 2πfY,ky + φk(x, y))] (2.54)

wherefX,k andfY,k are thekth spatial carrier frequencies in thex andy directions re-

spectively. Given the nature of the Fourier Transform operation, by the FTP method the

individual carrier frequencies can be uniquely identified [112], essentially leading toK

evaluations ofφ(x, y) and hence height distributionh(x, y).

Considering that the additional fringe dimension leads to an additionalK − 1 phase

maps for the FTP method, the surplus of information can be utilised to assist in perform-

ing more accurate measurements under certain previously difficult scenarios. In partic-

ular, the accurate profiling of scenery with large height discontinuities and/or spatially

isolated areas. In fact, the motif behind Takedaet al.’s initial presentation of frequency

multiplexed FTP withK set to 2, was the measurement of complex surfaces with dis-

continuities. The method specified that the projection of the two fringes were spatially
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arrangedsuch that the pitch of the individual gratings along thex axis formed relative

primes. The latter constraint enabled the implementation of a specialised number theory

based phase unwrapping method borrowed from Gushov and Solodkin [113], to measure

discontinuous surfaces with just one image.

The spatial frequency multiplexing of FTP methods was a major realisation for the

FTP techniques and has proven FTP to be a very promising 3D surface profile and shape

measurement technique.

2.4.3 Direct Phase Detection

The Direct Phase Detection (DPD) fringe processing concept is fundamentally identical

to that of the Fourier Transform fringe processing concept, however, as opposed to oper-

ating in the spatial frequency domain, all processing is conducted in the spatial domain.

The technique was first demonstrated for the analysis of fringe images through the work

of Ichioka and Inuiya [114]. The principle of DPD is centered on the idea of creating two

orthogonal signals by multiplying a single fringe image by two orthogonal reference sig-

nals. Identical to the process of coherent demodulation for frequency modulated signals

in communication theory, the two orthogonal reference signals separate the phase compo-

nent from the other higher order terms by approximately the carrier frequency. Therefore,

via low-pass filtering in the spatial domain the desired phase component can be isolated

and extracted by employing an arctangent operation.

Similar to the two previously presented fringe processing methods, DPD is more pre-

cise than more primitive fringe processing methods, requiring no fringe order assign-

ments, center determination nor interpolations of fringes, with phase data available at

each pixel of the fringe image. Furthermore, like the Fourier Transform method, DPD

only requires a single fringe image and also suffers from the same limitations due to

inadequate isolation of spectral components.

The remainder of this section is concerned with more formally outlining the princi-

ple of DPD and moreover, providing an insight into some of the more significant DPD

application for 3D sensing.
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2.4.3.1 Direct Phase Detection Principle

The basic concept of DPD is depicted in Figure2.9. The phase modulated fringe image,

g(x, y) is multiplied by two reference signalscos(2πf0x) and sin(2πf0x) to form two

signals

g1(x, y) = g(x, y) cos(2πf0x)

= a(x, y) cos(2πf0x) +
1

2
b(x, y) cos[4πf0x+ ϕ(x, y)]

+
1

2
b(x, y) cos[ϕ(x, y)] (2.55)

and

g2(x, y) = g(x, y) sin(2πf0x)

= a(x, y) sin(2πf0x) +
1

2
b(x, y) sin[4πf0x+ ϕ(x, y)]

−1

2
b(x, y) sin[ϕ(x, y)] (2.56)

whereϕ(x, y) denotes the spatial phase modulation corresponding to the projection sur-

face i.e.φ(x, y) or φ0(x, y). As can be seen in Equations (2.55) and (2.56) the desired

phase term is completely isolated from the higher order terms and hence by low-pass fil-

tering each signal, the two low frequency orthogonal terms can be utilised to estimate

ϕ(x, y) by

ϕ(x, y) = − arctan

[
g2(x, y) ∗ f(x, y)

g1(x, y) ∗ f(x, y)

]
(2.57)

where∗ denotes convolution andf(x, y) represents the low-pass filter function. Ulti-

mately, the low-pass filtering function plays a major role in the accuracy of the recovery

of the phase mapϕ(x, y).

With further reference to communication based concepts, considering the DPD pro-

cess, the technique can also be further likened to the synchronous phase detection tech-

nique previously presented in Section2.4.1.1, which like DPD, is also well understood in

communication theory.

2.4.3.2 Direct Phase Detection for 3D Sensing

The DPD principle has been employed in a number of 3D sensing applications [86,115,

116], most of which are differentiated purely by the filter stage variationf(x, y). The first
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Figure2.9: Typical Direct Phase Detection process

implementationof DPD for 3D sensing was demonstrated by Toyooka and Iwaasa [86]by

the so called Spatial Phase Detection (SPD) method. The SPD method was vastly superior

in terms of computational complexity relative to other fringe processing algorithms of it’s

time, with the filtering undertaken through simple integration of the signalsg1(x, y) and

g2(x, y) over an integer number of spatial periods. A later DPD variation proposed by

Tang and Hung [115] overlooked the previous work of Toyooka and Iwaasa, employing

Finite Impulse Response (FIR) filters to obtain the required orthogonal signals. Tang and

Hung also provided an in depth analysis of the superior computational advantages of the

method relative to the Fourier Transform method. Their derivation also included analysis

of the finite bandwidth limitations resulting in a limited maximum range of measurement

identical to that of the FTP method displayed in Equation (2.48). A more recent DPD

implementation seen Villaet al. [116] implement the filtering stage using regularised

filters. This is an interesting approach aimed at addressing the phase unwrapping and

noise problems associated with previously proposed convolution based filtering methods.

The use of regularised filters was shown to vastly assist phase unwrapping and improve

the fringe signal to noise ratio, however, the distinct DPD computational advantages were

somewhat lost given the additional processing requirements.

2.4.3.3 Phase Locked Loop Direct Phase Detection Variation

Considering the strong link between DPD and communication theory, the implementation

of other coherent frequency demodulation methods such as Phase Locked Loops (PLL)
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have also been shown to be quite effective tools in the processing of fringe images [87].

The distinct advantage of PLL methods is the omission of the phase unwrapping process,

with relative phase values determined in a continuous operation, therefore making the

approach very computationally efficient.

2.5 Phase Unwrapping

Each of the fringe processing techniques presented in Section2.4 estimates the phase

distribution,∆φ(x, y), by employing an arctangent calculation undertaken over the four

quadrants of phasor space. The retrieved phase distribution corresponding to the object

height is therefore restricted to principle values ranging between−π andπ, and con-

sequently, the estimated phase is a modulo2π distribution, otherwise referred to as a

wrapped phase map. While the process of phase unwrapping is not explicitly a major

focus of interest in the work presented within this dissertation, it is important to realise

the various methods and algorithms involved in unwrapping a modulo2π phase map. The

following sections briefly describe some of the concepts and methods used in order to

undertake the adequate unwrapping of a wrapped phase distribution.

2.5.1 Phase Unwrapping Principle

The wrapping nature of the arctangent operation is demonstrated in Figure2.10, for an

arbitrary dome like phase distribution. As can be seen from the arbitrary cross-section

of the wrapped phase distribution shown in Figure2.11 (a), the values of the wrapped

phase are all contained within the interval−π −→ π. Considering phase wrapping in

the single dimensional sense with reference to Figures2.11(a) and (b), the rudimentary

phase unwrapping procedure is revealed as a process concerned with traversing through

the wrapped phase vector sequentially in thex direction adding or subtracting integer

multiples of2π. A more formal description of the single dimensional process of phase

unwrapping was first demonstrated by Itoh in Reference [117]. Itoh’s formulation of the

phase unwrapping algorithm demonstrated that the true phase can be obtained from the
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(a) Wrapped Phase Map (b) Unwrapped Phase Map

Figure 2.10: Wrapped and Unwrapped Phase Map

(a) Cross-section of Wrapped Phase Map (b) Cross-section of Unwrapped Phase Map

Figure 2.11: Cross-sections of Wrapped and Unwrapped Phase Maps of Figures (2.10)

(a)and (b)
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wrappedphase by integrating the wrapped differences of the wrapped phase values.

Φ(m) = Φ(0) +
m−1∑
n=0

W [W [∆Φ(n)]] (2.58)

whereW denotes the wrapping operator given by

W [Φ(n)] = arctan

[
sin(Φ(n))

cos(Φ(n))

]

= Φ(n) + 2πk(n) (2.59)

wherek(n) is an array of integers chosen so the phase values are all contained within the

interval of−π −→ π, and the wrapped phases are differentiated as

∆Φ(n) = Φ(n+ 1)− Φ(n) (2.60)

An imperative step in Itoh’s derivation demonstrated that provided the signal is appropri-

ately sampled according to sampling theorem the true phase map could only be obtained

from the wrapped values using Equation (2.58) if and only if the true phase satisfies

− π ≤ ∆Φ(n) < π (2.61)

While in the theoretical sense Itoh’s method will suffice, practical fringes contain ad-

ditive noise phenomena and other fringe discontinuities which may void Equation (2.61)

impeding the phase unwrapping process. Moreover, for Fringe Projection applications

the process of phase unwrapping becomes significantly more difficult when attempting

to profile geometrically complex surfaces where fringe continuity cannot be guaranteed

in eitherx nor y directions. The fringe discontinuities typically referred to in phase un-

wrapping literature as “residues” are sourced from fringe occlusions resulting from shad-

owing and / or significant variations in the depth of the shape causing the phase to be

deeply modulated. For primitive single dimensional phase unwrapping methods such as

Itoh’s [117], the errors resulting from fringe singularities can be propagated throughout

the reconstruction, severely effecting the accuracy of the fringe projection approach.

Considering the phase unwrapping dilemma in only the single dimension presents a

limited set of solutions, however, phase unwrapping as a two-dimensional problem can

allow for the required flexibility to develop more robust solutions. With the additional
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dimensioncomes additional paths in which to integrate along and therefore unwrapping

in the presence of fringe anomalies or discontinuities can be accommodated. Although

the task of 2D phase unwrapping is non-trivial the underlying principle of the unwrapping

process is still centered on the integration of phase gradients in some form [118].

2D phase unwrapping approaches are generally categorised as Path-Dependent or

Path-Independent approaches. The remainder of this section will differentiate between

the two, identifying key concepts and briefly mentioning some of the more well known

approaches.

2.5.2 Path-Dependent Unwrapping

The previously discussed phase unwrapping technique known as Itoh’s method [117] in-

volves integrating phase differentials along a path in thex direction. With further ref-

erence to 1D phase unwrapping algorithms it has also been previously pointed out that

if a noise artifact or fringe discontinuity is encountered that inhibits the correct unwrap-

ping of a particular pixel, the unwrapped phase value of each pixel thereafter lying along

that particular path is also incorrectly unwrapped by an integer multiple of±2π radians.

Therefore, the notion of path dependence for rudimentary unwrapping in the single di-

mensional sense has been clearly defined. In the 2D sense the foundation of 2D path

dependent unwrapping is centered on the fact that the phase difference between any two

points measured by integrating phase along a path between the two points is independent

of the route chosen, as long as the route does not pass through a phase discontinuity. This

idea is demonstrated in Figure2.12where two points on a continuous fringe,x andx0,

are unwrapped along two independent paths as graphically depicted. The independence

of fringe paths depicted in Figure2.12can be mathematically written as

φ(x) =

∫
C

∇φ dx+ φ(x0) (2.62)

whereC represents any arbitrary path between the two pointsx andx0 and∇φ represents

the wrapped gradients of the wrapped phases. Moreover, the independent nature of 2D

unwrapping leads to one of the key concepts forming the basis of many path dependent

unwrapping procedures; the evaluation of residues (otherwise known as fringe discontinu-

ities). In theory, any closed loop integration of the wrapped gradients of wrapped phases
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Figure2.12: Independent Fringe Paths

ona continuous fringe should evaluate to zero, i.e. mathematically,∮
φ(x) dx = 0 (2.63)

Now, if Equation (2.63) cannot be satisfied, clearly a discontinuity has been encountered

along the closed loop path. Therefore, the evaluation process is∮
φ(x) dx = ±2π.

∑
NR (2.64)

whereNR denotes the number of enclosed residues. The basis of path dependence and

phase unwrapping including the concept of residues is derived at length in [118].

Using the concept of identifying residues or discontinuities, cut-based algorithms can

be designed to robustly unwrap around the locations of fringe discontinuities typical of

noise artifacts. Probably the most well known cut-based algorithms employing residue

evaluation were proposed by Goldsteinet al.[119] and Huntley [120]. Cut-based methods

correlate positive and negative residues together, and by introducing a cut between the two

correlated residues, force the unwrapping path algorithm to unwrap around these points.

Contrary to the evaluation of residues, other metrics for guided unwrapping have also

been successfully employed to unwrap a 2D wrapped phase map, these approaches are

known as reliability or quality guided unwrapping methods. One of the typical quality

measures employed by these algorithms is fringe modulation,Γ(x, y), given by

Γ(x, y) =
b(x, y)

a(x, y)
(2.65)

for a PSP fringe set, or alternatively

Γ(x, y) =
√

[Im(q(x, y))]2 + [Re(q(x, y))]2 (2.66)
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for a bandpass filtered fringe signal. The modulation parameter can be used as a guide

in unwrapping process to prioritise unwrapping of pixels with higher modulation as op-

posed to pixels with lower contrast. Further to modulation guided unwrapping another

commonly used fringe metric for path dependent unwrapping is phase gradient,∆Φ(x, y)

as defined in Equation (2.60), however, with the included second dimension over ann by

n space. A large value for∆Φ(x, y) is typically associated with a region of noise and

hence can be used to navigate around “bad” pixels.

Reliability guided phase unwrapping techniques can combine two or more of these

metrics and thereby improve the unwrapping procedure. A more comprehensive overview

of reliability unwrapping methods and the various metrics and the combination of these

measures can be found in Reference [121].

2.5.3 Path-Independent Unwrapping

While the concept of path dependence and phase unwrapping has been strongly empha-

sised, another variation of unwrapping algorithms known as path-independent phase un-

wrapping techniques have also been exhaustively practiced. Primarily, path-independent

unwrapping techniques operate on the fringe data set as an entity or subset of entities,

in either the spatial or temporal domains. Spatial domain path-independent phase un-

wrapping techniques are commonly posed as minimisation problems with the objective

function leading to the minimisation of the differences between gradients of the wrapped

phase and the unwrapped solution [118]. One particularly interesting minimisation imple-

mentation based on cellular automated was proposed by Ghigliaet al. [122]. Cellular au-

tomata unwrapping is typically concerned with iteratively minimising the discontinuities

in the phase map by adding or subtracting integer multiples of2π based on simple neigh-

bourhood rules. Given the iteration nature of the approach, cellular automata unwrapping

is often quite computationally demanding. Another interesting spatial path-independent

strategy, is centered on partitioning the wrapped phase image [123]. Partitioning methods

segregate the 2D phase map into regions where the boundaries are generally determined

by surrounding discontinuities. Each region is thereby individually unwrapped and the

phase offsets between each of the unwrapped neighbouring regions subsequently deter-

mined.
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While minimum norm and partitioning methods have been shown to successfully un-

wrap a wrapped fringe when the overall continuity of the fringe can be guaranteed, much

like the majority of the previously discussed unwrapping techniques, these methods fail

for large discontinuities where the phase gradient term is significantly large. An inter-

esting approach to combat the unwrapping of complex surfaces with large discontinuities

by temporally unwrapping the fringe was first proposed by Huntley and Saldner [124].

The temporal phase unwrapping concept is successful where the other previously dis-

cussed spatial approaches fail, as each pixel is unwrapped independently of every other

pixel, with the unwrapping taking place along the time axes. Another temporal based

approach to assist in the unwrapping of fringes that present large discontinuities resulting

from complex surface geometries is the multiple wavelength techniques. The analogy is

identical to two or multiple wavelength interferometry as discussed in Section1.2.3.1,

whereby two fringe patterns are created and projected sequentially in time. One of the

fringe images is created with a low sensitivity to large profile height variance and another

with a higher sensitivity for a more precise measurement. While temporal approaches

are generally more robust in terms of their ability to successfully unwrap complex fringe

maps, since data needs to be acquired over a finite duration of time their application in

the dynamic sense can be somewhat limited. A very interesting phase unwrapping proce-

dure somewhat liken to multiple-wavelength methods, however, does not suffer the same

temporal limitations, is the frequency multiplexing approach briefly discussed in Section

2.4.2.7. As opposed to temporally acquiring the multiple fringes, the FMFTP method

spatially separates the fringes in the spatial frequency domain by the nature of the 2D

Fourier Transform allowing the acquisition of multiple fringes in a single shot.

Although a significant amount of research has been aimed at fully automating the

fringe analysis process of phase unwrapping, the unwrapping solution often tends to be

an application specific solution. While programming a computer to correctly unwrap a

wrapped fringe image with any kind of accuracy is a difficult task, for the human observer

the unwrapping procedure is generally a very simple task to perform visually. As a result

software to allow a human observer interactively unwrap a wrapped fringe have been

implemented [125].
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2.6 Calibration

The final step in the measurement process is the conversion of the acquired phase map

to an actual physical quantity. Theoretically, this can be achieved using Equation (2.14),

however, since practically it is very difficult to measure system parametersd0, l0 andf0

with any kind of accuracy, a calibration procedure is required for the accurate translation

from phase values to real world co-ordinates. Furthermore, since the pin-hole model is

still just a theoretical model for the practical triangulation system, finite aperture size lens

distortions and other model assumption inhibit true phase to height conversions. For the

body of work presented in this thesis, the primary concern is for the profiling of relative

height distributions, therefore, a very simplistic co-ordinate translation calibration process

has been employed.

Rewriting Equation (2.14), the phase distribution corresponding to the geometry of

the surface of interest can be calculated as

∆φ(x, y) =
2πf0d0h(x, y)

h(x, y)− l0
(2.67)

Given that the projector is generally located far enough from the object i.e.l0 � h(x, y),

the phase distribution can be approximated as

∆φ(x, y) ≈ 2πf0d0h(x, y)

−l0
(2.68)

Accordingly, the height distributionh(x, y) can be approximated by

h(x, y) ≈ − l0
2πf0d0

∆φ(x, y) (2.69)

The measurement can then be calibrated by measuring∆φ(x, y) for a known height

distribution,h(x, y), and by calculating a calibration factor i.e.

K ≈ h(x, y)

∆φ(x, y)

≈ − l0
2πf0d0

(2.70)

and hence, the measured phase distribution can be crudely converted into a real world

co-ordinate space.
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2.7 Summary

This Chapter has provided the reader with an overview of the fundamental concepts in-

volved in 3D sensing by way of Fringe Projection. The overview has included rudi-

mentary concepts such as the principle of triangulation and the typical Fringe Projection

geometrical arrangement. The three most exploited forms of automated Fringe Process-

ing algorithms were discussed and a review of the concept of Phase Unwrapping was also

provided. Finally, the notion of a simple calibration approach was outlined.



Chapter 3

Creating Structured Light Fringe

Images

3.1 Introduction

The two opening Chapters of this dissertation have clearly outlined the notion of Fringe

Projection for 3D sensing, however, up until this point very little reference has been made

in regard to the creation of structured light fringe images. The aim of this chapter is

two-fold; firstly it serves as an investigation into the various methods and technologies

involved in the creation of structured light fringe images, and secondly it provides an in-

troductory analysis into the shortcomings of the more recently adopted DVP methods of

Fringe Projection. The investigation outlines both analog and digital methods of projec-

tion, with a succinct focus on DVP methods of producing fringe images. The functionality

of the two chief DVP technologies, LCD, and DLP is reviewed, and the integrity of the

application of each for both single and multiple channel Fringe Projection is studied.

3.2 Projection Technologies

Effective 3D sensing as theoretically detailed in Chapter2 can only be made possible

through the adequate generation and projection of the appropriate fringe signals relevant

to the corresponding fringe processing approach. Besides the obvious quality measures of

a projected signal, such as contrast or Signal to Noise Ratio (SNR), a range of additional

58
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projectionanomaly can significantly degrade the veracity of a projection technology or

technique for structured light 3D sensing. For instance, if a phase shifting error between

sequential fringe images of a Phase Shifting implementation exists, a significant error

will be propagated through the Phase Shifting algorithm and consequently influence the

final evaluation of∆φ(x, y) and henceh(x, y). Furthermore, the inadequate generation

and projection of pure sinusoid signals can result in significant reconstruction error for

the various algorithms mentioned in Section2.4. Hence, the importance of the projection

stage in any structured light 3D sensing implementation is unquestionable.

The purpose of this section is to highlight some of the technologies and methods

employed to produce fringe images for 3D profiling.

3.2.1 Analog Vs. Digital

Similar to the manufacture of many signals, the projection of structured light can be un-

dertaken in both the continuous and discrete domains. Continuous or analog techniques

of producing structured light are typical of early Fringe Projection methods while discrete

or digital techniques have only more recently been adopted. In general, analog projection

techniques can often be attributed with the ability to produce more geometrically precise

signals, however, the manipulation of analog signals is typically a laborious and tedious

task. Conversely, discrete methods of projection can be generalised as producing geo-

metrically less precise signals, however, with the advantage of simple and high speed

manipulation of projected images. The following sections will now highlight some of

the analog and digital projection approaches employed by Fringe Projection 3D sensing

implementations.

3.2.2 Analog Fringe Projection

The traditional method of Fringe Projection, now better know as Shadow Moiré topogra-

phy as discussed in Section1.2.3.2, relies on the projection of a white light source onto

a physical grating material with the fringe image resolved by viewing the scene through

the same grating from an offset angle. By this analog method of projection a set of Moiré

fringes detailing contour information about the surface can be readily obtained. Although
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in this instance specialised fringe contours can be produced, a similar principle of grat-

ing projection is adopted for Fringe Projection techniques in the sense in which they are

referred to in this work. Generally, the grating material involved in grating based analog

projection is often manufactured to produce a Ronchi-like fringe, with sinusoidal fringe

images produced through simple defocusing of the projection optics [126] and / or through

post processing methods. One of the primary limitations of analog grating projection is

that mechanical actuators are required to manipulate fringe attributes such as pitch and

phase and consequently the dynamic manipulation of fringe images is quite limited. Fur-

thermore, analog grating projection methods are prone to phase-shifting errors in phase

shifting implementations.

While grating based approaches are the most common and original analog method of

producing fringe images a more recently proposed analog method based on Acousto-optic

modulators (AOMs) is also worth mentioning [127]. Relative to the grating approach the

AOM approach has the significant advantage of being able to control the pitch and phase

of the projected fringe image electronically without the need for mechanical actuators,

allowing for high speed manipulation of the projected fringe signal.

3.2.3 Digital Fringe Projection (DFP)

The first reported 3D sensing work performed with digital projection sources appears

to have been conducted by Stahs and Wahl [72] who developed a time space encoding

measurement system whereby they mounted a computer controlled transparent LCD to

a conventional white light projector to project binary structured light patterns. Since

then Spatial Light Modulator’s (SLM’s) such as LCD line projectors [128], specialised

electron beam lithography systems [129] and also LCD pocket television units [130] have

been used in digital projection systems, however, conventional video projectors generally

either of LCD or DLP technology have formed the basis of many fringe profilometers.

Some of the more interesting video projector based 3D sensing applications have been

previously outlined in Section1.2.4.3.

Typical DVP sources are capable of projecting standard 24 bit bitmap computer gen-

erated images and hence when interfaced to a personal computer make a very robust

projection source. Moreover, the ability to project coloured images brings the capability
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to develop multi-channel algorithms.

Further re-enforcing the application of DVP technology for 3D sensing, is the growing

demand for high speed 3D profiling for applications such as animation, face recognition

and machine vision. High projection speeds along with the merits of high resolutions,

contrast ratios and affordability, has seen more and more researchers adopting the tech-

nology for dynamic 3D sensing applications.

Relative to traditional analog projection procedures DVP provides the ability to easily

manipulate fringes at high speed via software control, thereby making dynamic real-time

3D profiling more realisable. Further, the software controlled nature of the technology

makes it immune to phase-shifting errors prominent with traditional analog projection

procedures. In contrast to Liet al.’s [127] AOM based approach, the much more well

proven DVP technology can produce significantly higher contrast fringes to embrace a

much larger geometrical surface area, and furthermore, DVP presents as a more suitable

projection technology for the measurement of human tissues.

The advantages as highlighted above have fueled continued DVP 3D sensing interest

from the research community over recent years, however, much like any projection tech-

nique, DVP for Fringe Projection presents a number of shortcomings. The predominant

projection shortcoming associated with DFP techniques is the poor geometric structure of

the digitally projected fringe images. The poor geometric precision of DVP signals and

thus the source of DFP associated shortcomings are typically derived from the inherent

nature of the projection technology. Therefore, it is imperative to have a very clear under-

standing of the functionality of the popular variations of DVP technology. The following

section details the functionality of the two most exploited DVP technologies, LCD and

DLP.

3.3 Digital Video Projection Technology

Today’s DVP market is dominated by two chief and very different projection technologies,

LCD and DLP. The more recently developed projection technology DLP, is a proprietary

technology founded by Texas Instruments (TI) while LCD is a more mature and generic

technology open to development by a number of different digital projection organisations.
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A third projection technology spawned from both LCD and DLP projection technologies

known as Liquid Crystal on Silicon (LCOS) moves away from traditional transmissive

LCD projection technology and combines liquid crystals with DLP reflective technology.

LCOS is a relatively recent development, however, due to expense and particularly con-

trast ratio and physical size issues these projection sources have yet to take a foothold in

the competitive DVP market. In terms of triangulation based profilometers, systems have

been developed using both primary projection technologies LCD and DLP. We will now

examine the functionality of these two DVP technologies.

3.3.1 Liquid Crystal Display (LCD)

Liquid crystal technology is perhaps the most common form of flat panel electronic dis-

play today. A variety of consumer industrial products such as watches, calculators, mobile

phones, laptop computers, pocket-size televisions and more recently larger television ap-

plications have been developed. The popularity of this technology is derived from it’s

portability. Slim shape, low weight, low voltage operation and low power consumption

make LCD technology ideal for portable electronic display. In general, a LCD, they can be

considered either reflective or transmissive in nature. Reflective LCD’s generally mod-

ulate external ambient light, examples of such technology include more simple display

devices such as watches and calculators. For colour and high brightness applications such

as DVP and television, transmissive LCD technology is employed, whereby the liquid

crystal structures modulate an internal light source such as a fluorescent light tube.

Many different types of liquid crystal’s exist, however, probably the most exploited

liquid crystal used in LCD devices is the unique Twisted Nematic (TN) phase liquid crys-

tal. The structure and manufacture of TN liquid crystal’s is detailed in [131]. Each of

these individual liquid crystal Spatial Light Modulator (SLM) elements or pixels that

make up an LCD device can be considered as an electronically controllable light shutter.

When a carefully controlled voltage is applied to the twisted liquid crystal structure, it is

capable of “untwisting” and hence modulating the amount of transmitted polarized light

as to produce a greyscale. Figure3.1displays a schematic of a typical LCD, highlighting

the major optical and electrical components. The liquid crystal arrangement is contained

between two transparent glass substrates. A front and rear polarizer each polarize light
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emittedfrom the source and are situated in an orthogonal arrangement. Optical retarders

or compensation films are incorporated to increase the viewing angle in terms of luminos-

ity, greyscale, and colour.

Figure 3.1: Generalised schematic of the major optical and electrical components of a

LCD [131]

There exists three different methods for creating and controlling the applied voltage to

manipulate liquid crystal structures. These are direct addressing, multiplex addressing and

active matrix addressing. High information display applications use multiplex or active

matrix addressing while simpler displays use direct addressing. Today’s LCD DVP’s use

active matrix addressing with Thin Film Transistors (TFT). As the name suggests at each
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(a) Single Panel (b) Three Panel LCD

Figure 3.2: (a) Single Panel LCD. Note the side by side sub pixels structure and colour

filters and the ’off’ state of the lower red sub pixel [133]. (b) Three panel Poly-Si LCD

[132].

pixel a transistor is used to control the voltage applied to the liquid crystal mixture. The

advantages of TFT technology in contrast to other addressing schemes include high con-

trast ratio, negligible crosstalk (in the sense of the applied voltage effecting surrounding

pixels), adequate greyscale and fast response time. One of the major problems with this

technology is high production cost due to defective pixels and subsequent repair [131].

In LCD DVP applications the transistors are generally arranged onto either an amorphous

silicon (Am-Si) or polycrystalline silicon (poly-Si) substrate. Generally Am-Si substrates

are used to create single panel LCD’s where each pixel is made up of side by side sub

pixels (one sub pixel for each of the primary colours, as seen in Figure3.2(a)). The side

by side pixel structure results in poor image quality in terms of the “pixelisation” which

will be discussed further in a subsequent section. Poly-Si LCD’s allow the creation of

physically smaller LCD panels and provide improved “Screen Door Effect” (SDE). Due

to slow liquid crystal response time and the monochromatic nature of Poly-Si LCD pan-

els, Poly-Si LCD’s are operated in a three panel mode as seen in Figure3.2 (b) [132].

Dichroic mirrors are used to separate a white light source into it’s primary components.

The primary colours are then passed through three individual LCD panels and the mod-

ulated primary light components are then carefully recombined using a specialised prism

as to produce a colour image.
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3.3.2 Digital Light Processing (DLP)

Digital Light Processing is a reflective projection technology that combines a microeletrome-

chanical system (MEMS) and projection display through the Digital Micromirror De-

vice (DMD) microchip. The specialised microchip is composed of a MEMS array of

semiconductor-based digital light switches that precisely control a light source. The dig-

ital light switches in a DMD chip are in fact tiny 16 x 16µm mirrors (see Figure3.3 (a))

hinged such that each can tilt between two states; +10 degrees as to reflect light towards

the projection aperture and -10 degrees as to reflect light away from the aperture, as seen

in Figure3.3(b). To produce the effect of a greyscale image a temporal binary pulsewidth

modulation technique is utilised whereby the mirrors / pixels are switched on and off at

high speed. The mirrors / pixels are capable of switching on and off more than 1000 times

a second and hence the DMD chip is capable of producing numerous different shades of

grey, pending of how long the mirror / pixel is in the “on” state relative to the “off” [133].

DLP projectors can be categorised as either single, two or three chip systems. The

differentiation is derived from how the projector produces colour images. The single

chip uses a colour filter composed of the three primary colours, Red, Green and Blue

(RGB) and an additional clear segment is incorporated to boost the overall brightness of

the projected image. Figure3.3 (c) shows a schematic of a typical single chip system. A

condenser lens collects light from the metal halide light source and focuses the light onto

the colour wheel. The filtered light then passes through further projection optics directing

the light onto the surface of the DMD chip. Single chip DLP projected images can suffer

from colour breakup, a visible colour artifact more commonly known as the “rainbow

effect”. To somewhat alleviate this problem TI have developed the “DDR” chip. Single

chip DDR DLP projectors utilise a six-segment colour wheel hence doubling the colour

refresh rate and thus reducing colour breakup. The two chip arrangement makes use of

a similar rotating colour wheel process however, uses dichroic mirrors to separate the

spectral content of the light source. A single DMD chip is solely used to process one

colour component and another chip along with a rotating colour filter is dedicated to the

two remaining colours. The decision on which colour goes exclusively to one chip is

based on the spectral content of the illumination source [133]. The three chip variation
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(a) (b)

(c)

Figure3.3: (a) Two Digital Micromirror Device (DMD) Pixels (note mirrors are shown

as transparent) [134]. (b) Digital Micromirror Device (DMD) functionality [133]. (c)

Example of a single chip DLP projection system [135]. Colour is incorporated into the

image using a rotating colour wheel composed of the three primary colour components

and an additional clear segment to boost the overall brightness of the projected image.
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of the DLP projector is by far the most costly and is generally reserved for industrial

applications such as Digital Cinema. Much like a three-panel LCD configuration, the

three chip system utilises dichroic mirrors to separate the primary colour components and

each component is dedicated its own DMD chip. Such DLP arrangements are capable of

producing over 35 trillion different possible colours.

The choice of the number of DLP chips in a DLP projector is a tradeoff between cost,

light efficiency, power dissipation, weight and volume [134]. In terms of triangulation

based Fringe Projection profilometers, only systems based on single chip DLP projectors

have been reported.

3.4 Digital Video Projection Signal Characteristics

Despite the variation of DVP technology, digitally projected signals can be characterised

by a number of common observable attributes. Perhaps the most obvious characteristic

of a digitally projected signal is the finite or discrete-like intensity distribution of the

projected image, otherwise referred to as pixelisation. Closely related to the finite nature

of the projected signal is the SDE referring to the amount of light the digital SLM elements

of the projection source can actively modulate. Supplementary to the physical limitations

of the digitally generated image, a number of signal preprocessing stages, inadvertently

compromise the geometrical precision of the projected signal. These characteristics of the

DVP signal ultimately influence the quality of the captured fringe image and accordingly

the estimation of the∆φ(x, y) and thereforeh(x, y). The primary objective of this section

is to outline and identify the key aspects of the digitally projected signal.

3.4.1 Finite Projection

As with any digital signal the digitally projected pattern is sampled and quantised. The

intensity distribution can be defined by pixels and each pixel is confined to a finite set of

intensity values. When the signal is projected onto any diffuse surface the intensity distri-

bution can be characterised primarily by the projection source, projection surface and the

surface’s distance from the projector. Aspects such as projector resolution, focus, projec-

tion angle, distance from the projector and object gradient can be used to mathematically
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describethe pixel deformation and hence intensity distribution. For Fringe Projection

systems utilising DVP, the lack of spatial density in the projected intensity distribution

results in limiting the spatial resolution over the spatial range of one projected pixel in

both thex andy directions.

The important issue of limited spatial accuracy in DVP applications was first recog-

nised by Huntley and Saldner [136] in their analysis of temporal phase unwrapping, a

technique well suited to digital projection due to the associated flexibility in fringe map

production. The finite spatial resolution issue was later revisited again by Coggrave and

Huntley in [137], where they proposed a defocusing optimisation scheme to improve the

spatial accuracy of their Fringe Projection arrangement.

Since the spatial resolution of a DVP based profilometer is limited to the spatial size

of a projected pixel, the ability to describe the projected intensity distribution mathe-

matically provides the capability to describe the system’s spatial accuracy. Hence we

develop a mathematical derivation to assist in the prediction and understanding of the

spatial accuracy of DVP based structured light profilometers, however, prior to detailing

the finite projection derivation it is important to outline the physical projection constraint

commonly referred to as the “Screen Door Effect” (SDE).

3.4.1.1 Screen Door Effect (SDE)

Closely related to the finite projection characteristics of the digital projection is the tiny

discontinuities that exist between pixels. This phenomenon is referred to as the “Screen

Door Effect” (SDE) and is clearly seen in Figures3.4 (a) and (b). The severity of this

effect is measured by the fill factor, this measure defines the amount of area a Liquid

Crystal or mirror on a DMD chip can actively modulate light to create a projected image.

DLP projectors offer a fill factor up to 90% whilst an equivalent LCD projector can only

yield at best a 70% fill factor [133]. Much emphasis has been placed on reducing SDE

in LCD devices, Robinsonet al. outline these developments in [132]. The discontinuities

result from the small physical displacement between individual SLM elements. In the case

of a DLP projector, the spatial separation between mirrors on the DMD chip, for single

panel LCD, the displacement of Liquid Crystal sub-pixel structures, while for three panel

LCD’s, the black matrix TFT element shielding structures.
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(a) LCD Screen Door Effect (b) DLP Screen Door Effect

Figure 3.4: The “Screen Door Effect” (SDE), tiny discontinuities in the digitally pro-

jected intensity distribution. Both (a) LCD and (b) DLP photos were taken under the

same conditions with each projector being of identical resolution and optimised for focus

and contrast.

Since these discontinuities cannot offer information about the projection surface, the

accuracy of the system is inadvertently affected, hence, to alleviate this problem a high

resolution projection source should be utilised for applications requiring high accuracy.

3.4.1.2 Spatial Resolution Analysis

In order to analyse the digital projection characteristics of the DVP system some assump-

tions about the projection source and system features are made. In this analysis we assume

that the projector is adequately focused over the range of interest, the angle subtended by

any one pixel is the same, the gradient of the object is constant over the range of one pixel

and we also assume a fill factor of 100% henceforth neglecting the SDE. Referring to

Figure3.5and noting thatl0 is as defined in the geometric arrangement and the projection

angle as defined byβ is known, it is possible to findl1, the ray formed by the first pixel

in the projection field.

l1 =
l0

sin(π − β)
(3.1)

Sinceit is assumed that each pixel subtends at angleα it is possible to determine∠EpQO

as

∠EpQO = π − (α+ β) (3.2)
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Figure3.5: Finite Projection Characteristic
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andhence using the sine rule l2 can be found to be

l2
sin β

=
l1

sin ∠EpQO

l2 =
l1 sin β

sin(π − α− β)
(3.3)

notingthat∠EpQG and∠EPGQ can be given as

∠EpQG = α+ β (3.4)

and

∠EpGQ = π − (2α+ β) (3.5)

respectively. Following this thenth equivalent is realised to be

ln =
ln−1 sin[β + (n− 2)α]

sin[π − β − (n− 1)α]

forn = 2 → resolution (3.6)

where thenth equivalent angles∠EpGT and∠EpTG are

∠EpGT = (n− 1)α+ β (3.7)

and

∠EpTG = π − (nα + β) (3.8)

respectively and whereresolutionrefers to the resolution of the digital projector in thex

direction. Next the distanceFG is calculated as follows

FG =
hn

cos[β + (n− 1)α− π/2]
(3.9)

and henceEpF canbe found to be

EpF = ln −
hn

cos[β + (n− 1)α− π/2]
(3.10)

Since∠EpGT andφn are known∠EpSF can be found to be

∠EpSF = π − β − (αn− φn) (3.11)
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andconsequently utilising the sine rulepn can be determined as

pn =

[
EpF sin(α)

sin(∠EpSF )

]
(3.12)

As spatial distanceAC is only measured in thex direction we can give the size of thenth

pixel in thex plane,pnx, as follows:

pnx =

[
EpF sin(α)

sin(∠EpSF )

]
cos(φn) (3.13)

Now substituting Equations (3.10) and (3.11) into Equation (3.13) we can obtain

pnx =


(
ln −

hn

cos(β + (n− 1)α− π/2)

)
sin(α)

sin(π − β − (αn− φn))

 cos(φn) (3.14)

where

ln =
ln−1 sin(β + (n− 2)α)

sin(π − β − (n− 1)α)
forn = 2 → resolution

l1 =
l0

sin(π − β)

To demonstrate the pixel size and hence spatial accuracy variation, the model is used

to predict the pixel size variation for an example situation where a pattern is projected onto

a reference plane object with model parametersl0 = 2000mm,β = π
2

andα = 4.06x10−4

(measured empirically). The model estimation of pixel size variation is depicted in Figure

3.6.

The practical applicability of this analytical model is assessed in AppendixA.

3.4.2 Projected Signal Geometric Structure

Regardless of the physical constraints imposed on the digitally projected structured light

image, the geometrical structure of the projected signal is further compromised by sys-

tematic limitation. The most prominent systematic limitation associated with DVP is the

non-linear camera / projection luminance response. Commonly, the nonlinear luminance

associated with DVP is referred to as Gamma distortion. Gamma distortion is typical in

visual display systems to enhance human perception of the sensation oflightness, which
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Figure3.6: Projected Pixel Size Variation in thex direction

canbe regarded as a power function of intensity [138].In general, the gamma distortion

of a digital display can be modeled using the simple power function seen in Equation

(3.15)

w(x, y) = u(x, y)γ,

for u ∈ [0, 1] (3.15)

whereu(x, y) is the normalised image delivered to the display device,w(x, y) is the

actual normalised image output intensity distribution andγ is typically a fractional value

1 < γ < 3 specific to the display system.

The typical camera / projector intensity response curve is shown in Figure3.7 for

three distinct values ofγ i.e. γ = 1, 2 and3. Ideally, to generate a signal in software and

reproduce the same signal at the detector, entails the camera / projector intensity response

γ value is 1 (or very close to it) and hence a linear relationship as shown in the Figure. In

practice achieving a linear camera / projector response is a non-trivial task considering the

overallγ of the projection system is typically not only a function inherent to the projector

itself but also of the video card driving the projector and furthermore can present dynamic

attributes. To visually demonstrate the effect the non-linear camera / projector response
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Figure3.7: Camera / Projector Intensity Response for variousγ

posesfor Fringe Projection we simulate three sinusoidal cross-sections for the previously

depicted camera / projector intensity responses shown in Figure3.7, and plot them in

Figure3.8. As can be observed the larger the non-linearity of the intensity response the

larger the deviation from a true sinusoidal fringe.

3.5 Colour Projection

An interesting and very desirable attribute of DVP supplementary to high speed projection

and software control is the ability to project colour images. The projection of coloured

images provides a useful way of encoding additional information into a projected fringe,

and thereby increasing data acquisition speed. For a typical DVP application, by utilising

the Red, Green and Blue (RGB) channels of the projection source, data acquisition can

be increased by a factor of three relative to an equivalent single channel system, hence-

forth, making such multi-channel implementations suitable for dynamic applications. The

multi-channel approach is primarily exploited in conjunction with 3 Step Phase Measur-

ing approaches (as detailed in Section2.4.1) given that all 3 required images can be ob-
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Figure3.8: Distorted Fringe Cross-section

tainedin a single exposure. An example of such is the work of Huanget al. [88] who

proposed a colour-encoded digital fringe projection technique for high speed 3D surface

profiling. The proposed system utilised the RGB colour channels of a DLP video projec-

tor to project three phase shifted images onto the measurement scene. The three individual

phase maps were captured in one image, decomposed using a linear separation technique

and a PMP fringe processing approach was used to reconstruct the object.

Contrary to the traditional 3 Step colour fringe projection technique some other inter-

esting colour projection examples have also been investigated. One example includes the

work of Skydanet al. [95] where a multi-channel multi-projector technique was utilised

to profile human body shape. The system made use of two or possibly three projec-

tors each projecting an individual primary colour phase map, imaged with a single CCD

camera. The captured phase maps were processed individually using a FTP method and

the individual reconstructions were accurately mapped together into the final reconstruc-

tion. A further example is the work of Kinell [139] who developed a multi-channel tem-

poral phase unwrapping technique. This system utilised the three colour channels of a

video projector to project a short sequence of phase stepped images which were acquired
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sequentiallyin time and processed using a variation of the temporal phase unwrapping

scheme.

The primary requisite for all multi-channel Fringe Projection implementations is that

the fringe data contained within each colour channel can be effectively distinguished from

one another. In practice this is not often the case due to a phenomenon referred to as

colour cross-talk or colour channel leakage. The colour channel leakage is consequen-

tial of the spectral characteristics of the dichroic process utilised to produce colour in

video projectors. This leakage or cross-talk often significantly inhibits the performance

of multi-channel approaches. The aim of this section is to briefly outline colour theory

and moreover the issue of colour-crosstalk.

3.5.1 Colour Theory

Colour refers to the human perception of the various wavelengths of electromagnetic ra-

diation present over the range of visible wavelengths otherwise referred to as the visible

spectrum of light. The visible spectrum of light ranges from approximately 370nm to

730nm. The electromagnetic spectrum including the visible spectrum is depicted in Fig-

ure3.9. The sensation of colour is derived from the physiological attributes of the human

visual system which has ultimately shaped the way in which colour is measured, repre-

sented and generated. Cone-like structures referred to as “retinal cones” located at the rear

of the human eye are primarily responsible for the generation of the appropriate chem-

ical stimuli and therefore conveyance of neural signalling to represent the appropriate

wavelength of visible electromagnetic radiation to the brain. The three cone types of the

retina detect electromagnetic radiation within overlapping wavelength bands associated

with the sensation of primary colours Red, Green and Blue as depicted in Figure3.10.

Since coloured light can be represented as a spectral distribution, where power is plotted

as a function of wavelength, the cones convert the spectral stimuli to three cone response

values. These values are defined by integrating the product of each of the spectral sensitiv-

ity curves and the incoming colour spectrum [140]. Following this the two rudimentary

principles of colorimetry; Trichromacy and Metamerism can be defined. Trichromacy

refers to transformation of any spectra to just three values without loss of information

with respect to the visual system, while Metamerism infers that any spectra that creates
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Figure3.9: Electromagnetic Spectrum

Figure3.10: Spectral sensitivity curves for the short, medium and long cones [140]
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Figure3.11: Colour Matching Functions [140]

thesame trichromatic response are indistinguishable [140].

Directly as a result of the physiological attributes of the human perception of colour,

colour matching experimentation can be developed whereby, a human observer can match

a designated reference colour by mixing adjustable amounts of three narrow bandwidth

primaries. The objective of the colour matching experimentation is to determine 3 colour

matching functions such as depicted in Figure3.11. The values of the colour matching

functions are referred to as tristimulus values which identify the relative amounts of each

primary as a function of the wavelength of electromagnetic radiation. An important ob-

servation to note in regard to Figure3.11is the negative contribution of the red primary.

Negative contributions are derived from the inability to match a given reference colour

without having to shine a further amount of primary (in this case red) onto the reference

colour to make an appropriate match.

The body responsible for standardising colour measurement and generation known

as Commission Internationale de l’Eclairage (CIE) specify a standard set of primaries

referred to asX, Y andZ. The standardised colour matching functions,x̄(λ), ȳ(λ) and

z̄(λ) are shown in Figure3.12. The CIE colour matching functions are mathematical

functions derived from extensive colour matching empirical data [140]. One important
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Figure3.12: CIE Colour Matching Functions [140]

feature to note about the standard CIE colour matching functions is that the tristimulus

values are all positive and therefore can be practically implemented in actual dichroic

filters. Therefore mathematically to represent a spectrumS(λ) using the standard CIE

primaries we have

X = k

∫ ∞

−∞
S(λ).x̄dλ

Y = k

∫ ∞

−∞
S(λ).ȳdλ

Z = k

∫ ∞

−∞
S(λ).z̄dλ (3.16)

whereconstantk is given by

k =
100∫ ∞

−∞
SW (λ).ȳdλ

(3.17)

and is used to normalise the primaries to a standard white light spectral distribution

SW (λ).

Referring now to colour reproduction in devices such as computer controlled peripher-

als (Monitors, Projectors etc), colour models facilitate convenient mathematical represen-

tation of colour. The model most exploited in computing applications is the RGB model
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which represents a 3D cartesian co-ordinate unit cube. Each of the three axes of the co-

ordinate system represent one of the three primaries with the main diagonal of the cube

representing the greyscale. The RGB colour model enables computer control of colour

capable devices designed in compliance with the CIE specification and can therefore ac-

curately reproduce an appropriate system gamut. The transformation from RGB to the

CIE XYZ standardisation requires only a simple linear transform as shown in Equation

3.18[140].

[R,G,B]M = [X, Y, Z]

where

M =


XR YR ZR

XG YG ZG

XB YB ZB

 (3.18)

3.5.2 Coupling of Colour Channels

The generation of colour in any digital projection display device involves the use of

dichroism. Typically, dichroic filters or prisms are used to separate a white light source

into it’s primary components, by transmitting or reflecting the appropriate wavelengths of

light, and therefore, producing the sensation referred to as colour. As previously speci-

fied in Section3.5.1since coloured light can be regarded as a spectral distribution where

power is a function of wavelength, through the trichromacy and metamerism principles,

a projection device can produce controlled colour by adding weighted spectral distribu-

tions obtained from the dichroic separation of the white light source within the projector.

Therefore, from a software perspective the appropriate colour model, namely RGB, is

required to link the tristimulus values and the desired colour response.

As can be seen in Figure3.12 the spectral distribution of each of the CIE specified

defined primaries are typically non-zero over common intervals. In other words, over-

laps in the spectra exists for each of the primary sources for common values ofλ. As a

result colour leaks to and from each of the primaries, the phenomenon is often referred

to as coupling of colour channels. Furthermore, the dichroic optics responsible for the

representation of colour within the capture device also incurs additional overlapping and
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Figure3.13: CCD Filter response [141]

further heightens the colour channel coupling. The typical filter response for a 3-CCD

camera is shown in Figure3.13[141].

For the projection / acquisition of multi-channel fringe images for phase measuring

approaches where accurate isolation of phase shifted sequential fringes is critical, the

coupling of colour channels significantly impacts performance. The coupling of colour

channels becomes of further concern given each channel has its own individual Display

Gamma response introducing further fringe distortion. These non-linearities were some-

what confused in Huet al.’s [142] initial analysis of the coupling problem. Nevertheless,

assuming the spectra overlap is constant for both the acquisition and projection stages,

the leakage is predictable and can be modeled as
ˆr(x, y)

ˆg(x, y)

ˆb(x, y)

 =


1 kGR kBR

kRG 1 kBG

kRB kGB 1

 .


r(x, y)

g(x, y)

b(x, y)

 (3.19)

where ˆr(x, y), ˆg(x, y) and ˆb(x, y) represent the signals obtained at the respective colour

CCD sensors of the acquisition device,kXY represents the normalised proportion of

colour coupling between the appropriate channels andr(x, y), g(x, y) and b(x, y) cor-

respond to the actual intended spectral distributions prior to projection. This linear ap-

proximation was later confirmed by Huet al.’s [142] work.
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3.6 DLP Vs. LCD

So far the emphasis of the work presented in this chapter has been centered on the pre-

sentation of the key attributes of DVP, the functionality of the two most exploited DVP

technologies and more specifically the nature of the projected fringe signal for both sin-

gle and multi-channel implementations. With the aid of this insight the integrity of the

application of the two most exploited DVP technologies for Fringe Projection 3D sens-

ing can now be assessed. Prior to this research the generic advantages and disadvantages

of the two DVP technologies had been extensively reviewed amongst DVP developing

communities [132,133,134] and in particular within the home theater community for

which represent the majority market share for the development of the projection technol-

ogy. However, the impact these advantages and disadvantages have on the performance

of a Fringe Projection 3D sensor system for each technology had yet to be analysed. In

this section we outline the empirical process undertaken to contrast the two chief DVP

technologies from the specific viewpoint of their application for Fringe Projection 3D

sensing.

3.6.1 Empirical Procedure

In order to evaluate the effectiveness of either DVP technology as a suitable source for

Fringe Projection 3D sensing the two technologies are compared in terms of the previ-

ously outlined digital projection attributes, namely, signal geometric structure and cou-

pling of colour channels. The method by which the various projection deficiencies are

compared is centered on the traditional 3 Step PMP fringe processing method (as de-

scribed in Section2.4.1.1) and a novel artificial phase emulation approach. The 3 Step

variation was selected for two key reasons; firstly, the 3 Step variation is the most sensitive

stepping variation of the PMP algorithm to most forms of error, including harmonic dis-

tortion and phase shifting errors [143] and therefore has the ability to provide an accurate

indication of projected signal geometric structure deficiencies. And secondly, the most

exploited multi-channel approaches employ the 3 Step variation since all three fringe im-

ages can be obtained in a single exposure, thereby making the 3 Step variation a good

benchmark for testing the colour cross-talk deficiencies of each projection technology.
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Furthermore,the 3 Step variation has been employed by many recently developed dy-

namic 3D profiling systems since a 3D phasemap can be determined with minimum data

requirements.

The novel phase emulation technique aims to eliminate the effects of additional phe-

nomena such as object reflectivity and also reduce data requirements by artificially intro-

ducing an arbitrary phase modulation into actual fringe data in software. Three software

defined reference fringe images

g0n = 0.5 + 0.5 cos(2πf0x+ ζn)

where

ζn = 2πn/3;

for n=0,1,2, (3.20)

are projected and acquired by utilising the physical arrangement described in Appendix

B. Following the acquisition of the three reference fringes now denoted asĝ0n(x, y) to sig-

nify the distortion introduced by the projection / capture system, the magnitude and phase

components,|Ĝ0n(k)| and∠Ĝ0n(k), of each of the captured signals is obtained. Both

|Ĝ0n(k)| and∠Ĝ0n(k) are calculated by performing a one dimensional Fourier Trans-

form operation on signals,̂g0n(x, y), with respect tox. The arbitrary phase distribution

φ(x, y) along with the corresponding magnitude and phase components were then utilised

in an Inverse Fourier Transform operation to reconstruct three phase modulated images to

emulate the reference fringe images projected onto an arbitrary surface as follows

ĝn(x, y) =
1

N

N−1∑
x=0

|Ĝ0n(k)|e[j(2πkx)/N+j(∠Ĝ0n(k)+ k
f0

φ(x,y))]

for k=0,1,2,. . . ,N-1, (3.21)

whereN in this case refers to the number of points the Discrete Fourier Transform (DFT)

operation is taken over. A cross-section,φ(x), of the phase distributionφ(x, y) utilise

throughout the LCD DLP experimental analysis is shown for reference in Figure3.14.

In total six projectors were tested, three LCD projectors and three DLP projectors.

For each of the six projectors the fringe sequences as described by Equations (3.20) and

(3.21) were obtained and the 3 Step PMP technique was utilised to recover,φ̂(x, y), an

estimation of arbitrary phase distributionφ(x, y). By way of the arbitrary phase emulation
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Figure3.14: Arbitrary Phase Distributionφ(x)

approachan error phase residual,ε(x, y), where

ε(x, y) = |φ(x, y)− φ̂(x, y)|, (3.22)

couldbe established and therefore aid in the evaluation of both projection technologies.

Since the mathematics involved in obtaining estimationφ̂(x, y) assume that a sinu-

soidal intensity distribution is captured, the performance of the phase measurement is not

only dependent on the projection device but also the capture device. Therefore, to ade-

quately assess the integrity of either DVP technology a quality capture device is essential.

The capture device used for this work is the DuncanTech MS3100 digital multispectral

camera. The camera is based on a color separating prism with three imaging channels

that allow simultaneous image acquisition through a common aperture. Image sensors

are CCD array sensors, each with a resolution of 1392 x 1040 pixels. These attributes

result in high quality capture of projected fringe pattern intensity distributions and high

colour fidelity makes the camera ideal for both greyscale and colour applications. Further

reference to the specification of the physical Fringe Projection arrangement is outlined in

AppendixB.
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Low Frequency High Frequency

ProjectorType Technology Average

Error (rads)

Std(rads) Average

Error (rads)

Std(rads)

EpsonEMP730 LCD Poly-Si TFT 0.9” 0.3626 0.2772 0.2531 0.1960

SONYVPL-CX10 LCD Poly-Si 0.9” 0.3219 0.2120 0.2126 0.1604

SONYVPL-CS5 LCD Poly-Si TFT 0.7” 0.3668 0.2850 0.2568 0.1991

InFocus LP530 DLP 0.7” +/-12 DDR 0.4052 0.3200 0.3231 0.2495

NECLT220 DLP 0.7” +/- 10 SDR 0.4039 0.3317 0.3175 0.2427

BENQPB6210 DLP 0.7” +/-12 DDR 0.4714 0.3686 0.3612 0.2732

Table 3.1: Greyscale reconstruction average phase errors and standard deviations

3.6.2 Results and Discussion

3.6.2.1 Single Channel

For the six given projectors both a low and high frequency greyscale fringe pattern cor-

responding to 12 and 29 spatial periods spanning across the entire measurement scene,

respectively, were projected onto a reference plane. The captured images were processed

using the PMP algorithm and phase emulation technique detailed in the previous section

and the projectors contrast in terms of average phase residual,ε(x, y), and standard devi-

ation. Table3.1 displays the results of the empirical findings while Figure3.15displays

cross-sectionsof the reconstructed phase maps for both a single DLP and LCD projector

for both low and high frequency cases, respectively, with the actual phase depicted in red.

The single channel scenario allows the assessment of two key limitations as discussed

in Section3.4; i.e. finite projection and the geometric structure of the projected signal.

By simply observing the results visually depicted in Figure3.15, the nature and source

of the residual error cannot be directly established. More importantly the significance

of each source / limitation cannot be evaluated. However, considering the predictions of

φ(x, y) for the SVGA (800x600) resolution DLP NEC LT220 and LCD SONY VPL-CS5

projectors, relative to the other tested projectors of XGA (1024x768) resolution, further

insight into these issues can be established. Given that the mean measurement error for

both these projectors present no significant if any increase relative to the higher resolution
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Figure3.15: Greyscale LCD DLP sample cross-sections for both low and high frequency

cases
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projectorsof similar technology, it can be concluded the measured phase residual error is

independent of projector resolution. By this result it is revealed that the camera / projector

luminance response is primarily responsible for the measurable phase residual error.

Perhaps one of the most important observations to highlight is the frequency depen-

dence of the phase measuring residual. The phase error was significantly reduced for

the high frequency case relative to the low frequency phase estimation. This phenom-

ena was consistently observed for all projector models for both DLP and LCD projection

technologies.

In general, the LCD projector’s seemed to be more capable of producing more pure

sinusoidal fringe signals, however, the mean phase error margin separating the poorest

performing LCD projector and the best performing DLP projector was less than 0.04 ra-

dians for the low frequency scenario. If we assume system parametersl0, d0 andf0 to

be 2000mm, 800mm and 0.06 fringe/mm1, respectively, and substitute the mean phase

difference into Equation (2.14), the mean measurement error would equate to 0.246mm.

Such a small relative mean phase error (approximately 0.01% of the measurement vol-

ume) can be considered a somewhat anticipated result considering that both projection

technologies are designed and optimised for human perception of intensity and therefore

would likely demonstrate similar Display Gamma characteristics as described in Section

3.4.2.

The larger mean phase measuring error for the DLP projectors may be attributed to

temporal intensity characteristics as a result of the inherent nature of the DLP projection

technology. In order to minimise the influence of such temporal intensity variations the

integration time of each of the three CCD chips was maximised to ensure prolonged ex-

posure. In fact, following the empirical findings and moreover the temporal nature of

the single chip DLP projection technology, some interesting speculation in regard to the

application of DLP projectors for high speed acquisition of dynamic fringe images can be

made. Since the single chip DLP technology temporally projects each colour channel for

a finite period of time, undesired temporal aspects may be captured in high speed appli-

cations where acquisition integration time is minimised. This is of particular importance

1f0 estimationis based on the low frequency fringe with a field of view approximately 200mm in thex

direction
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Low Frequency High Frequency

ProjectorType Technology Average

Crosstalk

Error (rads)

Std(rads) Average

Crosstalk

Error (rads)

Std(rads)

EpsonEMP730 LCD Poly-Si TFT 0.9” 0.2070 0.1336 0.2153 0.1365

SONYVPL-CX10 LCD Poly-Si TFT 0.9” 0.1286 0.0884 0.1338 0.0958

SONYVPL-CS5 LCD Poly-Si TFT 0.7” 0.0506 0.0366 0.0523 0.0398

InFocus LP530 DLP 0.7” +/-12 DDR 0.4004 0.3068 0.3962 0.2966

NECLT220 DLP 0.7” +/- 10 SDR 0.4951 0.3707 0.5292 0.3801

BENQPB6210 DLP 0.7” +/-12 DDR 0.3217 0.2433 0.3222 0.2454

Table 3.2: Colour reconstruction average phase errors and standard deviations

consideringthe Display Gamma response of each colour channel is typically an indi-

vidual characteristic specific to each channel. Therefore, for high speed dynamic single

chip DLP fringe projection and capture it is desirable to have both projector and camera

appropriately synchronised (in hardware) to avoid any temporal intensity artifacts.

3.6.2.2 Multi-Channel

To evaluate the effectiveness of the multi-channel application of DLP and LCD projection

technology for Fringe Projection, a similar empirical procedure as described in Section

3.6.2.1was employed, however, in place of the three phase shifted greyscale images all

three fringes were obtained in a single exposure utilising the colour channels of each

video projector. For each exposure each fringe pattern was optimised for contrast through

manipulation of the corresponding CCD gain parameter via the DTControl software (the

DTControl software is further detailed in AppendixB).

The amount of cross-talk in terms of phase residual was established by calculating

the difference between the single and multi-channel estimations ofφ(x, y). Therefore,

εC(x, y), the cross-talk residual phase measuring error is given by

εC(x, y) = |φ̂(x, y)− φ̂C(x, y)|, (3.23)

whereφ̂C(x, y) denotes the multi-channel estimation of arbitrary phase distributionφ(x, y).

The average value and standard deviation of phase residualεC(x, y) for the six different
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Figure3.16: Multi-channel LCD DLP sample cross-sections for both low and high fre-

quency cases
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projectorsis displayed in Table3.2. Figure3.16 displays cross-sections of the recon-

structed phase distribution for both a LCD and DLP projector for both low and high

frequency cases. The plots clearly demonstrates the additional phase measuring error

associated with the colour crosstalk phenomena.

The measured crosstalk proved to be consistently lower for the LCD projectors with

reference to the DLP reconstructions for both the low and high frequency scenarios with

the SONY VPL-CS5 projector presenting little if any crosstalk effects in contrast to the

entire array of projectors. An important observation to note is unlike the residual as-

sociated with the non-linear intensity response, the colour channel coupling phase error

residual appears to be a function independent of fringe frequency, with little if any iden-

tifiable difference between low and high frequency cases.

The heighten cross-talk influence for the DLP projectors relative to the LCD projectors

is likely derived from the method by which colour is manufactured in either technology.

LCD projectors are typically capable of producing much more saturated colours namely

due to the spinning colour-wheel technique single chip DLP projectors use to produce

colour. A DLP projector using a spinning colour wheel contains a clear segment to boost

the overall brightness of the projected image and hence struggle to produce highly sat-

urated or pure colours [132] relative to an equivalent LCD projection system. A very

poorly saturated colour can be deemed a shade of grey and hence in terms of the RGB

colour space contain higher portions of other spectral components or primary colours.

This conclusion is further confirmed by the multi-channel phase estimation for the NEC

SDR projector. The DLP SDR projector utilises a first generation colour wheel resulting

in a lower colour spectral sampling rate relative to the DDR projectors and as expected

produces a larger measurable crosstalk phase residual error. Thus it can be concluded that

DLP colour crosstalk contains both temporal and spatial artifacts where LCD projectors

only suffer from spatial crosstalk as a result of dichroic colour filter design.

The DLP temporal colour generation can however render the DLP technology ideal for

dynamic multichannel applications, such as demonstrated by Huanget al. [89]. Huanget

al.’s work utilised the inherent temporal characteristics of the single chip DLP colour pro-

jection, to temporally project monochrome phase shifted images onto the measurement

scene at high speed. The projected fringe images were captured by a video camera syn-
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chronisedwith the projection system and were then processed by a 3 Step PMP method.

An obvious shortcoming of such temporal projection methods is the acquisition speed is

therefore limited by the projection speed, where an equivalent multi-channel LCD system

may only be limited by the capture device, nevertheless an LCD system would have to

appropriately deal with spatial crosstalk issues.

3.7 Summary

This chapter has outlined the various methods and technologies employed to create struc-

tured light for Fringe Projection 3D sensing. The major shortcomings of DVP for Fringe

Projection have been identified and preliminary empirical analysis of the limitations of the

projection approach have been established. Further, the empirical findings were utilised

to establish insight into the effectiveness of the application of the two most exploited DVP

technologies for 3D sensing by Fringe Projection. The empirical findings for the single

channel case revealed the non-linear luminance effects associated with the camera / pro-

jector Display Gamma response as a dominant error source relative to the finite projection

shortcomings. This result was found to be commonplace for both LCD and DLP DVP

technologies. For the multi-channel case, the coupling of colour channels proved to be a

significant limitation for both LCD and DLP projectors. However, it was concluded that

the temporal aspects associated with the colour generation process for single chip DLP

technology heightened the coupling effect. The multi-channel method was also found to

suffer further as a result of Display Gamma related error, given that each individual colour

channel presents an individual Display Gamma characteristic.

The significance of the Display Gamma phenomena is undoubtedly a major source of

systematic limitation for the application of DVP for Fringe Projection for both single and

multi-channel cases. Given the significance of the Display Gamma shortcoming, a more

formal investigation into the phenomena and the influenceγ has on Fringe Projection

fringe processing is required. The following chapter will address these issues.



Chapter 4

Fringe Projection and Display Gamma

4.1 Introduction

Non-linear luminance is a common attribute amongst all digital and analogue display

technologies. The non-linear intensity response is often referred to as Display Gamma.

Display Gamma is typical in visual display systems to enhance human perception of the

sensation oflightness, which can be regarded as a power function of intensity [138]. For

Fringe Projection 3D sensors based on DVP, the nonlinear luminance effects common-

place with video projectors often significantly hinders the performance of fringe process-

ing techniques and accordingly system accuracy. The non-linear camera / projector inten-

sity response characterised by the displayγ value and the significance of the associated

limitations were somewhat demonstrated in the previous chapter.

In order for DVP based Fringe Projection to be effective, some form of gamma correc-

tion is typically required. Gamma correction for DVP based structured light profilometers

was first formally identified by Guoet al. in [97] whereby the iterative statistical analy-

sis of digital fringe patterns was undertaken to correct the gamma distortion in digitally

projected images. Through successful identification of the projectorγ value, Guoet al.

were able to considerably reduce reconstruction errors. More common legacy solutions to

counterγ non-linearities typically involve photometric fringe calibration, whereby mul-

tiple intensity distributions varying over the full range of luminance values are recorded

and a camera / projector luminance curve is fitted [88,139].

Another alternate approach proposed by Huanget al. [96] attempts to systematically

92
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eliminatethe gamma related phase residual using a phase shifting technique known as

the Double Three Step method as outlined in Section2.4.1.6. While the Double Three

Step technique is reasonably effective at reducing the systematic display gamma limita-

tions, Huang’s empirical evaluation and following analytical investigation has somewhat

misconstrued the Display Gamma problem for phase stepping approaches. More specif-

ically Huang’s evaluation of the Fringe Projection Display Gamma issue has introduced

significant confusion in regard to the sensitivity of a range of popular fringe processing

techniques toγ related fringe distortion.

More recently, Zhang and Yau [98] showed that the residual phase measurement error

associated with the gamma distorted fringe was independent of the camera response (as-

suming the camera response is linear), the reflectivity of the surface and ambient light in-

tensity and thereby, proposed a generic phase lookup table based solution. The technique

was shown to be quite effective at minimising gamma related phase measuring errors,

however, questionable generalisations about the true nature of the resulting phase residual

were made and have fueled further need to necessitate a formal investigation into the true

nature of Display Gamma related errors. More specifically, the authors claimed that the

residual phase error was independent of the spatial carrier frequency based on empirical

observation, and further they generalised the residual function for all fringe processing

algorithms.

Such ambiguities coupled with the vital requirement for gamma fringe calibration

techniques signifies the considerable influence gamma distortion has in DVP structured

light profiling. However, until this point no formal analytical study investigating the mag-

nitude of gamma related errors typical of standard projectorγ has been undertaken. The

performance evaluation of a number of fringe processing algorithms in the presenceγ

was very recently published in [143], however, this simulated analysis only surveyed a

limited range of techniques more specifically applicable to Phase Shifting Interferometry

applications. Further no analytical results were presented to supplement this investiga-

tion. Therefore, the requirement for a thorough analytical analysis of the influence ofγ

for a range of fringe processing algorithms more applicable to Fringe Projection 3D sens-

ing is further exemplified. Some of the more notable outstanding issues to be analytically

investigated include
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• Thespectral harmonic structure typical of a digitally projected fringe signal

• The magnitude of the harmonic distortion typical of a digitally projected fringe

signal

• The nature of the resulting phase measuring residual error for a range of well ex-

ploited fringe processing algorithms and;

• The sensitivity of a range of well exploited fringe processing techniques in the

presence ofγ fringe distortion

Furthermore, many more practical Display Gamma Fringe Projection issues (which

will be addressed in detail in Chapter5) still remain either uninvestigated or misunder-

stood due to the lack of an adequate analytical framework to describe the influence ofγ

for projected fringes.

This chapter is primarily concerned with addressing the need for an adequate analyti-

cal framework to describe the Display Gamma phenomena for digitally projected fringes.

This is undertaken by firstly providing a detailed analytical investigation into the nature

of gamma distorted fringe images and, secondly, by providing an analytical survey and

verification of the magnitude and nature of the resulting Display Gamma residual error

for a range of fringe processing algorithms.

4.2 Modeling aγ Distorted Fringe

In general, the gamma distortion of a digital display can be modeled using the simple

power function seen in Equation (3.15). Considering the Fringe Projection scenario where

the projection of a sinusoidal intensity distribution is required, Equation (3.15) becomes,

w(x, y) = [a+ b cos(2πf0x)]
γ , (4.1)

wheref0 is the spatial carrier frequency of the projected fringe, anda andb are constants

referring to the fringe offset and contrast respectively. Clearly, ifγ is a fractional value and

sincecos(x) is an even function, we can represent Equation (4.1) as the following Fourier

Series with infinitemth order harmonic components with corresponding amplitudescm.

w(x, y) = c0 + c1 cos(2πf0x) +
∞∑

m=2

cm cos(m[2πf0x]) (4.2)
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where

cm =
2

T

∫ T

0

w(x, y) cos(m[2πf0x])dx, (4.3)

and whereT corresponds to the spatial period of the fringe image.

4.2.1 Harmonic Structure ofγ Distorted Fringe

The obvious question when examining of Equations (4.1) and (4.2) is how can we relate

variouscm andγ to gain further understanding of the magnitude of harmonic distortionγ

introduces. To further investigate theγ harmonic phenomenon we define

∞∑
m=2

cm
c1

=

∞∑
m=2

∫ T

0

w(x, y) cos(m[2πf0x])dx∫ T

0

w(x, y) cos(2πf0x)dx

(4.4)

Equation (4.4) defines a measure of the total influence of theγ distortion. If we now

rewrite Equation (4.1) as

w(x, y) = aγ

[
1 +

b

a
cos(2πf0x)

]γ

, (4.5)

Equation (4.4) becomes

∞∑
m=2

cm
c1

=

aγ

∞∑
m=2

∫ T

0

[
1 +

b

a
cos(2πf0x)

]γ

cos(m[2πf0x])dx

aγ

∫ T

0

[
1 +

b

a
cos(2πf0x)

]γ

cos(2πf0x)dx

, (4.6)

and it is clear that the magnitude of the harmonic distortion is dependent not only on

γ, but also the ratio of fringe contrast to offset1. If we now assume
∞∑

m=2

cm
c1

increases

monotonicallyfor all γ, considering Equation (4.6) for integer cases of typicalγ only, we

can reveal the impact
b

a
hason harmonic distortion. Forγ = 2 we have

∞∑
m=2

cm
c1

=
b

a
.
1

4
, (4.7)

1It should be noted that Equation (4.6)and therefore the harmonic structure of the fringe is independent

of the fringe spatial carrier frequency,f0 by the nature of the Fourier Series
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andfor γ = 3

∞∑
m=2

cm
c1

=

6

(
b

a

)
+

(
b

a

)2

12 + 3

(
b

a

)2 , (4.8)

As can be seen whenγ = 2 harmonic distortion is maximised when the ratio
b

a
is max-

imised. Considering nowγ = 3 and differentiating Equation (4.8) with respect to
b

a
and

settingto zero we can obtain

− 3.

(
b

a

)2

+ 4.
b

a
+ 12 = 0, (4.9)

which has two roots, -1.44 and 2.77. Now noting that the function represented by Equation

(4.8) is unimodal for all real
b

a
> 0 andreferring to Equation (4.1) it is clear thata andb

are constrained directly as a result of image normalisation as follows:

a+ b ≤ 1, (4.10)

and

a− b ≥ 0

a ≥ b

b

a
≤ 1, (4.11)

and hence forγ = 3 harmonic distortion is also maximised when
b

a
is maximum i.e.

b

a
= 1 whena = b. Thus, we conclude that harmonic distortion is maximum when fringe

offset and contrast parameters are equivalent.

Considering1 < γ < 3 for a standard digital video projector, the projected fringe can

be commonly seen to present observable 2nd, 3rd and 4th order harmonic distortion. To

better understand the order of harmonic distortion we define

wn(x, y) = c0 + c1 cos(2πf0x) +
n∑

m=2

cm cos(m[2πf0x]) (4.12)

an approximation ofw(x, y) containing only up to thenth order harmonic wherec0 and

c1 represent the approximated fringe offset and contrast respectively. And accordingly we

can defineen a relative error to represent the approximationwn(x, y)

en =

Y∑
y=0

X∑
x=0

|w(x, y)− wn(x, y)|
w(x, y)

.100%

XY
, (4.13)
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Figure4.1: en, 1 < γ < 3, for normalised fringe parametersa = b

γ 1.0 1.5 2.0 2.5 3.0

e2 (%) 0 0.6260 0.1856 1.1931 2.7013

Table 4.1: Absolute Relative Mean Errore2 for variousγ

whereX andY represent the horizontal and vertical resolutions respectively2.

For a range ofγ values we obtaincm via DFT ofw(x, y) overx, plotting en for the

worst case scenario where fringe parametersa = b for n up to 5, and reveal Figure (4.1).

As can be seen for values typical of projector gamma the 2nd order harmonic serves as a

decent approximation with an absolute average relative error of less than 3% right up to

γ = 3. Table (4.1) displayse2 for 1 < γ < 3 wherea = b.

2It should also be further noted that for simplicity the fringe image is assumed to be aligned such that

the origin is located on the bottom left corner of the image
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Now, that we can adequately model a gamma distorted fringe as

w2(x, y) = c0 + c1 cos(2πf0x) + c2 cos(4πf0x), (4.14)

an expression linkingγ andc2 is still required to provide insight into the magnitude of

gamma harmonic fringe distortion. Since analytical expansion of Equation (4.1), for the

fractionalγ case, poses a non-trivial task we define

p =

(
c2
c1

)2

=

[∫ T

0

w(x, y) cos(4πf0x) dx

]2

[∫ T

0

w(x, y) cos(2πf0x) dx

]2 , (4.15)

the power ratio of the 2nd order harmonic to the fundamental, which is a function ofa, b

andγ. If we now just consider the case when fringe parametersa = b we can givep as

p =

(
c2
c1

)2

=

[∫ T

0

[1 + cos(2πf0x)]
γ cos(4πf0x) dx

]2

[∫ T

0

[1 + cos(2πf0x)]
γ cos(2πf0x) dx

]2 , (4.16)

which is clearly independent ofa and b and dependent only onγ. Thus, resorting to

numerical evaluation we utilise a 3rd order polynomial curve fitting and relateγ andp, as

p = −0.0139γ3 + 0.1001γ2 − 0.1398γ + 0.0520 (4.17)

for the normalised fringe parametersa = b. Figure (4.2) displays a monotonically in-

creasing function, which confirms our previous assumption that
∞∑

m=2

cm
c1

is monotonically

increasing for allγ.

A key practical issue in modeling aγ distorted fringe is the assumption that the ac-

quisition device demonstrates a linear intensity response characteristic. This assumption

is commonplace for all current literature published on the issue [97,98]. For the com-

mon integrating CCD-type detectors this assumption is valid provided the detector can be

operated just below saturation [143]. In the practical scenario these conditions can be eas-

ily emulated through software manipulation of the fringe contrast and offset parameters,

the adjustment of sensor integration time and furthermore, by imaging optics aperture

adjustments.
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Figure 4.2: Power ratiop, 2nd order harmonic to fundamental Vs.γ, for normalised

fringe parametersa = b

4.3 Impact of Harmonics for Fringe Processing Phase Es-

timation

Referring to Equation (2.14) it is clear that the predicted height distribution denoted as

h(x, y) is dependent on four variables,l0, d0, f0 and∆φ(x, y). Given thatl0, d0 andf0

are physical constants (or can be derived as physical constants via calibration procedures

as outlined in Section2.6) it becomes evident that the Display Gamma related errors are

associated with the∆φ(x, y) term. Since∆φ(x, y) is calculated based on predictions of

fringe phase modulationsφ(x, y) andφ0(x, y), the impact ofγ for Fringe Projection 3D

sensing is solely dependent on the integrity of fringe phase estimation procedures in the

presence of gamma distortion. Therefore, given the nature of a gamma distorted fringe as

demonstrated in Section4.2, in order to reveal the true impact ofγ for Fringe Projection

applications, the impact of harmonics for fringe phase estimation must be evaluated.

The impact of harmonics (along with a range of additional fringe phenomena) for

phase shifting fringe processing techniques have been extensively studied over the past

two or so decades [99,100,144,145]. However much like the recentγ non-linearity sur-
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vey [143], most reviews have only considered the harmonic sensitivity of phase shifting

interferometry applications via simulation based analysis. Not until more recent times had

the more specific influence of harmonics for Fringe Projection 3D sensing applications

been analytically considered [96,146]. These investigations were primarily concerned

with the 3 Step PMP approach with Huet al.’s [146] derivation also including the FTP

technique. Despite providing analytical expressions to represent the phase residual mea-

suring error for the investigated techniques, no reference to the magnitude of the harmonic

distortion was provided. Furthermore, neither of these derivations considered other well

exploited fringe processing techniques nor were the analytical findings verified.

Consequently, given the 2nd order approximation for a gamma distorted fringe demon-

strated in Section4.2, we analytically investigate the resulting influence the 2nd order har-

monic has on the estimation of phase componentω(x, y), for a range of fringe processing

techniques.

4.3.1 Analytical Procedure

The analytical investigations for each of the listed fringe processing techniques assumes

the gamma distorted fringe images are given by

ĝ(x, y) = a(x, y) + b(x, y) cos(ω(x, y) + ζn) +

c(x, y) cos(2[ω(x, y) + ζn]) (4.18)

where

ω(x, y) = 2πf0x+ ϕ(x, y) (4.19)

whereϕ(x, y) denotes the spatial phase modulation corresponding to the projection sur-

face i.e.φ(x, y) or φ0(x, y), andζn denotes the appropriate fringe phase offset. Accord-

ingly, the fringe harmonic power ratio,p, is given by3

p =
(c
b

)2

(4.20)

3Fringecontrast terms,b andc, are still a function of bothx andy, however, just for simplicity they have

been omitted
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Theresulting estimation of the true fringe phase modulation denotedω̂(x, y) as obtained

by utilising the 2nd order harmonically distorted fringe images and the corresponding

fringe processing algorithm, is then given by

ω̂(x, y) = ω(x, y) + δ(x, y) (4.21)

whereδ(x, y) represents the phase measuring residual error, resulting from the 2nd or-

der component of the fringe signal. Therefore, rearranging Equation (4.21) the phase

measuring error,δ(x, y), can be determined by calculating

δ(x, y) = ω̂(x, y)− ω(x, y)

(4.22)

which can be more conveniently written as

δ(x, y) = arctan
(

tan(ω̂(x, y)− ω(x, y))
)

= arctan

(
tan(ω̂(x, y))− tan(ω(x, y))

1 + tan(ω̂(x, y)) tan(ω(x, y))

)
(4.23)

where the actual phase modulation term is given by

ω(x, y) = arctan

(
b sin(ω(x, y))

b cos(ω(x, y))

)
(4.24)

To gauge the magnitude of the phase measuring residual error, following [146],δmax

andδmin, the corresponding maximum and minimum values ofδ(x, y) are calculated and

thereby utilised to determine the maximum measurement error,εmax. In other words,

εmax is calculated by substitutingδmax andδmin into Equation (2.13) as follows

εmax = δmax − δmin (4.25)

Therefore, by derivation ofδ(x, y) and henceεmax the various fringe processing algo-

rithms can be evaluated in terms of performance in the presence ofγ fringe non-linearities.

4.3.2 Traditional Phase Measuring Algorithm

The traditional Phase Measuring algorithm as outlined in Section2.4.1.1requires the

projection ofN fringe images each equally space over the spatial period of the fringe by

ζn = 2πn/N radians forn = 0, 1, 2...N − 1.



4.3. Impact of Harmonics for Fringe Processing Phase Estimation 102

SubstitutingEquation (4.18) into Equation (2.18), an estimation of the actual phase

modulation term,̂ω(x, y) for theN th variation of the PMP algorithm in the presence of

2nd order harmonic distortion can be obtained as

ω̂(x, y) = − arctan


N−1∑
n=0

ĝn(x, y) sin(2πn/N)

N−1∑
n=0

ĝn(x, y) cos(2πn/N)


= −

(N−1∑
n=0

b cos(ω(x, y) + 2πn/N) sin(2πn/N)

+c cos(2[ω(x, y) + 2πn/N ]) sin(2πn/N)
)

/(N−1∑
n=0

b cos(ω(x, y) + 2πn/N) cos(2πn/N)

+c cos(2[ω(x, y) + 2πn/N ]) cos(2πn/N)
)

(4.26)

Clearly, the phase estimation is dependent onN and therefore, the resulting phase residual

for each step variation of the PMP approach unique to the number of steps. Here we only

evaluate theN = 3 andN = 4 cases since higher step numbers are typically associated

with being less sensitive to low order harmonic distortion [143]. Moreover, theN = 3

andN = 4 variations either form the basis of, or are more suited to many techniques

currently being utilised for dynamic Fringe Projection profiling methods [88,89,92,139].

4.3.2.1 3 Step [146]

SubstitutingN = 3 into Equation (4.26) and simplifying reveals the estimation of the

fringe phase modulation to be

ω̂(x, y) = arctan

(
b sin(ω(x, y))− c sin(2ω(x, y))

b cos(ω(x, y)) + c cos(2ω(x, y))

)
(4.27)

By taking the tangent of both sides of both Equations (4.27) and (4.24) and substituting

into Equation (4.23) and simplifying the phase measuring residual can be given by

δ(x, y) = − arctan

(
c sin(3ω(x, y))

b+ c cos(3ω(x, y))

)

= − arctan

( √
p sin(3ω(x, y))

1 +
√
p cos(3ω(x, y))

)
(4.28)
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Figure 4.3: Traditional 3 Step PMP 2nd order harmonic phase measuring residual for

constant phase modulation withp = 0.082 corresponding toγ = 2.2 for fringe offset and

contrast parametersa = b

Clearly, the phase residual is dependent on the phase modulation corresponding to the 3D

distribution of the object’s surface and also the ratio of the 2nd order harmonic component

to the fundamental. Asδ(x, y) is dependent onω(x, y), which is typically non-constant

in bothx andy directions, the phase residual presents an aperiodic nature as previously

observed in Section3.6.2.1. Figure4.3 displays a plot of the phase measuring error as-

sociated with the 2nd order harmonic for a constant phase modulation withp = 0.082,

approximately corresponding to a system gamma value ofγ = 2.2 for fringe offset and

contrast parametersa = b.

To gauge the magnitude of the phase measuring residual error, by setting
dδ(x, y)

dω(x, y)
=

0, the maximum and minimum values of the 3 Step PMP phase residual,δmax andδmin,

can be obtained. That is,

δmax = arctan

(√
p

1− p

)
(4.29)

and

δmin = − arctan

(√
p

1− p

)
(4.30)
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andtherefore, substituting Equations (4.29) and (4.30) into Equation (4.25), the maximum

phase measuring error for the 3 Step PMP method can be given by

εmax = 2 arctan

(√
p

1− p

)
. (4.31)

An interesting point to note is that the maximum phase measuring error is dependent only

on the ratio of the second order harmonic to the fundamental.

4.3.2.2 4 Step

Similar to the 3 Step case, however, with substitutingN = 4 into Equation (4.26) and

simplifying, the estimation of the phase modulation term is given by

ω̂(x, y) = − arctan

(
b sin(ω(x, y))

b cos(ω(x, y))

)
. (4.32)

Evidently, negatinĝω(x, y) yields

ω̂(x, y) = ω(x, y) (4.33)

and

δ(x, y) = 0, (4.34)

and it becomes clear that theN = 4 PMP variation is immune to errors prominent with

2nd order harmonic distortion resulting fromγ non-linearities.

4.3.3 90◦ 3 Step

The90◦ 3 Step fringe processing algorithm requires the projection of 3 fringe images with

the appropriate phase offsetsζn = −π
2
, 0,

π

2
radiansfor n = 0, 1, 2 as outlined in Section

2.4.1.2. Substituting Equation (4.18) with the included phase offsets into Equation (2.21)

and simplifying, reveals the phase term estimation for the90◦ 3 Step algorithm as

ω̂(x, y) = arctan

(
b sin(ω(x, y))

b cos(ω(x, y)) + 2c cos(2ω(x, y))

)
(4.35)

Taking the tangent of both sides of this result and substituting into Equation (4.23) yields

the resulting residual function for the90◦ 3 Step method as

δ(x, y) = − arctan

(
2c sin(ω(x, y)) cos(2ω(x, y))

b+ 2c cos(ω(x, y)) cos(2ω(x, y))

)

= − arctan

(
2
√
p sin(ω(x, y)) cos(2ω(x, y))

1 + 2
√
p cos(ω(x, y)) cos(2ω(x, y))

)
(4.36)
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Figure4.4: 90◦ 3 Step 2nd order harmonic phase measuring residual for constant phase

modulation withp = 0.082 corresponding toγ = 2.2 for fringe offset and contrast pa-

rametersa = b

similar to the 3 Step PMP case the residual function is dependent on the phase modulation

corresponding to the 3D distribution of the object’s surface and also the ratio of the 2nd

order harmonic component to the fundamental and therefore also presents an aperiodic

nature. Figure4.4 displays a plot of the90◦ 3 Step phase measuring error associated

with the 2nd order harmonic for a constant phase modulation withp = 0.082, approxi-

mately corresponding to a system gamma value ofγ = 2.2 for fringe offset and contrast

parametersa = b.

To gauge the magnitude of the90◦ 3 Step residual phase measuring error we calculate

via numerical analysis a curve fitting function to describe the curvesδmax andδmin de-

picted in Figures4.5and4.6. The two curve fits, fitted to the 3rd order were found to be

δmax = 254.1591p3 − 82.3386p2 + 10.7506p+ 0.0745 (4.37)

and

δmin = −254.1591p3 + 82.3386p2 − 10.7506p− 0.0745 (4.38)

substituting Equations (4.37) and (4.38) into Equation (4.25), the maximum phase mea-
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Figure4.5: Maximum phase measuring error,δmax, for the90◦ 3 Step for variousp cor-

responding to1 < γ < 3.

Figure4.6: Minimum phase measuring error,δmin, for the90◦ 3 Step for variousp corre-

sponding to1 < γ < 3.
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suringerror for the90◦ 3 Step method can be given by

εmax = 2(254.1591p3 − 82.3386p2 + 10.7506p+ 0.0745). (4.39)

4.3.4 90◦ 3 Step with Phase Offset

Similar to the general90◦ approach where each of the 3 fringe images are phase shifted by
π

2
, the90◦ 3 Step with Phase Offset incorporates a further initial phase offset of

π

4
, purely

for computational convenience. Therefore, substituting the appropriate phase offsets as

indicated in Equation (2.23) into Equation (4.18) and subsequently Equation (2.24), the

estimation of the phase modulation termω(x, y) can be given by

ω̂(x, y) = arctan

(
b√
2
sin(ω(x, y))− c sin(2ω(x, y))

b√
2
cos(ω(x, y))− c sin(2ω(x, y))

)
(4.40)

Following this the phase measuring residual for the90◦ 3 Step with Phase Offset technique

can be found to be

δ(x, y) = arctan

 √
2c sin(2ω(x, y))

(
sin(ω(x, y))− cos(ω(x, y))

)
b−

√
2c sin(2ω(x, y))

(
sin(ω(x, y)) + cos(ω(x, y))

)


= arctan

(
2
√
p sin(2ω(x, y)) sin(ω(x, y)− π

4
)

1− 2
√
p sin(2ω(x, y)) sin(ω(x, y) + π

4
)

)
(4.41)

similar to the previously presented cases the residual function is dependent on the phase

modulation corresponding to the 3D distribution of the object’s surface and also the ratio

of the 2nd order harmonic component to the fundamental and therefore also presents an

aperiodic nature. Figure4.7 displays a plot of the90◦ 3 Step with Phase Offset phase

measuring error associated with the 2nd order harmonic for a constant phase modulation

with p = 0.082, approximately corresponding to a system gamma value ofγ = 2.2 for

fringe offset and contrast parametersa = b.

As can be seen the residual function for the offset approach is identical to the general

3 Step90◦ variation, however, offset by exactly
π

4
radians.Accordingly, the sensitivity

of the90◦ 3 Step with Phase Offset technique is identical to that of the typical90◦ 3 Step

method as represented in Equation (4.39).
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Figure4.7: 90◦ 3 Step with Phase Offset 2nd order harmonic phase measuring residual

for constant phase modulation withp = 0.082 corresponding toγ = 2.2 for fringe offset

and contrast parametersa = b

4.3.5 2+1

Similar to the two previously presented 3 Step algorithms, the 2+1 algorithm is centered

on the acquisition of three fringe images with a constant phase offset of
π

2
radiansbetween

each. As indicated in Section2.4.1.4one fringe is acquired with the intention to remove

the dc component from two orthogonally projected fringes. In the presence of gamma

distortion the estimated dc term,ĝdc(x, y), can be found by substituting Equation (4.18)

with appropriate phase offsets into Equation (2.26)

ĝdc(x, y) =
ĝ0(x, y) + ĝ2(x, y)

2

=
1

2

[
a(x, y) + b(x, y) cos(ω(x, y)) + c(x, y) cos(2ω(x, y))

+a(x, y) + b(x, y) cos(ω(x, y) + π) + c(x, y) cos(2(ω(x, y) + π))
]

=
1

2

[
2a(x, y) + 2c(x, y) cos(2ω(x, y))

]
= a(x, y) + c(x, y) cos(2ω(x, y)). (4.42)
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Following the estimation of the dc term, the corresponding estimation of the phase mod-

ulation term can be found to be

ω̂(x, y) = arctan

(
b sin(ω(x, y))− 2c cos(2ω(x, y))

b cos(ω(x, y))

)
(4.43)

and furthermore, taking the tangent of Equation (4.43) and substituting into Equation

(4.23) the phase measuring error associated with the 2nd order harmonic for the 2+1

algorithm can be found, that is

δ(x, y) = − arctan

(
2c cos(ω(x, y)) cos(2ω(x, y))

b− 2c sin(ω(x, y)) cos(2ω(x, y))

)

= − arctan

(
2
√
p cos(ω(x, y)) cos(2ω(x, y))

1− 2
√
p sin(ω(x, y)) cos(2ω(x, y))

)
(4.44)

The residual phase measuring error for the 2+1 technique for a constant phase modulation

is depicted in Figure (4.8). Interestingly, the residual is again identical to that of the two

previously presented90◦ 3 Step approaches, however, with a constant phase offset and

therefore, the sensitivity of the 2+1 technique is also identical as indicated in Equation

(4.39). By this result it can be concluded that the measuring error resulting from the 2nd

order harmonic for stepping techniques is further dependent on the initial phase offset of

fringe images and more importantly the sensitivity of the approach is dependent on the

phase offset,ζn, between each of the acquired fringe images.

4.3.6 3+3

As concluded in Section4.3.5the initial phase offset has a significant influence on the re-

sulting phase measuring residual. Averaging techniques such as the 3+3 or Double Three

Step approaches utilise the phase offset principle to counter various forms of measure-

ment error. The 3+3 approach was primarily designed to accommodate for phase shifting

errors, based on the principle of phase offset as outlined in Section2.4.1.5. Employing

this variation the first estimation based on the first three fringe images denoted,ω̂1(x, y),

is identical to that of the90◦ 3 Step with Phase Offset as shown by shown Equation (4.40),

therefore,

ω̂1(x, y) = arctan

(
b√
2
sin(ω(x, y))− c sin(2ω(x, y))

b√
2
cos(ω(x, y))− c sin(2ω(x, y))

)
(4.45)
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Figure4.8: 2+1 2nd order harmonic phase measuring residual for constant phase modu-

lation with p = 0.082 corresponding toγ = 2.2 for fringe offset and contrast parameters

a = b

and accordingly the corresponding phase measuring residual,δ1(x, y), is given by

δ1(x, y) = arctan

 √
2c sin(2ω(x, y))

(
sin(ω(x, y))− cos(ω(x, y))

)
b−

√
2c sin(2ω(x, y))

(
sin(ω(x, y)) + cos(ω(x, y))

)


= arctan

(
2
√
p sin(2ω(x, y)) sin(ω(x, y)− π

4
)

1− 2
√
p sin(2ω(x, y)) sin(ω(x, y) + π

4
)

)
(4.46)

The following estimation denoted,̂ω2(x, y), based on the final three fringe images can

therefore be given by

ω̂2(x, y) = arctan

(
b√
2
sin(ω(x, y))− c sin(2ω(x, y))

b√
2
cos(ω(x, y)) + c sin(2ω(x, y))

)
(4.47)

and accordingly the corresponding phase measuring residual,δ2(x, y), is given by

δ2(x, y) = arctan

 −
√

2c sin(2ω(x, y))
(

sin(ω(x, y)) + cos(ω(x, y))
)

b−
√

2c sin(2ω(x, y))
(

sin(ω(x, y))− cos(ω(x, y))
)


= arctan

( −2
√
p sin(2ω(x, y)) sin(ω(x, y) + π

4
)

1− 2
√
p sin(2ω(x, y)) sin(ω(x, y)− π

4
)

)
(4.48)
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Following Equation (2.29) the phase measuring residual for the 3+3 method can be

found by calculating

δ(x, y) =
δ1(x, y) + δ2(x, y)

2

=
1

2
. arctan

(
tan(δ1(x, y) + δ2(x, y))

)

=
1

2
. arctan

(
tan(δ1(x, y)) + tan(δ2(x, y))

1− tan(δ1(x, y)) tan(δ2(x, y))

)
(4.49)

Therefore, taking the tangent of both sides of Equations (4.46) and (4.48) and substituting

into Equation (4.49) the phase measuring residual error associated with the 2nd order

harmonic for the 3+3 averaging technique can be found as

δ(x, y) =
1

2
. arctan

( 4p sin3(2ω(x, y))

1− 2
√

2p sin(2ω(x, y)) sin(ω(x, y))

−2
√

2p sin(2ω(x, y)) cos(ω(x, y))

−4p sin2(2ω(x, y)) cos(2ω(x, y))

)
(4.50)

Figure4.9depicts the residual phase measuring error for the 3+3 technique for a constant

phase modulation withp = 0.082, approximately corresponding to a system gamma value

of γ = 2.2 for fringe offset and contrast parametersa = b. Figure4.10 depicts the

sensitivity of the 3+3 algorithm in the presence of 2nd order harmonic distortion plotting

εmax as a functionp. By numerical evaluation the fitting of this curve reveals the gamma

distortion sensitivity of the 3+3 algorithm as

εmax = 297.7522p3 − 83.4221p2 + 11.9055p+ 0.0804. (4.51)

4.3.7 Double Three Step

The averaging Double Three Step phase shifting technique is based on the traditional three

step PMP, requiring the acquisition of two individual three step fringe sequences with the

appropriate offsets as described in Section2.4.1.6. Given the first fringe sequence is

identical to that of the traditional 3 Step PMP approach, the initial estimation denoted,

ω̂1(x, y), can be given by Equation (4.27), therefore

ω̂1(x, y) = arctan

(
b sin(ω(x, y))− c sin(2ω(x, y))

b cos(ω(x, y)) + c cos(2ω(x, y))

)
(4.52)
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Figure4.9: 3+3 2nd order harmonic phase measuring residual for constant phase modu-

lation with p = 0.082 corresponding toγ = 2.2 for fringe offset and contrast parameters

a = b

Figure4.10:εmax(x, y) as a function ofp for the 3+3 2nd order harmonic phase measuring

residual
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Accordinglythe residual phase measuring error denoted,δ1(x, y), based on the first esti-

mation can be given by

δ1(x, y) = − arctan

( √
p sin(3ω(x, y))

1 +
√
p cos(3ω(x, y))

)
(4.53)

Now for the second set of fringes offset byπ radians relative to the initial set, the estima-

tion can be given by

ω̂2(x, y) = arctan

(
b sin(ω(x, y)) + c sin(2ω(x, y))

b cos(ω(x, y))− c cos(2ω(x, y))

)
(4.54)

and accordingly the phase measuring residual denoted,δ2(x, y) for the second estimation

can be given by

δ2(x, y) = arctan

( √
p sin(3ω(x, y))

1−√p cos(3ω(x, y))

)
(4.55)

Similar to the 3+3 technique the phase measuring residual for the Double Three Step

method can be found by calculating

δ(x, y) =
δ1(x, y) + δ2(x, y)

2

=
1

2
. arctan

(
tan(δ1(x, y) + δ2(x, y))

)

=
1

2
. arctan

(
tan(δ1(x, y)) + tan(δ2(x, y))

1− tan(δ1(x, y)) tan(δ2(x, y))

)
(4.56)

Therefore, taking the tangent of both sides of Equations (4.53) and (4.55) and substituting

into Equation (4.56) the phase measuring residual error associated with the 2nd order

harmonic for the Double Three Step averaging technique can be found to be

δ(x, y) =
1

2
. arctan

(
p sin(6ω(x, y))

1− p cos(6ω(x, y))

)
(4.57)

Figure4.11depicts the Double Three Step phase residual for a constant phase modulation

with p = 0.082, approximately corresponding to a system gamma value ofγ = 2.2 for

fringe offset and contrast parametersa = b. Considering the shape of the Double Three

Step residual relative to the single three step residual and also the form of Equations (4.57)

and (4.28) the effect of the6ω(x, y) oscillation term can be clearly observed.
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Figure4.11: Double Three Step 2nd order harmonic phase measuring residual for constant

phase modulation withp = 0.082 corresponding toγ = 2.2 for fringe offset and contrast

parametersa = b

To gauge the magnitude of the phase measuring residual error, by setting
dδ(x, y)

dω(x, y)
=

0, the maximum and minimum values of the Double Three Step phase residual,δmax and

δmin, can be obtained. That is,

δmax =
1

2
. arctan

(
p√

1− p2

)
(4.58)

and

δmin = −1

2
. arctan

(
p√

1− p2

)
(4.59)

andtherefore, substituting Equations (4.58) and (4.59) into Equation (4.25), the maximum

phase measuring error for the Double Three Step method can be given by

εmax = arctan

(
p√

1− p2

)
. (4.60)
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4.3.8 Fourier Transform Profilometry (FTP) [146]

Similar to the Phase Stepping approaches however with theζn phase offset term set to

zero, the harmonically distorted fringe rewritten in complex form is given by

ĝ(x, y) = a(x, y) +
1

2
b(x, y) · eiω(x,y) +

1

2
b(x, y) · e−iω(x,y) +

1

2
c(x, y) · e2iω(x,y) +

1

2
c(x, y) · e−2iω(x,y) (4.61)

Therefore, after the appropriate filtering of each signal to remove the necessary direct

component and negative frequency components the signal can be given as

ĝ(x, y) =
1

2
b(x, y) · eiω(x,y) +

1

2
c(x, y) · e2iω(x,y) (4.62)

Now substituting the harmonically distorted fringe signal into Equation (2.38), the esti-

mation of the phase modulation term denoted,ω̂(x, y) can be given by

ω̂(x, y) = Im
(

log(
1

2
b(x, y) · ei(ω(x,y)) +

1

2
c(x, y) · e2i(ω(x,y)))

)
= Im

(
log(ei(ω(x,y)) +

√
p · e2i(ω(x,y)))

)
= Im

(
i · ω(x, y) + log(1 +

√
p · ei(ω(x,y)))

)
= ω(x, y) + Im

(
log(1 +

√
p · ei(ω(x,y)))

)
(4.63)

SubstitutingEquation (4.63) into Equation (4.22), the phase measuring residual,δ(x, y),

corresponding to second order harmonic distortion for the FTP method can be given by

δ(x, y) = ω(x, y) + Im
(

log(1 +
√
p · ei(ω(x,y)))

)
− ω(x, y)

= Im
(

log(1 +
√
p · ei(ω(x,y)))

)
(4.64)

Consideringthe operation ofIm(log(·)) is actually to get the phase angle of the complex

number, Equation (4.64) can be rewritten as

δ(x, y) = arctan

( √
p sin(ω(x, y))

1 +
√
p cos(ω(x, y))

)
(4.65)

Interestingly, noting Equation (4.65) and the residual form for the 3 Step PMP technique

(as shown by Equation (4.28)) the FTP residual is identical, however, oscillating only a

third of the frequency of the 3 Step PMP residual case. The FTP phase residual is de-

picted in Figure4.12 for a constant phase modulation withp = 0.082, approximately
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Figure4.12: FTP 2nd order harmonic phase measuring residual for constant phase mod-

ulation withp = 0.082 corresponding toγ = 2.2 for fringe offset and contrast parameters

a = b

corresponding to a system gamma value ofγ = 2.2 for fringe offset and contrast param-

etersa = b.

Given the FTP residual is identical to the 3 Step PMP case (despite the frequency of

oscillation), the sensitivity in terms of maximum and minimum phase residual is identical

to the 3 Step PMP technique, therefore

δmax = arctan

(√
p

1− p

)
(4.66)

and

δmin = − arctan

(√
p

1− p

)
(4.67)

andaccordingly

εmax = 2 arctan

(√
p

1− p

)
. (4.68)
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4.4 Display Gamma Measurement Error

4.4.1 Magnitude of Measurement Error

The derivations outlined in the previous section detail the sensitivity of each fringe pro-

cessing algorithm by defining a maximum phase measuring error in radians. In order to

calculate an actual error defining system accuracy, a final conversion step is required to

convert the phase measurement error to a corresponding real world co-ordinate system.

Assuming the projector / camera arrangement is situated far enough from the reference

plane such thatl0 � h(x, y), by substituting the maximum phase measurement error

into Equation (2.69), an expression defining the maximum absolute system accuracy of

the Fringe Projection measurement system in the presence of 2nd order harmonic fringe

distortion can be derived, that is,

ε =

∣∣∣∣− l0
2πf0d0

∣∣∣∣ · εmax

=
l0

2πf0d0

· εmax (4.69)

4.4.2 Relating Gamma and System Accuracy

Since Gamma fringe distortion has been described as harmonic distortion, and more

specifically as 2nd order harmonic distortion, the value ofγ and system accuracy can

be correlated. Utilising Equations (4.17) and (4.69) in accordance with the appropriate

functions definingεmax for each of the respective fringe processing techniques,γ and the

system absolute maximum error can be linked for the case where fringe offset and con-

trast parametersa = b. For instance, assuming system parametersl0, d0 andf0 are 5m,

2m and 10fringes/m respectively, we can plot a curve describing the maximum absolute

measuring error versus the systemγ value for each of the described fringe processing

techniques, as depicted in Figure4.13.

4.4.3 Frequency Dependence

Although the final accuracy is clearly dependent on spatial fringe frequency,f0, (given

Equation (4.69)), the frequency dependence of the Display Gamma phase residual error
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Figure4.13: Maximum Absolute Measurement Error,ε Vs. γ for fringe parametersa = b

has yet to be discussed. One of the key conclusions Zhang and Yau [98] made in their

investigation into the Display Gamma Fringe Projection phenomena was the frequency

independence of the resulting residual phase measuring error (in this work denoted by

δ(x, y)). Zhang and Yau made this supposition based on empirical observation. This

assumption makes it possible to normalise the spatial frequency and compose a single

lookup table containing all possible combinations ofδ(x, y) andω(x, y), allowing for

the effective elimination of the gamma residual error for any arbitrary spatial carrier fre-

quency,f0.

Through the work presented in this Chapter we have theoretically confirmed the fre-

quency independence of the Display Gamma related residual phase measuring error. This

frequency independence can be observed for each of the analytically derived phase mea-

suring residuals presented in Section4.3, where the residual measurement error was

shown to be dependent only on harmonic ratiop and a phase component (for each of

the presented fringe processing techniques).

Following these findings a distinct contradiction has been made in regard to the nature

of the Display Gamma Fringe Projection issue. The preliminary experimental analysis

presented in Chapter3 indicated the Display Gamma associated errors had a distinct de-
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pendenceon fringe frequency, whereas, the current theoretical modeling of the problem

indicates otherwise. The notion of this apparent contradiction can be attributed to the

theoretical method by which the gamma distorted fringe has been modeled, with a more

appropriate practical modeling and discussion about the implications for lookup table

based gamma correction outlined in Chapter5.

4.5 Simulation

In order to verify the validity of the analytical studies we simulated a range of digital

fringe images with various values of gamma, projected onto a simulated surface and mea-

sure the corresponding system accuracy for the tested fringe processing techniques. The

simulated fringe sets are given by

gn(x, y) = [0.5 + 0.5 cos(ω(x, y) + ζn)]γ

for n=0,1,2,. . . ,N-1, (4.70)

where the phase modulation term,ω(x, y), is given by

ω(x, y) = 2πf0x+ ϕ(x, y) (4.71)

whereϕ(x, y) represents the simulated phase distributions for either the reference or de-

formed projections i.e.φ(x, y) or φ0(x, y) for the object and reference, respectively. It

should be noted that the phase offset term,ζn, is set to zero for the FTP case whereN = 0,

and for all other stepping variationsζn is as defined in section2.4.1.

4.5.1 Simulating an Appropriate Test Surface

In order to properly test the sensitivity of each fringe processing technique in the pres-

ence ofγ distortion it is essential to appropriately simulate,ω(x, y), to reflect maximum

phase measurement error conditions. Hence further examination of the nature of the phase

residuals resulting from each of the phase measuring techniques is required.

Considering the phase residuals for each of the fringe processing approaches, it is

evident that the residuals are largely dependent onp and also a phase component,ω(x, y).

Now considering that a maximum phase measuring error will occur when minima and
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maximavalues of each the reference and deformed fringe residuals align, and also vice

versa, the maximum phase measuring error can be given as

εmax = |δmax − δmin|

= |δmin − δmax| (4.72)

whereδmax andδmin represent the maximum and minimum values of the respect residual

functions. Further observation of each of the depicted residual plots presented in section

4.3reveals that either a maximum or minimum will always occur within aπ radian mod-

ulation. Therefore, provided at least a minimumπ radian modulation betweenφ0(x, y)

andφ(x, y) exists a maximum phase measurement error will be incurred.

To demonstrate this mathematically we consider the PMP / FTP residual for two

chief reasons; Firstly, for mathematical convenience, (considering an analytical first order

derivative can be easily obtained) and secondly sinceδmax andδmin are more significantly

displaced relative to the other phase measuring residuals.

Now calculating
∂δ

∂ω
it can be shown that the value ofω to maximise the phase residual

can be given as

ωmax = arccos(−√p) (4.73)

andthus a corresponding minimum is found at

ωmin = 2π − arccos(−√p) (4.74)

Settingφ0(x, y) = 0 4 the phase measuring error can be given by

ε = δ(2πf0x)− δ(2πf0x+ φ(x, y)) (4.75)

and therefore to ensureεmax, φ(x, y) must be chosen such that

|φ(x, y)| ≥ 2 arccos(−√p) (4.76)

or alternatively

|φ(x, y)| ≥ 2π − 2 arccos(−√p) (4.77)

Sincethearccos function is bound to[0, π] it is clear that either one of Equations (4.76)

or (4.77) will be satisfied for the case when|φ(x, y)| ≥ π for all p. It should be noted for

4It should be noted that sinceφ0(x, y) = 0 for the simulation,∆φ(x, y) = φ(x, y)
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PMP the amount of phase required to maximise the measurement error is reduced by a

factor of 3 relative to the FTP approach due to the3ω term.

Hence to ensure the appropriate evaluation of the sensitivity of each fringe processing

technique in the presence ofγ distortion and furthermore, verify the analytical Display

Gamma findings, the hemispherical convex phase distribution as seen in Figure4.14was

simulated. The maximum phase displacement of the distribution is 4.154 radians corre-

Figure4.14: Simulated Phase Distributionφ(x, y)

spondingto a maximum height of 160mm assuming system parametersl0, d0 andf0 are

5m, 2m and 10fringes/m respectively5. Assuming a spatial resolution of 1pixel/mm and

therefore corresponding spatial period of 100mm, the diameter of the surface is 800mm.

The simulated fringe images are depicted in Figures4.15 (a) and (b) while the fringe

cross-sections shown in Figures4.15 (c) and (d) clearly depict the non-sinusoidal at-

tributes associated with theγ term.

5It should be noted that the selection of system parameters is arbitrary with parameter values selected to

demonstrate example physical quantities.
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(a) Reference Fringe Image (b) Deformed Fringe Image

(c) Reference Fringe Cross-section (d) Deformed Fringe Cross-section

Figure 4.15: Simulated Fringes,γ = 2.2

4.5.2 Traditional Phase Measuring Algorithm

4.5.2.1 3 Step

The 3 Step PMP simulation results are depicted in Figure4.16. Figure (a) depicts both

the analytical and simulation representations of the maximum absolute phase measuring

error,εmax, for the various typical values ofγ. As can be seen the 2nd order analytical

prediction of the 3 Step PMPγ sensitivity closely imitates that of the simulated case

with little if any deviation even for higher values ofγ where the higher order harmonic

contribution is more significant. Figure4.16 (b) and (c) display an example estimation

of phase distribution∆φ(x, y) (Figure 4.14), and arbitrary cross-section, respectively,

for a givenγ value of 2.2. From these depictions the oscillatory nature of the residual
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(a) Maximum Absolute Phase Measurement Error (b) ∆φ(x, y) (rads),γ = 2.2

(c) Reconstruction Cross-section,γ = 2.2 (d) Reference Phase Measuring Residual,γ = 2.2

Figure 4.16: 3 Step PMP Gamma distortion Simulation

similar to that previously demonstrated in Section3.6.2.1is clearly visible. The final

plot (Figure4.16 (d)) displays exactly two periods of the phase measuring residual as

measured along the first4π radians of the reference plane signal with the tilt term2πf0x

removed (forγ = 2.2). Visually comparing Figure4.16(d) with the analytical residual

function estimation depicted in Figure4.3, reveals the validity of the analytical findings.

Considering the findings of this simulation we have verified Huet al.’s [146] analytical

study and thus described the relationship between projector gamma and reconstruction

error for the 3 Step PMP approach.
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4.5.2.2 4 Step

The 4 Step PMP simulation results are depicted in Figure4.17. Figure4.17(a) depicts

(a) Maximum Absolute Phase Measurement Error (b) ∆φ(x, y) (rads),γ = 2.2

(c) Reconstruction Cross-section,γ = 2.2 (d) Reference Phase Measuring Residual,γ = 2.2

Figure 4.17: 4 Step PMP Gamma distortion Simulation

both the analytical and simulation representations of the maximum absolute phase mea-

suring error,εmax, for the various typical values ofγ. As concluded in Section4.3.2.2the

4 Step variation of the PMP algorithm is insensitive to 2nd order non-linearities and hence

εmax = 0 for all γ under these assumptions. Clearly, from the simulation results the 4 Step

PMP algorithm is not completely insensitive to gamma non-linearities given the measur-

able phase estimation error. The phase measuring residual depicted in Figure4.17(d) is

resultant of higher order harmonic terms (namely third order) considering asγ → ∞,

εmax → ∞. Nevertheless, the second order assumption still remains a valid approxi-
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mationconsidering the magnitude of the maximum absolute phase measuring residual is

just over2% of a spatial period for the case whenγ = 3. This is exemplified in Figure

4.17(b) and (c) where the estimation of∆φ(x, y) closely represents the simulated phase

distribution depicted in Figure4.14.

The 4 Step PMP resilience toγ distortion under practical conditions is further justified

considering phenomena such as noise will likely inhibit the accurate measurement of

sub2% of a wavelength (for an appropriately selectedf0). Another important practical

justification is the further attenuation of higher order harmonics resultant of the optical

transfer function of the projection optics. The effects of the optical transfer function of

the projection optics on fringe harmonic structure will be considered in Chapter5.

4.5.3 90◦ 3 Step

The90◦ 3 Step simulation results are depicted in Figure4.18. Figure4.18(a) depicts both

the analytical and simulation representations of the maximum absolute phase measuring

error,εmax, for the various typical values ofγ. As can be seen the 2nd order analytical

prediction of the90◦ 3 Stepγ sensitivity closely imitates that of the simulated case with

little if any deviation even for higher values ofγ where the higher order harmonic con-

tribution is more significant. Contrasting the phase estimations depicted in Figure4.18

(b) and (c) for the90◦ 3 Step case with the traditional 3 Step PMP case forγ = 2.2, the

heighten sensitivity of the90◦ 3 Step is clearly visually evident. Referring now to the

plot depicted in Figure4.18(d) and that of the analytically predicted residual forγ = 2.2

shown in Figure4.4, the similarities of the general shape and magnitude of the phase

measuring residual associated with the 2nd order assumption can be clearly observed.

Therefore, given the findings of the90◦ 3 Step simulation, the validity of the analytical

findings has been verified, and moreover, the 2nd orderγ sensitivity assumption for the

90◦ 3 Step technique.

4.5.4 90◦ 3 Step with Phase Offset

The90◦ 3 Step with Phase Offset simulation results are depicted in Figure4.19. Figure

4.19(a) depicts both the analytical and simulation representations of the maximum abso-
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(a) Maximum Absolute Phase Measurement Error (b) ∆φ(x, y) (rads),γ = 2.2

(c) Reconstruction Cross-section,γ = 2.2 (d) Reference Phase Measuring Residual,γ = 2.2

Figure 4.18:90◦ 3 Step Gamma distortion Simulation

lute phase measuring error,εmax, for the various typical values ofγ. As can be seen the

2nd order analytical prediction of the90◦ 3 Step with Phase Offsetγ sensitivity closely

imitates that of the simulated case with little if any deviation even for higher values of

γ where the higher order harmonic contribution is more significant. Considering Figure

4.19 (b), (c) and (d) relative to the standard90◦ 3 Step case, the initial
π

4
radianphase

offset of the phase measuring residual is clearly evident, while the sensitivity is identi-

cal as anticipated. The phase residual as depicted in Figure4.19(d) also resembles the

analytically estimated residual function as depicted in Figure4.7.

Therefore, given the findings of the90◦ 3 Step with Phase Offset simulation, the valid-

ity of the analytical findings has been verified, and moreover, the 2nd orderγ sensitivity
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(a) Maximum Absolute Phase Measurement Error (b) ∆φ(x, y) (rads),γ = 2.2

(c) Reconstruction Cross-section,γ = 2.2 (d) Reference Phase Measuring Residual,γ = 2.2

Figure 4.19:90◦ 3 Step with Phase Offset Gamma distortion Simulation

assumptionfor the90◦ 3 Step with Phase Offset technique.

4.5.5 2+1

The 2+1 simulation results are depicted in Figure4.20. Figure 4.20 (a) depicts both

the analytical and simulation representations of the maximum absolute phase measuring

error,εmax, for the various typical values ofγ. Similar to the two previously presented

90◦ variations, the 2nd order analytical prediction of the 2+1γ sensitivity closely imitates

that of the simulated case with little if any deviation over the entire range of typicalγ

values. Also similar to the two previously presented90◦ variations the appropriate phase

offset is observable in Figures4.20(b), (c) and (d), and furthermore, the phase residual as
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(a) Maximum Absolute Phase Measurement Error (b) ∆φ(x, y) (rads),γ = 2.2

(c) Reconstruction Cross-section,γ = 2.2 (d) Reference Phase Measuring Residual,γ = 2.2

Figure 4.20: 2+1 Gamma distortion Simulation

depictedin Figure4.20(d) also resembles the analytically estimated residual function as

depicted in Figure4.8. To more clearly demonstrate the significance of the initial fringe

offset, the residual errors for each of the90◦ techniques forγ = 2.2 is depicted in Figure

4.21. The plot clearly shows the respective phase offsets for each of the90◦ variations and

also the similarγ sensitivity. These results also further verify the previously demonstrated

γ sensitivity dependence on phase stepping parameterζn.

Therefore, given the findings of the 2+1 simulation, the validity of the analytical find-

ings has been verified, and moreover, the 2nd orderγ sensitivity assumption for the 2+1

technique.
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Figure4.21:90◦ Residual Functions

4.5.6 3+3

The 3+3 simulation results are depicted in Figure4.22.Figure4.22(a) depicts both the an-

alytical and simulation representations of the maximum absolute phase measuring error,

εmax, for the various typical values ofγ. As can be seen in Figure4.22(a) in this case the

analytical prediction based on the derivation outlined in Section4.3.6does not accurately

represent the actual simulated scenario. This is somewhat demonstrated by contrasting

Figure 4.22 (d) and the analytically derived residual shown in Figure4.9 for the case

whereγ = 2.2, (although the result becomes more prominent asγ → 3). The simulated

residual function and the analytically derived function differ in magnitude and also in gen-

eral appearance. Interestingly, forγ > 2 as the influence of higher order harmonic terms

becomes more significant, the 2nd order prediction fails more significantly as shown in

Figure4.22(a). Hence, the deviation can be assumed to be attributed to the contribution

of higher order harmonic terms. To confirm this a secondary simulation demonstrating

purely 2nd order harmonic distortion was conducted. The results of this simulation are

depicted in Figure4.23(a). Given the secondary simulation results emulate the analytical

findings quite well the assumption that higher order harmonics are contributing to theγ

sensitivity of the 3+3 technique is confirmed. To further verify these findings Figure4.23
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(a) Maximum Absolute Phase Measurement Error (b) ∆φ(x, y) (rads),γ = 2.2

(c) Reconstruction Cross-section,γ = 2.2 (d) Reference Phase Measuring Residual,γ = 2.2

Figure 4.22: 3+3 Gamma distortion Simulation

(b) depicts a plot of two cycles of both the analytically predicted and simulated90◦ 3 Step

residual function, forγ = 3. As can be seen although the maximum absolute phase mea-

suring sensitivity is identical for both the simulated and analytical cases (as demonstrated

for all 90◦ variations) the general appearance of the residual is influenced by higher order

terms. Since the 3+3 estimation is obtained by averaging two90◦ estimations, the devi-

ations between the analytical and simulation residuals, (as depicted in Figure4.23 (b))

arefurther compounded and are responsible for the poor analytical estimation of the 3+3

sensitivity as seen in Figure4.22(a).

Therefore, given the findings of 3+3 simulation it can be concluded that the 2nd order

harmonic assumption is not an adequate assumption to gauge the sensitivity of the 3+3
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(a) Maximum Absolute Phase Measurement Error (b) Analytical and Simulated90◦ Residual,γ = 3

Figure 4.23: 3+3 2nd order harmonic Simulation

techniquein the presence ofγ distortion.

4.5.7 Double Three Step

The Double Three Step simulation results are depicted in Figure4.24.Figure4.24(a) de-

picts both the analytical and simulation representations of the maximum absolute phase

measuring error,εmax, for the various typical values ofγ. As can be seen the 2nd order

analytical prediction of the Double Three Stepγ sensitivity closely imitates that of the

simulated case with little if any deviation over the entire range of typicalγ values. Fig-

ures4.24(b) and (c) display an example estimation of phase distribution∆φ(x, y), and

arbitrary cross-section, respectively, for a givenγ value of 2.2. Comparing the residual

functions and phase estimations for both the Double Three Step and the traditional 4 Step

PMP approach the shortcomings of the Double Three Step approach become evident. Al-

though specifically designed to compensate for gamma distortion (and namely the 2nd

order contribution [96]) the 4 Step PMP technique out performs the Double Three Step

method, despite the requirement of two additional fringe images for both reference and

object surfaces. It should be noted that such results are only prominent given the modeling

of the camera / projector non-linear intensity response as gamma distortion as outlined in

Section4.2. If for instance a 3rd order contribution was present the Double Three Step

approach may be more effective in elimination of the harmonic distortion given the tech-
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(a) Maximum Absolute Phase Measurement Error (b) ∆φ(x, y) (rads),γ = 2.2

(c) Reconstruction Cross-section,γ = 2.2 (d) Reference Phase Measuring Residual,γ = 2.2

Figure 4.24: Double Three Step Gamma distortion Simulation

niqueis based on two 3rd order insensitive 3 Step estimations.

Therefore, given the findings of the Double Three Step simulation, the validity of the

analytical findings has been verified, and moreover, the 2nd orderγ sensitivity assumption

for the Double Three Step technique.

4.5.8 Fourier Transform Profilometry (FTP)

The FTP simulation results are depicted in Figure4.25. Figure 4.25 (a) depicts both

the analytical and simulation representations of the maximum absolute phase measuring

error,εmax, for the various typical values ofγ. Unlike the previous techniques where the

influence of higher order harmonics can be somewhat eliminated through step selection
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(a) Maximum Absolute Phase Measurement Error (b) ∆φ(x, y) (rads),γ = 2.2

(c) Reconstruction Cross-section,γ = 2.2 (d) Reference Phase Measuring Residual,γ = 2.2

Figure 4.25: Fourier Transform Profilometry Gamma distortion Simulation

asdiscussed in [146], the FTP technique relies on filtering approaches to attenuate higher

order terms. In order to reveal the full influence of higher orderγ related harmonics on

the FTP technique we refrained from filtering in our FTP simulation6. And as can be

seen even asγ → 3 and the magnitude of the higher order harmonics increase, there

is little if any deviation between the analytical and FTP simulated curves, with the only

recognisable deviation occurring for the very low values ofγ. This discrepancy is directly

a result of the inherent accuracy limitations of the DFT operation involved in the FTP

estimation.

6Apart from the necessary dc and negative frequency components
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Subsequentto the sensitivity of the FTP approach is periodicity of the residual func-

tion depicted in Figure4.25 (d). In contrast to the 3 Step PMP residual the period of

oscillation is one third that of FTP approach as anticipated in the analytical derivations.

Hence, it can be concluded that the 3 Step PMP and FTP approaches are equally sensitive

in terms of absolute maximum phase measuring error, however, the PMP approach is ex-

actly 3 times more sensitive in terms of how much phase modulation is required to incur

a maximum phase measurement error.

Therefore, given the findings of the FTP simulation, we have verified Huet al.’s [146]

analytical study, and moreover, the 2nd orderγ sensitivity assumption for the FTP tech-

nique.

4.5.9 Magnitude of Measurement Error

Taking into consideration the simulated system parameters,l0, d0 andf0, the phase mea-

surement error can be converted into mm’s, and thereby, the sensitivity of each of the

fringe processing techniques in the presence of gamma distortion can be compared in

terms of an example physical quantity. The plot depicting this performance comparison is

shown as Figure4.26. As can be seen the traditional 4 Step PMP approach is least sensi-

Figure4.26: Various Fringe Processing technique and correspondingγ sensitivity,ε (mm)



4.6. Experimentation Evaluation 135

tive to gamma non-linearities out performing the Double Three Step approach for almost

all typical values ofγ. The sensitivity of the PMP and FTP techniques are almost identi-

cal as anticipated, with the 3+3 technique demonstrating a slightly higher sensitivity toγ

fringe non-linearities over the entire depicted range ofγ. In fact, by this result, previous

claims that the 3+3 technique was resilient in the presence of gamma fringe distortion [98]

have been shown to be false. The90◦ variations proved to be most sensitive to theγ fringe

non-linearities, further confirming that the sensitivity of the stepping algorithms is highly

dependent of the fringe phase offset termζn as opposed to initial fringe offset. Finally, an

important observation to note is the heightenedγ sensitivity for minimum step techniques

which are often associated with dynamic fringe profiling applications.

4.6 Experimentation Evaluation

To provide some insight into the practical significance of the Display Gamma study, ex-

perimental results were established in an effort to practically measure the influence the

display phenomena has on the respective fringe processing algorithms. One of the signif-

icant problems associated with the true practical measurement of the influence of Display

Gamma for fringe processing is the ability to accurately measure the amount of error by

traditional experimentation. The accurate measurement of error is problematic in prac-

tical scenarios as the amount of actual phase modulation introduced into a fringe by the

object’s surface is an unknown variable. The approach utilised here addresses this concern

by employing the phase emulation approach described in Section3.6.1. By this method

it is possible to artificially introduce a known modulation into experimentally captured

fringe images in software, thereby, allowing for the appropriate practical evaluation of the

Display Gamma phenomena for fringe processing.

To test each of the studied fringe processing techniques a number of reference fringe

images with the appropriate phase offsets,ζn, were projected and acquired. The fringes

were projected using a Hitachi CP-X260 3-LCD projector with a native XGA resolution

(1024x768), while the fringe images were captured using a DuncanTech MS-3100 3-CCD

camera with a resolution of 1392x1040. To convey as much relevance to the simulation

results as possible, the spatial period of the projected fringe images was adjusted such
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(a) 3 Step PMP (b) 4 Step PMP

(c) 3 Step90◦ (d) 3 Step90◦ with Offset

(e) 2+1 (f) 3+3

(g) Double Three Step (h) FTP

Figure 4.27: Experimental Reconstructions
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that approximately 10 fringes spanned the entire measurement volume. The continuity

of results was further facilitated by introducing a similar dome shaped phase modulation

with an identical peak value of 4.154rads. The results of the practical study for each

of the 8 fringe processing algorithms is collectively demonstrated in Figure4.27, with

the measured maximum absolute phase measurement errors shown in Table4.2. Also

Technique Measuredεmax (rads) Estimatedεmax (rads)

3 Step PMP 0.5815 0.5547

4 Step PMP 0.0875 0.0132

90◦ 3 Step 1.0185 1.0227

90◦ 3 Step with Offset 1.0205 1.0227

2+1 1.0563 1.0227

3+3 0.6014 0.5996

Double Three Step 0.1065 0.0742

FTP 0.7194 0.5547

Table 4.2: Measured Absolute Maximum Measurement Error (εmax) and Estimated Ab-

solute Maximum Measurement Error (εmax)

included in Table4.2 is the estimated values ofεmax. The estimations are based on the

analytical Display Gamma findings withγ = 2.127 (with the exception of the 4 Step

PMP and 3+3 techniques in which the simulation results are provided). Theγ value

was determined by averaging the measured values ofp for each of the fringe images and

substituting into Equation (4.17).

As can be seen from the practical results, with the exception of the FTP approach,

the relative gamma sensitivity of each of the various fringe processing algorithms reflects

the estimated relative gamma sensitivities as demonstrated by the analytical and simula-

tion findings. The FTP anomaly can be attributed to DFT leakage errors associated with

the inadequate windowing of an integer number of fringes. This problem is inherent to

the practical implementation of the FTP approach given an initial phase modulation is
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unavoidable for triangulation projection systems. As anticipated, the 4 Step PMP and

Double Three Step approaches provide a significantly more accurate estimation of the

arbitrary phase modulation relative to the other techniques. It was however found that

the camera / projector non-linearity utilised in this experimentation presented an elevated

3rd order component relative to the Display Gamma modeled response. This 3rd or-

der contribution accounts for the discrepancy between the practically measured 4 Step

PMP sensitivity, and the estimated sensitivity. Further, the 3rd order contribution also ac-

counts for the marginally measurable 4 Step PMP gamma resilience relative to the Double

Three Step technique. Nevertheless, all the remaining experimentally measured sensitiv-

ities closely reflect the analytical / simulation findings, with a maximum deviation of just

0.0336 radians. This deviation corresponds to approximately 0.5% of a wavelength, an

error which is consistent with noise limitations inherent to the acquisition and processing

of the experimental fringe images for the given practical arrangement.

4.7 Summary

The work embodied within this Chapter has thoroughly investigated the impact Display

Gamma non-linear luminance effects have on the Fringe Projection techniques. Previ-

ously, misconstrued issues such as the spectral harmonic structure and magnitude of the

harmonic distortion typical of a digitally projected fringe signal including the charac-

teristics and magnitude of the resulting phase residual for a range of fringe processing

algorithms have been clarified. The analytical findings including the digital fringe ap-

proximate analysis have been verified by simulation and, thereby, the 2nd order harmonic

was identified as the single most significant contribution defining the magnitude of phase

measuring error for the majority of tested fringe processing algorithms. It was however

concluded that the 2nd order assumption does not hold for the 3+3 technique. The vulner-

abilities of the purpose designed Double Three Step technique were also exposed, with

the standard 4 Step PMP technique shown to be more resilient in the presence ofγ dis-

tortion. A further important conclusion was the confirmation of a heightenγ sensitivity

for minimum step techniques (including FTP). This is particularly important considering

minimum step techniques are often associated with dynamic fringe profiling applications.
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The practical significance of the Display Gamma study was verified with the practical

findings demonstrating a consistency of results for experimentally captured fringe data.

Now that an analytical framework and moreover a verified study is in place to de-

scribe the nature and magnitude ofγ related Fringe Projection errors, this model can be

employed to study more practical Display Gamma related issues. The following chapter

will now deal with some of the additional practical issues associated with Display Gamma

and Fringe Projection 3D sensing.



Chapter 5

Additional Display Gamma Phenomena

5.1 Introduction

The objective of this chapter is to identify, examine and verify some of the key practical

aspects associated with the Fringe Projection Display Gamma phenomena. In the past

many of the supplementary practical Display Gamma Fringe Projection issues have gone

either uninvestigated or misunderstood, primarily due to the lack of an adequate analyt-

ical framework to describe the influence ofγ for projected fringes. Given the research

provided in Chapter4, the ability to effectively investigate some of the more practical

Display Gamma phenomena is made possible. The issues of primary practical concern

identified and examined in this chapter include:

• Fringe offset and contrast manipulation

• Temporal luminance (otherwise referred to as Temporal Display Gamma) and;

• The fringe image formation process.

Each of these phenomena are examined, identified and verified via analytical investiga-

tion, simulation and / or empirical analysis.

5.2 Fringe Offset and Contrast Parameter Manipulation

In the Display Gamma study presented in Chapter4, it was assumed that fringe offset

and contrast parameters,a andb, were equivalent. Naturally this is a specific case, and as

140
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was shown thea = b scenario is representative of a worst case scenario where harmonic

distortion is maximised. The objective of this section is to investigate the influence of the

fringe offset and contrast parameters on the harmonic structure of the digitally projected

fringe and therefore system accuracy.

Referring to each of the Equations defining the absolute maximum phase measuring

error,εmax, for each of the fringe processing approaches (see Chapter4), system accuracy

is a monotonically increasing relation, increasing withp. Considering now that
∞∑

m=2

cm
c1

(Equation(4.4)) has been shown to also be a monotonically increasing function for allγ

(which is maximised when
b

a
is maximised), it is therefore possible to reduce the influ-

ence of theγ of a projector through simple fringe parameter adjustment. In other words,

it is possible to optimise the digitally projected fringe image and hence improve system

accuracy by simple fringe parameter adjustment without having any prior system knowl-

edge ofγ. For instance, considering the well exploited 3 Step PMP technique for the

following three scenarios

a = b

a = 0.6, b = 0.4

and

a = 0.8, b = 0.2,

where as per the previous simulation we assume thatl0 = 5m, d0 = 2m andf0 = 10

fringes/m, the corresponding improvement in maximum absolute system accuracy can be

observed. Figure5.1displaysε for thea = 0.6, b = 0.4, a = 0.8, b = 0.2 anda = b cases

for the typical range ofγ for visual comparison. The gamma sensitivity reduction for the

a = 0.6, b = 0.4 case is clearly evident, and furthermore, for thea = 0.8, b = 0.2 case.

To generalise the accuracy improvement Figure5.2displays the percentage improvement

in absolute maximum error for the manipulation of fringe parameters,a = 0.6, b = 0.4

anda = 0.8, b = 0.2 with respect to the worst case scenarioa = b.

Referring now to the input / output intensity curve for the cases whereγ = 1, 2, 3,

as seen in Figure3.7 (page 74) the fringe parameter manipulation relation can be visu-

alised graphically. Considering the case where fringe contrastb is small, the projected

sinusoid will only be using a small range of intensity values and hence the relationship
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Figure5.1: 3 Step PMP Maximum absolute error,a = b, a = 0.6, b = 0.4 anda =

0.8, b = 0.2

Figure5.2: Percentage Improvement in system accuracy, fora = 0.6, b = 0.4 anda =

0.8, b = 0.2 relative toa = b Vs. γ
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betweenthe neighbouring intensity values could be assumed linear. Alteringa shifts the

values the fringe contrast embraces and therefore increasinga shifts the fringe contrast

towards the top right of the Figure3.7, where the relation evidently presents a more linear

characteristic.

Clearly, in the theoretical case significant improvements through simple manipulation

of fringe contrast and offset are recognisable, however, in practice these manipulations are

limited by contrast ratios of projected images and camera fidelity. Of particular concern is

camera electronic noise. If we assume the noise power to be constant and denote the SNR

when the entire contrast range is utilised as SNRMAX , the SNR when partially utilising

the contrast range is given as

SNR= SNRMAX + 20 log(2b), (5.1)

For the above example whereb = 0.4, if we assume a SNRMAX of 30dB the SNR be-

comes 25.56dB. Hence, the optimisation of system accuracy based on the adjustment of

fringe parametersa andb is highly dependent on system projection and acquisition de-

vices and / or further signal processing to improve SNR such as spatial filtering including

median filtering or gaussian smoothing.

5.2.1 Empirical Verification

To verify the appropriate manipulation of fringe offset and contrast parameters to yield

Fringe Projection optimisation, experimental results were established by profiling an ac-

tual surface. The spatial resolution of the captured fringe image was measured to be 0.194

mm/pixel, corresponding to a spatial period of 17.1mm or spatial frequencyf0 of 58.5

fringes/m. System parametersl0 andd0 were measured to be approximately 1.405m and

0.465m respectively. The profiled surface was a convex dome shape as depicted in Figure

5.3 (a). The maximum height of the hemispherical surface is 22.8mm with a diameter of

99mm with the thickness of the base material being approximately 16mm.

The 3 Step PMP reconstructions of the surface for the various fringe simulated fringe

parameters are depicted in Figure5.3. Figures5.3(b), (c) and (d) display the reconstructed

surface for fringe parameters,a = b, a = 0.6, b = 0.4, anda = 0.8, b = 0.2, respectively.

The suppression of the harmonic fringe components and corresponding fringe optimisa-
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(a) Experimental Surface (b) Reconstruction of diffuse surface for fringe parameters,

a = b.

(c) Reconstruction of diffuse surface for fringe parameters,

a = 0.6, b = 0.4.

(d) Reconstruction of diffuse surface for fringe parameters,

a = 0.8, b = 0.2.

Figure 5.3: Fringe parameter manipulation experimental results, 3-Step PMP reconstruc-

tion
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Figure5.4: Cross-section of reconstructed diffuse surface for fringe parameters,a = b,

a = 0.6, b = 0.4 anda = 0.8, b = 0.2

tion is clearly evident, with Figure5.4 further emphasising the optimisation by depiction

of an arbitrary cross-section of the reconstruction for each of the three cases. The de-

picted cross-section also clearly displays the decreased SNR for thea = 0.8, b = 0.2 case

represented by the solid line relative to thea = b case represented by the dashed line.

5.3 Temporal Gamma

Referring again to the Display Gamma derivations presented in the previous chapter, it

was assumed that theγ of the projector / camera arrangement was a static phenomenon.

Practically, gamma luminance presents temporal aspects, varying from fringe image to

image and thereby resulting in further reconstruction error. The temporal instabilities

of the projector / camera arrangement for DVP were first acknowledged by Riveraet

al. [147] and later briefly discussed in Guoet al.’s [97] experimental analysis of gamma

correction for DVP based fringe profilometers. Riveraet al. concluded that the temporal

luminance effects were more prominent for large step numbers, however, this conclusion

seems somewhat questionable, particularly, when taking the onset of single chip DLP
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DVP technology into consideration. Single Chip DLP projectors temporally project im-

ages as a sequence of colour images with the human eye performing the integration of

each primary component to form the appropriate colour. Therefore, considering that each

primary channel typically has an individual gamma luminance attribute, temporal gamma

becomes a identifiable concern. Furthermore, for minimum step based techniques in-

cluding FTP, the temporal luminance effects become more influential in the estimation

of phase component,ω(x, y), and have been practically observed for both LCD and DLP

projection technologies.

Given the significant influence that temporal luminance poses for minimum step DFP

approaches the implications regarding temporal gamma and its impact on system accuracy

for the well known FTP fringe processing algorithm is investigated.

5.3.1 FTP Temporalγ / Harmonic Error Analysis

The residual phase error for the FTP approach presented in Section4.3.8assumedγ to

be static. In practice it has been observed that the harmonic spectral distribution presents

temporal aspects and hence further consideration of this analysis needs to be undertaken

to measure the influence of this phenomenon.

Denotingγ andγ0 as the gamma values for both the deformed and reference images

respectively, the capturedγ distorted fringe images can be defined as

ĝ(x, y) = a(x, y) + b(x, y) cos[2πf0x+ φ(x, y)]

+cm(x, y) cos(m[2πf0x+ φ(x, y)]) (5.2)

and

ĝ0(x, y) = a(x, y) + b(x, y) cos[2πf0x+ φ0(x, y)]

+c0m(x, y) cos(m[2πf0x+ φ0(x, y)]) (5.3)

wherecm(x, y) andc0m(x, y) are the functions representing them-th order harmonic com-

ponent for the deformed and reference fringe respectively.

Using the FTP method, an estimation of the actual phase map,∆φ(x, y), can be ob-

tained by

∆φ̂(x, y) = Im(log(ĝ(x, y)ĝ0
∗(x, y))) (5.4)
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Discardingthe dc terms and substituting Equations (5.2) and (5.3) it can be seen that

∆φ̂ = Im
(

log(b · ei(2πf0x+φ) + cm · ei(2πf0x+φ)m)

+ log(b · e−i(2πf0x+φ0) + c0m · e−i(2πf0x+φ0)m)
)

= Im
(

log(ei(2πf0x+φ) +
√
p · ei(2πf0x+φ)m)

+ log(e−i(2πf0x+φ0) +
√
p0 · e−i(2πf0x+φ0)m)

)
= Im

(
i(2πf0x+ φ) + log(1 +

√
p · ei(2πf0x+φ)(m−1))

−i(2πf0x+ φ0) + log(1 +
√
p0 · e−i(2πf0x+φ0)(m−1))

)
= Im

(
i(φ− φ0) + log(1 +

√
p · ei(2πf0x+φ)(m−1))

+ log(1 +
√
p0 · e−i(2πf0x+φ0)(m−1))

)
= ∆φ+ Im

(
log(1 +

√
p · ei(2πf0x+φ)(m−1))

+ log(1 +
√
p0 · e−i(2πf0x+φ0)(m−1))

)
(5.5)

wherep =
c2m
b2

and p0 =
c20m

b2
representthe power ratio of them-th harmonic to the

fundamental, for the deformed and reference fringe images.

Hence, the estimation error of the phase can be expressed as:

δ = ∆φ̂−∆φ

= ∆φ+ Im
(

log(1 +
√
p · ei(2πf0x+φ)(m−1))

+ log(1 +
√
p0 · e−i(2πf0x+φ0)(m−1))

)
−∆φ

= Im
(

log(1 +
√
p · ei(2πf0x+φ)(m−1))

+ log(1 +
√
p0 · e−i(2πf0x+φ0)(m−1))

)
(5.6)

Now definingΛ(·), as the function to extract the phase angle of the complex fringe term,

it can be now shown that

Λ(ω, ρ) = Im
(
log(1 +

√
ρ · eiω(m−1))

)
= arctan

( √
ρ sin(ω(m− 1))

1 +
√
ρ cos(ω(m− 1))

)
(5.7)

wherem = 2 for the second order contribution andρ represents the respective fringe

power ratios.
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Now rewriting Equation (5.6), the phase measuring error can be given as

δ = Λ(2πf0x+ φ, p) + Λ(−(2πf0x+ φ0, p0))

= Λ(2πf0x+ φ, p)− Λ(2πf0x+ φ0, p0) (5.8)

Clearly the maximum measurement error can be defined as

εmax = Λmax(2πf0x+ φ, p)− Λmin(2πf0x+ φ0, p0)

= Λmax(ω, p)− Λmin(ω, p0) (5.9)

By now letting
dΛ

dω
= 0, the maximum and minimum values ofΛ can be defined. That is

Λmax = arctan

(√
p

1− p

)
(5.10)

and

Λmin = − arctan

(√
p0

1− p0

)
(5.11)

Equation(5.9) can then be expressed as

εmax = arctan

(√
p

1− p

)
+ arctan

(√
p0

1− p0

)
(5.12)

andhence substituting Equation (5.12) into Equation (2.69), the maximum absolute height

measurement errorε is given as

ε =
l0

2πf0d0

·
[
arctan

(√
p

1− p

)
+ arctan

(√
p0

1− p0

)]
(5.13)

5.3.2 Gamma Compensated Analysis

Since an expression to describe the temporal measurement error is in place, the obvious

question is what impact does the temporal variation ofγ have on aγ compensated system.

Naturally, this would be a factor dependent not only on the amount of temporal variation

but also the way in whichγ was compensated. For simplicity assuming that just one of

the fringe images had been appropriately compensated the phase measuring error can be

evaluated as

δ = Λ(2πf0x+ φ, ρ) (5.14)

and hence the maximum measurement error is

ε =
l0

2πf0d0

· arctan

(√
ρ

1− ρ

)
(5.15)

whereρ representsthe temporal difference between the twoγ compensated fringe images.
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5.3.3 Simulation

In order to verify the validity of the analytical study a range of digitally projected fringe

images with various values ofγ andγ0 were simulated and the corresponding system

accuracy for the FTP reconstruction of a simulated surface measured. System parameters

l0, d0 andf0 were chosen to be 5m, 2m and 10 fringes/m respectively, corresponding

to a spatial period of 100mm assuming an image spatial resolution of 1pixel/mm. The

simulated fringe images are given as

g(x, y) = [0.5 + 0.5 cos(2πf0x+ φ(x, y))]γ , (5.16)

and

g0(x, y) = [0.5 + 0.5 cos(2πf0x+ φ0(x, y))]
γ0 , (5.17)

whereφ(x, y) corresponds to the hemispherical dome shape seen in Figure5.7 (a) (and

identical to the previous simulations).γ0 was varied by +/- 5% ofγ and based on the sys-

tem parameters the expected maximum absolute errorε, was predicted according to the

analytical study and the sensitivity resulting from the simulated gamma distorted fringes

measured. Similar to the previous FTP simulation only the necessary dc and negative fre-

quency components were removed to reveal the full influence of higher order harmonics.

The results are displayed in Figure5.5. The analytical error curves are represented with

the solid line, with the simulation results indicated with the dotted lines.

As can be seen the analytical derivation accurately models the maximum absolute

errors resulting from fringe temporal gamma distortion. In fact, it can be seen even as

γ → 3 and the magnitude of the higher order harmonics increase, there is little if any

deviation between the analytical and FTP simulated curves. The only major discrepancy

is seen for the very low values of gamma. This discrepancy is directly a result of the

inherent accuracy limitations of the DFT operation involved in FTP reconstruction.

Based on these findings the analytical study describing the relationship between tem-

poral projector gamma and reconstruction error for the FTP fringe processing approach

has been verified. Furthermore, it can be concluded that for typical projector temporalγ

fringe modeling, the 2nd order harmonic component is the single most significant contri-

bution to phase measuring error for the FTP technique.
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Figure5.5: Maximum absolute profile measurement error:γ +/- 5%

5.3.4 Example FTP Reconstruction

To demonstrate the significance of this study, the temporal variance ofγ for a typical DLP

projector was measured as a practical example. Since DLP projectors temporally project

RGB components, the temporal effects ofγ are easily observed, as each colour channel

typically yields an individualγ characteristic. An InFocus LP530 DLP projector was

utilised to project a fringe image onto a reference plane from a distance of approximately

1500mm, while the projected fringe image was captured using a DuncanTech MS-3100

3-CCD camera. The integration time of the camera was adjusted to be approximately

20ms and a number of images of the projected fringe were obtained and the magnitude of

p was measured. The variation inp is shown in Figure5.6.

Basedon the data obtained and displayed in Figure5.6, using Equation (4.15) a max-

imum γ value of 2.47 and minimum of 2.13 was measured. Using these two values we

simulated the reconstruction of the diffuse surface seen in Figure5.7 (a) with system pa-

rametersl0, d0 andf0 of 1500mm, 400mm and 10fringes/m respectively, where 1pixel =

1mm. The simulated projected fringes can be seen as Figures5.7(b) and (c) respectively,

with the reconstructed surface shown as Figure5.7 (d). As can be seen the harmonic

distortion significantly reduces the accuracy of the FTP method. The mean measure-
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Figure5.6: Temporal Variation inp

menterror and standard deviation was found to be 8.207mm and 5.191mm respectively.

The rippled reconstruction clearly depicts the influence of harmonics, however, unlike the

previously simulated FTP reconstruction seen in Figure4.25(b) the rippling effect is also

prominent for the reference plane around the outer edges of the surface. The rippled re-

construction of the reference plane distinctly identifies the temporal variation of the fringe

γ non-linear luminance.

5.3.5 Gauging the Magnitude of the Reference Ripple

Given the prominence of the rippling effect found on the reference plane, an expression

defining the ripple and the magnitude of the ripple is investigated. Since the phase mod-

ulation term is identical for the reference plane surface the phase measuring residual can

be given by

δripple = Λ(2πf0x+ φ0, p)− Λ(2πf0x+ φ0, p0) (5.18)
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(a) Simulated Height Distribution (b) Reference Fringe,γ0 = 2.47

(c) Deformed Fringe,γ = 2.13 (d) FTP Reconstructed Surface

Figure 5.7: Simulated Reconstruction
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Figure5.8: Temporal Reference Plane Residual Function, forp0 = 0.1084 i.e γ0 = 2.47

andp = 0.0753 i.e. γ = 2.13

Now substituting Equation (5.7) with the appropriate values forρ, into Equation (5.18)

andsimplifying, the expression for the reference plane residual can be given by

δripple = arctan

(
tan(Λ(2πf0x+ φ0, p))− tan(Λ(2πf0x+ φ0, p0))

1 + tan(Λ(2πf0x+ φ0, p)) · tan(Λ(2πf0x+ φ0, p0))

)

= arctan

(
(
√
p−√p0) sinω

1 +
√
p.p0 + (

√
p+

√
p0) cosω

)
(5.19)

A plot of the analytical reference residual function can be seen in Figure5.8, for the

example simulated parameters ofp0 = 0.1084 i.eγ0 = 2.47 andp = 0.0753 i.e. γ = 2.13.

Moreover, by setting
dδripple

dω
= 0, and solving forω reveals that a maximum ripple value

will occur when

ω = arccos

(
p0 − p

(1 +
√
p0p)(

√
p−√p0)

)
(5.20)

SubstitutingEquation (5.20) into Equation (5.19) and simplifying, the magnitude of the

reference ripple can be determined by calculating the maximum value, that is,

δripple max =

(
(
√
p−√p0)

√
(1 +

√
p0p)2(

√
p−√p0)2 − (p0 − p)2

(1 +
√
pop)2(

√
p−√p0) + (

√
p+

√
p0)(p0 − p)

)
(5.21)
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This rippling effect was found to be commonplace in all experimental findings as will be

demonstrated in the following empirical evaluation.

5.3.6 Empirical Example FTP Reconstruction

To clearly demonstrate the rippling effect associated with the temporal spectral character-

istics of the projected fringe distributions, a simple surface was measured using the FTP

method. The system parameters are identical to that of the previous fringe manipulation

experimentation and the same surface was profiled. Fringe offset and contrast parame-

Figure5.9: Empirical FTP reconstruction

ter were set such thata = b for maximum harmonic distortion. The FTP reconstructed

surface is shown as Figure5.9. As can be seen the rippling effect is quite evident for

the modulated parts of the image and also for the reference plane surface. This rippling

effect in the reference plane reconstruction clearly demonstrates the temporal nature of

the projected images.
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5.4 Fringe Image Formation

The harmonic structure of the gamma distorted fringe has been extensively detailed in

Section4.2, however, the theoretical analysis does not consider rudimentary lens effects

such as defocusing or radial lens aberration. Practically, the harmonic structure of the

gamma distorted fringe is particularly sensitive to defocusing which is associated with the

modulation transfer function of the projection optics. In fact, the defocusing of projection

optics to optimise projected fringe images is by no means a new concept, Coggrave and

Huntley [137] demonstrated a focused based optimisation of the “Screen Door Effect”

for a 3D sensor based on digital projection. Also, Suet al. [148] showed that a defo-

cused Ronchi grating could be utilised as a formidable sinusoidal substitute for the PMP

algorithm. Despite the acceptance of defocusing for fringe optimisation, the effects of

the projection imaging optics on the harmonic structure of a digitally projected fringe has

yet to be examined. Furthermore, the significance of the practical fringe formation pro-

cess becomes of particular importance when determining the frequency dependence of the

resulting Display Gamma residual phase error. The previous two chapters have demon-

strated an apparent contradiction in regard to the frequency dependence of the Display

Gamma residual and therefore further verification of the issue is required.

This section is concerned with the formal modeling of the fringe image formation

process from an optical perspective and further, the influence the projection optics has

on the harmonic structure of a gamma distorted fringe. Subsequent to the derivation of

the analytical focus model, the validity of the study is verified through the study of the

minimum step requirements to eliminate gamma related errors for the well known PMP

technique via both simulation and empirical analysis. Finally, the frequency dependence

of the gamma residual phase error function is discussed.

5.4.1 Modeling the Optical Modulation Transfer Function

The derivations presented here follow that of Suet al. [148]. Assuming the typical digital

video projector aperture is rectangular, the point spreading function otherwise referred to

as the projection system impulse response can be given by

t(x) = rect
(x
a

)
(5.22)
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wherea is the width of the aperture. Therefore, the fringe image formed at the fictitious

reference planeT (see Figure2.4), can be given by

ŵ(x, y) = w(x, y) ∗ rect
(x
a

)
(5.23)

To demonstrate the nature of the spatial frequency attenuation, the optical transfer func-

tion of the projection optics is derived by taking the Fourier Transform of the point spread

function seen as Equation (5.22)

T (f) =
sin(πaf)

πaf
(5.24)

Now introducing a defocusing parameter,β,

β = af0 (5.25)

and the frequency termf = kf0, Equation (5.24) can be rewritten as

T (kf0) =
sin(πβk)

πβk
(5.26)

As β → 1 the integral of Equation (5.26) decreases and the first zero approaches the

fundamental component i.e.k = 1 and the origin or dc component and therefore concen-

trates more energy in the central peak of thesinc function. Clearly, by the nature of the

image formation process, the projector lens will act as a low-pass filter attenuating higher

order spatial frequencies, and thereby, optimising the projected gamma distorted fringe

in terms of lessening higher order harmonic contributions. Therefore, rewriting Equation

(5.23) the defocused gamma distorted fringe can be given by

ŵ(x, y) = c0 + T (f0).c1 cos(2πf0x) +
∞∑

k=2

T (kf0).ck cos(k[2πf0x]) (5.27)

where the coefficientsT (kf0) decay according to Equation (5.26) providing the desired

low-pass filtering effect.

5.4.2 Elimination of γ Non-linear Luminance Effects for Stepping

Techniques

Now that the gamma distorted fringe can be more accurately modeled, the practical mag-

nitude of the residual phase measuring error for stepping algorithms in the presence of
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gamma distortion can be more effectively established and, hence, the minimum require-

ments for the elimination ofγ related errors can be determined. To demonstrate the min-

imum requirements for the practical elimination ofγ related phase measuring errors for

stepping techniques, the PMP algorithm was selected since it was shown in Section4.3to

be the least sensitive to harmonic distortion. Also, as demonstrated in Section4.3the con-

tribution of the 3rd order harmonic can be considered somewhat influential, particularly,

for techniques such as the 4 Step PMP and the 3+3 approach. Therefore, to investigate

this further, Equation (5.27) is considered up to the 3rd order harmonic and, hence, the

distorted fringe can be given by

ĝ(x, y) =
[
a+ b cos(ω(x, y)) + c cos(2ω(x, y)) +

d cos(3ω(x, y))
]

(5.28)

where

b = T (f0).c1 (5.29)

c = T (2f0).c2 (5.30)

d = T (3f0).c3 (5.31)

and whereω(x, y) denotes the appropriate phase modulation term,2πf0x+ ϕ(x, y).

Now, similar to the previous PMP harmonic derivations presented in Section4.3.2,

substituting Equation (5.28) into (2.18) an estimation of the fringe phase modulation in the

presence of 2nd and also 3rd order harmonic distortion can be obtained for a given value

of N . Firstly considering theN = 3 case, it can be shown that the resulting estimation of

ω(x, y) can be given as

ω̂(x, y) = arctan

(
b sin(ω)− c sin(2ω)

b cos(ω) + c cos(2ω)

)
(5.32)

and the resulting phase residual error can be given by

δ(x, y) = − arctan

 c

b
sin(3ω)

1 +
c

b
cos(3ω)

 (5.33)

Now repeating the process forN = 4,

ω̂(x, y) = arctan

(
b sin(ω)− d sin(3ω)

b cos(ω) + d cos(3ω)

)
(5.34)
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andthe resulting phase residual error can be given by

δ(x, y) = − arctan

 d

b
sin(4ω)

1 +
d

b
cos(4ω)

 (5.35)

As shown in Equations (5.32) and (5.34) the PMP algorithm for theN = 3 case is

insensitive to the 3rd order contribution, and sensitive to the 2nd order harmonic, while

theN = 4 case is insensitive to the 2nd order, but sensitive to the 3rd order harmonic.

Therefore, given thatc � d due to the nature of theγ term in Equation (4.1), theN =

4 PMP case is certainly less sensitive to gamma distortion for DVP based sensing (as

previously confirmed in Section4.5.2.2).

Considering the practical situation where the overallγ of the projection system is often

not exclusively a function inherent to the projector alone but also of the video card driving

the projector, larger values ofγ resulting in largerd are inevitable. Hence, a further

attenuation of higher order terms is required to ensure the phase residual as specified by

Equation (5.35) is eliminated.

5.4.3 Attenuating Higher Order Harmonics

Generally, when a signal presents unwanted high frequency content, the desired low fre-

quency components of the signal can be retrieved by employing some form of analytical

low-pass filtering. In this particular scenario the filtering can be undertaken by appro-

priately defocusing the projection optics to attenuate the unwanted higher order terms.

According to Equation (5.26) the amount of attenuation can be determined by calculating

β T (f0) T (2f0) T (3f0)

0.1 0.9836 0.9355 0.8584

0.2 0.9355 0.7568 0.5046

0.3 0.8584 0.5046 0.1093

0.4 0.7568 0.2339 0.1559

Table 5.1: Variousβ and the corresponding gain coefficientsT (kf0) for k = 1, 2, 3.
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theT (kf0) coefficients. A range of the coefficients are shown in Table (5.1). The primary

advantage of this very simple yet practical filtering approach is that it presents no further

computational burden at the reconstruction stage. In order to verify the validity of the

defocusing fringe optimisation approach and, therefore, confirm the theoretical modeling

of the practicalγ distorted fringe, simulation and empirical results were established.

5.4.4 Simulation

In order to verify the validity of the analytical fringe image formation process including

the proposed fringe optimisation by defocus, we simulated a series of defocusedγ dis-

(a) 3 Step Focused (b) 3 Step Defocused

(c) 4 Step Focused (d) 4 Step Defocused

Figure 5.10: Simulated Reconstructions

tortedfringes projected onto a test surface and measure the surface using the 3 Step and
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4 Step variations of the PMP algorithm. To demonstrate the effectiveness of the approach

and emulate the maximum harmonic distortion conditions of a typical DVP system, the

values ofγ and fringe offset and contrast parameters were selected to be 3 anda = b,

respectively. Further, to ensure the simulation provided as much insight in the practical

application of defocusing,β was selected to be 0.3, since the attenuation in the fundamen-

tal component is minimal relative to the 2nd and 3rd order components given that SNR is

an important consideration for practical situations.

System parametersl0, d0 andf0 were chosen to be 5m and 2m and 10fringes/m re-

spectively, corresponding to a spatial period of 100mm if we assume an image spatial

resolution of 1pixel/mm. The test surface is a hemispherical convex shape with a di-

PMP (N= 3) γ = 3

ε̄ (mm) σ̄ (mm) ε (mm)

Focused 6.6212 7.0163 32.4318

Defocused 3.8419 4.0781 18.7615

PMP (N= 4) γ = 3

ε̄ (mm) σ̄ (mm) ε (mm)

Focused 1.0901 1.1572 5.1995

Defocused 0.1388 0.1474 0.6638

Table 5.2: Mean Error (̄ε), Standard Deviation (̄σ) and Maximum Absolute Error (ε) in

mm for the PMP 3 and 4 Step algorithms for both the Focused and Defocused cases with

γ = 3

ameter of 800mm and maximum height of 160mm corresponding to a maximum phase

displacement 4.154 rads (as utilised in the previously described simulations). The recon-

structed surfaces for the 3 and 4 Step PMP algorithms for both the focused and defocused

cases are displayed in Figures5.10(a), (b), (c) and (d) respectively. Table5.2displays the

Mean Error (̄ε), Standard Deviation (̄σ) and Maximum Absolute Error (ε) in mm for both

the PMP 3 and 4 Step algorithms for both the Focused and Defocused cases. Clearly, as
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anticipatedthe 4 Step defocused case almost completely eliminates the systematic recon-

struction errors associated with theγ term.

5.4.5 Empirical Verification

To verify the physical application of the PMP fringe optimisation approach, practical ex-

perimental results were established via the profiling of the previously presented convex

dome shape seen in Figure5.3(a). The projection system was composed of a Hitachi CP-

(a) 3 Step Focused (b) 3 Step Defocused

(c) 4 Step Focused (d) 4 Step Defocused

Figure 5.11: Empirical Reconstructions

X260 LCD digital video projector interfaced to a dual head Matrox video card. Similar

to the simulation, maximum harmonic distortion conditions were emulated by projecting

a high contrast fringe with theγ value on the video card set to 3 in software. The fringes
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wererecorded using a MS3100 3-CCD camera with an effective resolution of 1039x1392.

The surface was reconstructed using both the 3 and 4 Step variations of the PMP algo-

rithm for both the focused and defocused scenarios. The 3D reconstructions are shown in

Figures (5.11) (a)-(d) while Figures (5.12) (a) and (b) display an arbitrary cross-section of

the 3 and 4 Step reconstructions for both the focused and defocused cases, respectively.

(a) 3 Step Focused (b) 4 Step Defocused

Figure 5.12: Cross-sections of Empirical Reconstructions

An important aspect to note in each of the defocused cases is the reduced SNR. Given

our experiment was adjusted to produce a large harmonic distortion, the amount of re-

quired attenuation by defocusing was also increased accordingly. Considering the typical

practical situation where the harmonic distortion is likely to be less significant, the dimin-

ishing SNR due to significant defocusing is likely to be much less influential. Neverthe-

less, the verification of the fringe formation model and the practical low-pass effective-

ness of defocusing the projection optical system to attenuate fringeγ distortion is clearly

demonstrated.

5.4.6 Display Gamma Phase Residual Frequency Dependence

Referring to the Display Gamma residual phase error functions denotedδ(x, y) in Chapter

4, it is clearly evident that the residual error is dependent only onp andω(x, y). Further-

more, since neitherω(x, y) or p have a dependence on fringe frequencyf0 it was theo-

retically shown thatδ(x, y) was a frequency independent phenomena. However, given
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thepreliminary empirical findings in regard to this issue presented in Chapter3, the theo-

retical frequency independence conclusion shown in Chapter4 becomes questionable (as

previously discussed in Section4.4.3).

With the insight of a more formidable theoretical modeling of the fringe formation

process, the true nature of the Display Gamma residual phase measuring error can be

established and accordingly the true frequency dependence of the residual determined.

Observing Equation (5.27) it is clear that the projection optics render the harmonic struc-

ture of the gamma distorted fringe frequency dependent for any given focus. Therefore,

the harmonic ratiop is dependent onf0 and accordingly so tooδ(x, y), and the apparent

frequency dependence contradiction is resolved.

Given that it has now been shown that the Display Gamma residual error is dependent

on the fringe carrier frequency, the obvious question is what implications does this have

for lookup table based gamma residual error elimination techniques, such as that pro-

posed by Zhang and Yau [98]. Since frequency independence is one of the key assump-

tions made for lookup table methods (enabling a normalisation of the residual frequency),

the frequency dependent nature of the residual error will inevitably result in error forf0

scenarios other than the original case for which the lookup was composed. Obviously,

the integrity of the frequency independence assumption is a practical factor dependent on

the optical modulation transfer function of the projector (and the camera), and therefore

the resulting errors are dependent on these practical phenomena also. However, to ensure

the most appropriate functionality of such lookup table approaches it is ideal to compose

an individual lookup table for each value off0 as opposed to the averaging approach

demonstrated in [98].

5.5 Summary

This chapter addressed some of the more important practical Display Gamma Fringe Pro-

jection issues including, Fringe parameter manipulation, Temporal luminance instabili-

ties, and the influence the projection optics has on the harmonic structure of a gamma

distorted fringe. The importance of the fringe offset and contrast parameters was demon-

strated and, moreover, the effective manipulation of fringe offset and contrast to min-
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imise gamma associated reconstruction errors was undertaken. The temporal nature of

the projector / camera luminance response was analytically evaluated for the temporally

sensitive FTP approach. Although this derivation is primarily concerned with the FTP

method, the results can be extended to gain an understanding of the temporal Display

Gamma behaviour for stepping approaches. The important practical issue of focusing has

also been dealt with, with the derivation of the optical modulation transfer function for

the projection optics. The validity of this study has also been verified by defining the

minimum stepping requirements to eliminateγ related phase estimation errors for step-

ping fringe processing techniques. The integrity of the Display Gamma residual error

frequency independence assumption was shown to be invalid, therefore clarifying a sup-

posed contradiction of results. Finally, the implications of frequency dependence was also

discussed for lookup table based methods of eliminatingγ related errors. Our investiga-

tion clearly shows that frequency independence cannot be assumed other than for specific

cases considered in the lookup table.



Chapter 6

Digital Fringe Calibration using Neural

Networks

6.1 Introduction

The preceding chapters have extensively identified and determined the characteristics and

magnitude of Display Gamma related Fringe Projection issues, and thereby, the significant

requirement for gamma correction for Fringe Projection 3D sensing techniques. The sig-

nificance of the gamma correction process for dynamic fringe profiling applications has

also been further exemplified in Chapter4 where minimum step techniques (including

FTP) were shown to demonstrate an increased sensitivity toγ associated errors relative to

higher step techniques. In addition to the heightenedγ sensitivity of minimum step fringe

processing algorithms, dynamic fringe processing techniques are prone to a reduced SNR

given that the surface of interest is not sampled as often relative to higher step techniques.

Therefore, for dynamic Fringe Projection applications the adequate removal of additive

noise is critical and supplementary the gamma correction process. Consequently, there is

a need for robust and reliable techniques to address the accurate estimation ofω(x, y) in

the presence of these fringe anomalies. One such approach is through fringe calibration.

Fringe calibration refers to the enhancement of a fringe image using signal processing

techniques prior to fringe processing. Traditionally, the enhancement of a fringe image

will involve some form of digital filtering, with the filtering typically performed in the

spatial frequency domain [149] or in the spatial domain [116,150,151] through convo-

165
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lution, adaptive or non-linear processing. However, as previously highlighted with the

onset of dynamic DVP based fringe profilometers, additional processing techniques are

required to compensate for the non-linearities familiar with digitally projected images. A

typical solution to counter digitally projected non-linearities involves photometric fringe

calibration, whereby multiple intensity distributions varying over the full range of lumi-

nance values are recorded and a camera / projector illuminance curve is fitted [88,139].

Although effective at alleviating gamma fringe non-linearities, photometric techniques re-

quire a substantial amount of additional data and are usually nonresilient to environmental

change.

Another interesting digital fringe calibration technique was proposed by Guoet al.

[97] whereby the iterative statistical analysis of digital fringe patterns was undertaken to

remove gamma non-linearities inherent in digitally projected images. Such an approach

is desirable as it requires no prior knowledge of the projected image and in contrast to

polyspectral approaches [152] is less computationally stringent. This technique still nev-

ertheless requires additional data for appropriate statistical analysis and therefore effective

gamma correction.

Some other interesting approaches utilise Neural Networks to address nonlinearities

associated in determining spatial phase displacements. These approaches involve directly

obtaining a height distribution based on aberrated fringe data utilising appropriate pho-

tometric calibration and neural network training [153,154,155] or in indirect coordinate

mapping methods [156,157,158,159,160]. Often these approaches can be laborious, time

consuming and require a substantial amount of data with many of the proposed solutions

specific to particular reconstruction techniques.

The potential usefulness of neural networks as a means for such direct and indirect

profilometry applications has been clearly demonstrated, however, the application of neu-

ral networks to fringe enhancement has yet to be considered in literature. In this chapter

a neural network based fringe calibration / enhancement technique is described, whereby,

a digitally projected fringe pattern is input to a feed-forward backpropagation neural net-

work trained using non-aberrated patterns. The generalisation properties of neural net-

works are exploited to interpolate modulated structured light patterns and consequen-

tially are successfully capable of improving determination of spatial displacementAC
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andhenceh(x, y) (as seen in Figure2.3). The proposed approach does not rely on prior

calibration information and requires only a single cross-section from a single fringe im-

age for calibration, thus, the technique is suitable for dynamic minimum shot techniques

including robotic vision where rapid calibration is required. In contrast to filtering tech-

niques the neural fringe calibration technique is significantly more computationally effi-

cient and superior in suppressing fringe higher order harmonic anomalies. Finally, since

the approach is aimed at calibrating a fringe image, its application and functionality is not

limited to operation with specific reconstruction algorithms.

Further to describing the neural fringe calibration approach the remainder of this chap-

ter is dedicated to the introduction of the concept of neural computing, the verification

of the proposed approach via simulation and empirical analysis and also the comparative

analysis of the proposed technique relative to existing approaches. Finally, the application

of the neural fringe calibration approach in the multi-channel environment is considered.

6.2 Neural Computing

Artificial Neural Networks (ANN’s) which are based on a paradigm of the biological neu-

ron have been applied to solve many problems across a range of different disciplines due

to their modelling, classification, generalisation and non-linear mapping abilities. Neu-

ral networks are taught from example through training processes where network outputs

are repeatedly presented with the required responses to given input data and network pa-

rameters are adjusted as to minimise error between target and actual output vectors. If

the training is successful the network will be able to interpolate an output from an input

vector that is not a member of the training set.

The most rudimentary element of a neural network is the simple neuron. A simple

neuron receivesN weighted inputs, these weighted inputs are then summed together at

the junction of the neuron and then past to an “activation” or “thresholding” functionf(),

as depicted in Figure6.1. Hence the output of the neuron can be given mathematically as

Y = f

(
N∑

i=1

wixi

)
, (6.1)
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Figure6.1: Simple Neuron

Typically, f() is a sigmoidal function such as tansigmoidal or logsigmoidal and de-

pending on the application of the neural network can also be hardlimiting e.g. classifi-

cation. For a feedforward backpropagation network such as the networks utilised in this

work it is desirable for network training purposes that the activation function is mono-

tonic and continuously differentiable [161].A neural network is comprised of a number

of these simple neurons which are commonly arranged in a layered fashion with neurons

of a common layer processing in a parallel manner. For the multilayer arrangement we

can give the following mathematical generalisation for the output of theqth neuron within

the network at layerp as

Y p
q = fp

(
N∑

i=1

wp
iqY

p−1
i

)
, (6.2)

whereY p−1
i is the output from theith neuron of the(p − 1)th layer with corresponding

weightwp
iq andfp() is the thresholding function associated with thepth layer.

Multiple layer neural networks are quite powerful non-linear approximators. For

instance, the feedforward backpropagation network topology which usually consists of

three layers can be trained to approximate any function arbitrarily well. The first layer

is referred to as the “input layer” with the chief purpose of distributing the values they

receive to the next layer which is termed the “hidden layer”. The final layer is the “out-

put” layer, neurons in this layer utilise a pure linear activation function with the objective

of scaling the range of outputs which is limited from the sigmoidal stages. The network

is trained using a process whereby the error between target vectors and actual output is

propagated back through the network from output layer to input layer adjusting network

layer weights according to an error minimisation process. The learning algorithm for

multilayer neural networks referred to as the “backpropagation rule” or the “generalised
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deltarule” is extensively outlined in [161].

6.3 Proposed Neural Network Fringe Calibration

The proposed fringe calibration employs neural networks to reverse engineer the projec-

tion capture response exploiting the generalisation and nonlinear mapping abilities asso-

ciated with neural networks. The technique endeavors to reproduce captured structured

light patterns devoid of aberration from captured aberrated data via a multi-layer feedfor-

ward backpropagation neural network operating as a nonlinear signal map.

Considering the captured gamma distorted fringe projected onto the reference plane

given by

ĝ0(x, y) = [a(x, y) + b(x, y) cos(2πf0x+ φ0(x, y))]
γ , (6.3)

anN x M fringe image,̂I, can be defined as

Î(m,n) = ĝ0(x, y) (6.4)

wherem andn represent the discrete sample co-ordinates of the continuousx andy co-

ordinate sets for the distorted reference fringe distribution. Furthermore, a single training

vector representing a non-aberrated fringe cross-section denotedT (m), can be defined as

T (m) = a+ b cos(2πf0m+ φ0(m)). (6.5)

The training vectorT represents the anticipated or desired fringe intensity distribution,

such as the software input to a digital projection source with included phase modulation

as described by Equation (2.10).

Considering now only a single cross section ofÎ, (i.e. Î(m, a) for some arbitrary value

a ∈ n = 0, 1, 2, 3...N wherem = 0, 1, 2, 3....M ) a simple feedforward backpropagation

neural networkNa, as seen in Figure6.2, can be trained to map betweenÎ(m, a) and

I(m, a), the output of the neural network. Mathematically,

I(m, a) = f2

(∑
W2f1(Î(m, a)W1)

)
(6.6)

form = 0, 1, 2, 3.....M,
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Figure6.2: Proposed Multilayer Signal Mapping Calibration Neural Network for arbitrary

a ∈ n = 0, 1, 2, 3...N

where

W1 =
[
w11 w12 w13 w14 w15

]T
.

and

W2 =
[
w11 w21 w31 w41 w51

]
.

andf1() andf2() are the appropriate activation functions for the corresponding layers.

Extending the calibration to the entire image we have

I(m,n) = f2

(∑
W2f1(Î(m,n)W1)

)
(6.7)

form = 0, 1, 2, 3.....M,

andn = 0, 1, 2, 3.....N,

whereI(m,n) is the output of the neural network for themth andnth sample of the

reference image andW1 andW2 are the corresponding weight matrices.

Similarly, for a deformed fringe pattern given by

ĝ(x, y) = [a(x, y) + b(x, y) cos(2πf0x+ φ0(x, y) + φ(x, y))]γ , (6.8)
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anN x M fringe image denoted by,̂D, can be defined and further by employing the

trained neural networkNa, a calibrated image,D, can be obtained.

D(m,n) = f2

(∑
W2f1(D̂(m,n)W1)

)
(6.9)

form = 0, 1, 2, 3.....M,

andn = 0, 1, 2, 3.....N,

An important issue to highlight for the proposed neural approach is the assumption

that the systemγ is a spatially uniform phenomena independent of variablesx andy.

This assumption makes it possible to train just a single neural network to calibrate the

entire fringe image. In practice the Display Gamma non-linearities may not be explicitly

spatially uniform and therefore dependent on bothx andy. Hence to ensure a more reli-

able gamma correction process in the presence of spatially non-uniform Display Gamma

an individual neural networkNn should be trained for each cross-section ofÎ.

Nevertheless, once all images have been calibrated (for both the reference and de-

formed cases) the estimation of phase componentω(x, y) can be more effectively under-

taken byγ sensitive fringe processing algorithms such as 3 Step PMP or FTP.

6.3.1 Neural Network Design

Clearly, the design of any neural network is governed by the problem in which the network

is attempting to solve. In this particular case the neural network is attempting to model

the nonlinear intensity response otherwise referred to as Display Gamma. Therefore, the

type of activation functions, the training of the network and moreover the dimension (in

terms of number neurons in the hidden layer) are all directly dependent on the camera /

projector nonlinear intensity response.

Based on the Display Gamma modeling presented in Chapter4 it was empirically

found that a network with 5 neurons in the hidden layer was ideal in terms of training

convergence and furthermore, accurate approximation of the Display Gamma nonlinear

intensity response. Clearly, from a practical perspective the optimum number of neurons

in the hidden layer and training optimisation may vary from system to system as the

camera / projector intensity response varies. Further details in regard to the ANN design

and moreover the validation of the approach is subsequently outlined in Section6.4.
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6.3.2 Noise Removal

Whilst neural networks demonstrate strong non-linear mapping abilities, in the presence

of random processes such as additive gaussian noise, the performance of neural networks

for such purposes can be somewhat limited. Hence, an effective fringe noise removal

process is necessary prior to the neural network phase to maximize the performance of

the neural network calibration.

Traditionally, the removal of noise from a fringe image will involve some form of

filtering. Typically, the filtering will be performed in either the spatial frequency do-

main [149] or in the spatial domain [116,150,151] through convolution based, adaptive or

non-linear processing. Relative to spatial domain approaches spatial frequency techniques

are often quite computationally demanding considering the requirement for a Fourier and

Inverse Fourier Transformation of the signal of interest. The computational requirements

for spatial frequency domain approaches often make real-time spatial frequency applica-

tions significantly more challenging and thereby spatial domain approaches are more ap-

propriate under these conditions. Spatial domain techniques utilise neighbourhood spatial

coherence and neighborhood pixel value homogeneity as a basis for calculating filtered

pixel values [162].

Gaussian smoothing is a noise suppression technique where a “bell-shaped” gaussian

kernel is utilised to act as a spatial lowpass filter with the intention to blur an image. A

typical 1-D gaussian kernel is formed as:

G(x) = ke−
x2

2σ2 (6.10)

where,

k =
1∑

x

e−
x2

2σ2

In contrast to a mean or averaging filter with a rectangular kernel (which oscillates in

the spatial frequency domain), the gaussian approach presents a similar gaussian form in

the spatial frequency domain. The gaussian approach can therefore ensure an accurate

attenuation of the appropriate frequency components provided the gaussian parameters

are appropriately selected [163]. Since the phase modulation an object introduces into a
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fringepattern is considered to be slowly varying in contrast to the fringe carrier frequency

and more importantly the signal noise, the blurring caused by the Gaussian smoothing

process introduces minimal error provided the appropriate kernel parameters are selected.

It is important to note that in this case a filtering technique has been chosen based

on the particular characteristics of the noise present in the fringe pattern. Obviously a

gaussian smoothing technique will perform poorly in the presence of “salt and pepper”

or impulsive noise, due to its point spreading nature. A more appropriate spatial filter for

such an application would be the non-linear median filter [151,163]

6.4 Simulation

In order to test the validity of the proposed calibration technique, simulation analysis

involving the emulation of digitally projected fringe image was undertaken. The aber-

rated fringe was calibrated using the technique outlined in Section6.3and both the non-

calibrated and calibrated fringe images processed using the well known 3-step PMP and

FTP methods. The simulated reference fringe set can be expressed as

ĝ0n(x, y) = [a+ b cos(2πf0x+ φ0(x, y) + 2πn/N)]γ + n0(x, y), (6.11)

for n = 0, 1, 2....N − 1

where

a =
127.5

255
, b =

127.5

255

γ = 2.2,

whereN = 3 for the 3-step algorithm andN = 1 for FTP, the noise vectorn0(x, y) was

added to yield an SNR of 25dB. Consequentially, the deformed phase modulated image

is

ĝn(x, y) = [a+ b cos(2πf0x+ φ0(x, y) + φ(x, y) + 2πn/N)]γ + n0(x, y), (6.12)

for n = 0, 1, 2....N − 1
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whereφ(x, y) represents a hemispherical convex shape as seen in all other previous sim-

ulations. It is also important to note that noise vectorsn0(x, y) are generated for each

fringe image independently, as to properly emulate practical conditions.

The system parametersl0, d0 andf0 were chosen to be 5m and 2m and 10 fringes/m

respectively, corresponding to a spatial period of 100mm if we assume an image spatial

resolution of 1 pixel/mm. The simulated captured intensity distributionsĝ0(x, y) and

ĝ(x, y) for n = 0 are shown as Figures6.3(b) and6.3(c) respectively with Figure6.3(d)

displaying an arbitrary cross section of theĝ0(x, y).

The noise was removed from the simulated fringes using the gaussian smoothing tech-

nique described in Section6.3.2, with filter kernel parameterσ and filter size of 10.5 and

35 samples respectively for the designated 25dB SNR. Given the gamma nonlinearity in-

dependence of the variabley, a single neural network as described in Section6.3 was

trained using a Levenberg-Marquardt numerical optimisation variation of the backpropa-

gation algorithm [164] with target vector

R(x) = a+ b cos(2πf0x+ φ0(x, y)), (6.13)

It was found that a neural network with a single hidden layer of 5 neurons utilising a

tansigmoidal activation functionf and a pure linear output stage was ideal.

The filtered distorted fringe imageŝg0n(x, y) andĝn(x, y) were applied to the neural

network to yield the calibratedg0n(x, y) andgn(x, y) images. A standard 3 step PMP

and FTP technique was used to extract the phase distributionφ(x, y) for both calibrated

and non-calibrated imagesg0n(x, y) andgn(x, y) andĝ0n(x, y) andĝn(x, y) respectively

(including the phase shifted calibrated and non-calibrated images required for the 3-step

PMP algorithm). Table6.1displays the absolute mean profile reconstruction errors along

with corresponding standard deviations for both the calibrated and non-calibrated situa-

tions for both the 3-step PMP and FTP techniques.

For the PMP case the mean measurement error has been improved from 5.4328mm

to 0.5055mm improving the accuracy by more than 90%, while for the FTP case we

observed an improvement from 6.2572mm to 0.9861mm, equating to an improvement of

more than 84%. Figures6.4 and6.5 visually demonstrate the improvement for both the

PMP and FTP cases. Figure6.4 displays the complete reconstruction of the simulated

hemispherical diffuse surface for calibrated and non-calibrated images, while Figure6.5
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(a) Simulated Phase Distribution|φ(x, y)| (b) ĝ00(x, y)

(c) ĝ0(x, y) (d) Arbitrary Cross Section̂g00(x, y)

Figure 6.3: Simulated phase distribution, reference / deformed fringe and fringe cross-

section
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PMP(N = 3) FTP

ε̄ (mm) σ̄ ε̄ (mm)) σ̄

Non-Calibrated 5.4328 4.9113 6.2572 4.7206

Calibrated 0.5055 0.4000 0.9861 0.7903

Table 6.1: Calibrated and Non-Calibrated Absolute Mean Profile Reconstruction Errors

and Standard Deviations.

shows an arbitrary cross-section of the reconstructed surface for both PMP and FTP cases.

Note that the actual height distribution is represented by the solid line, the calibrated result

is shown by the dashed line and, the dotted curve represents the non-calibrated case for

both Figures6.5 (a) and (b). The errors introduced as a result of the fringe anomalies

present in the simulated fringe pattern are clearly evident as shown by the dotted curves

in Figure6.5. Figure6.5 also clearly reveals the successful calibration of the simulated

fringe visually, with the calibrated reconstruction a much more accurate representation of

the simulated diffuse surface.

6.5 Performance Comparison with existing approaches

6.5.1 Simple Filter Based Technique

Traditionally, filtering techniques are often utilised to attenuate unwanted spectral compo-

nents present in noisy and distorted signals. These techniques are often very effective and

could be successfully employed to enhance the quality of captured digital fringe images.

However, filtering techniques are computationally demanding and introduce phase arti-

facts impacting the object height information modulated into the fringe image and there-

fore inevitably reduce reconstruction accuracy. In addition to these limitations filtering

methods typically present transient periods where the filter buffer is not fully initialised,

ultimately resulting in a reduction of the resolution of the final reconstructed 3D surface.

Insight into the limitations discussed above is highlighted by contrasting the neural

approach and a simple low-pass filter. For this study it has been assumed that each cal-

ibration approach has been previously initialised prior to application i.e. initial neural
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(a) 3-Step PMP Calibrated (b) 3-Step PMP Non-Calibrated

(c) FTP Calibrated (d) FTP Non-Calibrated

Figure 6.4: Simulated reconstructed surfaces for 3-Step PMP and FTP with and without

neural network calibration
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(a) 3-Step PMP (b) FTP

Figure 6.5: Cross section of reconstructed surface for simulated fringe images for both

calibrated and non-calibrated scenarios

network training and filter coefficient selection has been undertaken for each of the re-

spective approaches. Two low-pass filters are tested; one with 10 filter taps and a second

with 100 filter taps. With the neural network approach utilising the same design topology

as depicted in Figure6.2 the 10 tap filter and the neural network approach can be con-

sidered approximately equivalent in terms of multiple/add complexity on a sample per

sample basis. Symmetric Finite Impulse Response (FIR) filters were employed to yield

an easily predicted constant phase response (translating to a simple delay in the spatial do-

main) in comparison to the non-linear phase response of Infinite Impulse Response (IIR)

filters.

To contrast the ability of each technique to remove the nonlinearities from projected

digital fringes, the performance of each approach is evaluated in ideal noiseless condi-

tions. The noiseless distorted fringe images were filtered using the 10 tap and 100 tap

low-pass filters and then utilised in the 3 Step PMP fringe processing algorithm to recon-

struct the object simulated in the previous section. The distorted fringe set is identical to

that specified in the previous simulation withγ = 2.2, however, withn0(x, y) = 0. The

results of this study can be seen in Table6.2. As can be seen for a similar computation

burden the 10 tap filter has marginally improved the reconstruction result. The 100 tap

filter has significantly improved the result, however, it still struggles to compete with the

neural approach which is more than 10 times more computationally efficient after network
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Technique ε̄ (mm) σ̄ (mm)

Non-Calibrated 4.5782 4.8747

Neural Network 0.0443 0.0471

10 Tap Low-pass Filter 4.4955 4.7847

100 Tap Low-pass Filter 0.5990 0.6231

Table 6.2: Absolute Mean Errors (ε̄) and Standard Deviations (σ̄) for Neural and Filter

Calibration

training.

Figure 6.6 displays an arbitrary cross-section of the reconstructed surfaces for the

non-calibrated case, the neural approach, the 10 tap and 100 tap filters respectively. It is

evident that the 10 tap low-pass filter has done little to alleviate the fringe anomalies in

contrast to the 100 tap filter. An important aspect to note is the attenuation of the higher

frequency content in the 100 tap reconstructed surface corresponding to high fringe modu-

lation around the base of the surface. This result is commonplace when using FIR filtering

techniques. The problem can be somewhat compensated for through more complex filter

design, however, such an approach will typically incur further computation.

6.5.2 Double Three-Step

To further demonstrate the proficiency of the neural network fringe calibration technique,

the approach is compared with the Double Three Step algorithm. The Double Three Step

algorithm is a technique often quoted in literature as a viable solution for Display Gamma

related fringe non-linearities. Again the distorted fringe set is identical to that specified

in the previous simulation withγ = 2.2, however, withn0(x, y) = 0. Figure6.7displays

an arbitrary cross-section for both the neural calibration and also the Double Three Step

technique respectively, while Table6.3 displays the absolute mean error and standard

deviation for each technique. Clearly, the neural approach is more effective in minimising

the Display Gamma related errors and furthermore can do so, much more efficiently, with

only half the data required relative to the Double Three Step approach. It is however
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(a) Non-calibrated (b) Neural Calibration

(c) 10 Tap Filter (d) 100 Tap Filter

Figure 6.6: Cross-sections of Reconstructed Surface for Non-calibrated, Neural Calibra-

tion and Filtering Calibration, 10 Tap and 100 Tap

important to note that this is a theoretical comparison of the two approaches, where the

influence of additional practical phenomena such as temporal luminance artifacts and

noise are not considered. Under these conditions the additional images associated with

the Double Three Step method are likely to combat the additional fringe phenomena.

6.6 Experimental Verification

In order to verify the physical application of neural networks to signal calibration, practi-

cal experimental results were established by profiling a diffuse object. A set of sinusoidal
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Technique ε̄ (mm) σ̄ (mm)

Non-Calibrated 4.5782 4.8747

Neural Network 0.0443 0.0471

Double Three Step 0.6606 0.7179

Table 6.3: Absolute Mean Errors (ε̄) and Standard Deviations (σ̄) for Neural and Double

Three Step Technique

(a) Neural Calibration (b) Double Three Step

Figure 6.7: Cross section of reconstructed surface for neural calibration and Double Three

Step scenario

fringe patterns were projected onto a diffuse surface using an InFocus LP530 digital video

projector and captured using a MS3100 3-CCD camera. The resolution of the CCD cam-

era is 1392 x 1039 pixels with a field of vision 260 x 194mm2. This corresponds to a

captured fringe pattern with a spatial resolution of 0.1868 mm/pixel, yielding a spatial

period of 25.7mm equating to a spatial frequencyf0 of 38.9 fringes/m. It is important to

again note that the selection of system parameters is arbitrary, however, to convey as much

relevance to the simulation results as possible, the spatial period of the projected fringe

images was adjusted such that approximately 10 fringes spanned the entire measurement

volume.

System parametersl0 andd0 were measured to be 2m and 0.81m respectively. The

profiled surface was a convex dome shape as seen in Figure6.8(a). The maximum height
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(a) Experimental surface (b) Reference Fringe

(c) Deformed Fringe (d) Fringe cross section

Figure 6.8: Experimental object and fringe patterns

of the hemispherical surface is 22.8mm with a diameter of 99mm with the thickness of the

base material being 16mm. Figure6.8(d) displays a cross section of one of the projected

fringe patterns where the nonlinear distortion is quite clearly observed. The distorted

fringe images were calibrated using the neural network approach and both the 3 step PMP

and FTP techniques were used to reconstruct the profile of the diffuse surface. Figure

6.9displays the reconstructed surfaces for both calibrated and non-calibrated images for

both the 3 step PMP and FTP techniques. An arbitrarily selected cross-section of the

reconstructed surface is shown in Figures6.10 (a) and (b) for both the PMP and FTP

techniques respectively. The non-calibrated reconstruction is indicated with the dashed

line with solid line indicating the calibrated reconstruction. It can be clearly seen that
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(a) 3-Step PMP Calibrated (b) 3-Step PMP Non-Calibrated

(c) FTP Calibrated (d) FTP Non-Calibrated

Figure 6.9: Experimental reconstructions for 3 Step PMP and FTP techniques with and

without neural network calibration

the neural network calibration technique has been successful in reducing the non-linear

distortions associated with the projection /capture system.

6.7 Multi-channel Digital Fringe Calibration using Neu-

ral Networks

As outlined in Section3.5 digital multi-channel applications present significantly more

complex fringe signals relative to the single channel scenario. Therefore, the requirement

for effective yet robust fringe calibration is considered a mandatory process for princi-
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(a) 3-Step PMP (b) FTP

Figure 6.10: Cross section of Experimental reconstructions for both 3 Step PMP and FTP

techniques

ple multi-channel approaches. In the past, solutions to counter such fringe anomalies

typically involve photometric calibration. To alleviate the non-linear luminance effects,

multiple intensity distributions varying over the full range of luminance values for each

channel are recorded and a camera / projector luminance curve is fitted [88,90]. Similarly,

to facilitate the adequate separation of a multi-channel fringe into its individual colour

components, a number of colour images are projected / captured and a mixing matrix

representing the portion of colour leakage to and from each channel is formed [88,139].

Oftensuch approaches can be laborious, time consuming, require a substantial amount of

additional data and are typically nonresilient to environmental change.

Considering the notable success of the neural fringe calibration approach for the single

channel scenario, one is motivated to extend the concept to the multi-channel case. Further

given the significant increase in the amount of data typically required for photometric

multi-channel calibration, the neural fringe calibration technique lends itself as an ideal

solution for multi-channel fringe calibration since no additional data is required.

6.7.1 Principle Digital Multi-channel Fringe Profilometry

The ability to project and acquire colour fringe images has made possible the realtime

application of popular non-single shot approaches such as PMP. Probably the most ex-
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ploitedmulti-channel technique is the 3 Step PMP approach since all required data can be

obtained in a single exposure. The principle digital multi-channel fringe can be given as
ˆr(x, y)

ˆg(x, y)

ˆb(x, y)

 = K̂


[a+ b cos(ω(x, y))]γR

[a+ b cos(ω(x, y) + 2π/3)]γG

[a+ b cos(ω(x, y) + 4π/3)]γB

 (6.14)

where ˆr(x, y), ˆg(x, y) and ˆb(x, y) represent the signals obtained at the respective colour

CCD sensors of the acquisition device and,γR, γG andγB denote the non-linear luminance

Display Gamma characteristics for the red, green and blue colour channels, respectively.

The mixing matrix is given by

K̂ =


1 kGR kBR

kRG 1 kBG

kRB kGB 1


wherekXY represents the normalised proportion of colour coupling between the appro-

priate channels. Therefore substituting Equation (6.14) into Equation (2.18) withN = 3,

an estimation of phase componentω(x, y) and henceh(x, y) can be obtained in just a

single image.

Examining Equation (6.14) reveals the considerable non-sinusoidal attributes associ-

ated with the multi-channel application and can therefore provide further insight into the

various errors introduced into the measurement. The significance and nature of the Dis-

play Gamma related errors has already been extensively detailed previously, however, the

measurement error associated with the coupling of colour channels has yet to be exam-

ined.

6.7.2 Error Analysis

This section investigates the influence the colour channel coupling effect has on the prin-

ciple multi-channel phase measuring algorithm. Firstly, we assume similar linear channel

luminanceγR = γG = γB = 1. Clearly this is not true in practice, however, such assump-

tions help provide insight into the nature and also gauge the magnitude of resulting phase
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measuringerror. We can then denote the general amplitude,ψn and phase angle,ζn, of a

crosstalk fringe as

ψn =
√

3(kn1 − kn2)2 + (2kn0 − kn1 − kn2)2 (6.15)

ζn = arctan

( √
3(kn1 − kn2)

2kn0 − kn1 − kn2

)
(6.16)

wherekn0, kn1 andkn2 for 0 ≤ kn,012 < 1 denotethe normalised proportion of channels 1,

2 and 3, respectively, for thenth fringe image with corresponding0, 2π/3 and4π/3 phase

shift. If we now assume the amplitude components of each fringe have been normalised

i.e. ψn = ψn = ψn = ψ, we can see that a phase error for each fringe will be propagated

through the phase measuring algorithm

ω̂ = arctan

( √
3 (cos(ω + ζ1)− cos(ω + ζ2))

2 cos(ω + ζ0)− cos(ω + ζ1)− cos(θ + ζ2)

)
(6.17)

whereω̂ represents the predicted value ofω, as evaluated in the presence of the colour

coupling. Substituting Equation (6.16) into Equation (6.17) yields the phase predictionω̂

as

ω̂ = arctan

(√
3(α cosω +

√
3η sinω)

ρ cosω +
√

3χ sinω

)
(6.18)

where

α = 2(k10 − k20)− k12 + k21

η = k21 + k12 − 2

ρ = 6− 2(k01 + k02 + k10 + k20) + k12 + k21

χ = 2(k02 − k01)− k12 + k21

Hence, it can be seen that the error introduced by the coupling of the colour channels is a

function of the four crosstalk variables,α, η, ε andχ and alsoω, and so we can conclude

that the error will not only depend on the amount of crosstalk but also on the surface to

be profiled.
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6.7.3 Proposed Multi-channel Fringe Calibration Technique

Due to the nature of the multi-channel fringe anomalies we propose a two step calibra-

tion process; firstly the colour channel coupling is removed, followed by the intensity

linearisation of each channel by the neural network approach.

6.7.3.1 Counter Coupling of Colour Channels

For most commercial digital video projectors, significant leakage from just one channel

is typically observed, and therefore, only two coupling factors are considered influential

[139]. If we now consider just two coupling factors and examine Equation (6.18) it can

be revealed that colour channel selection would not lead to a significant improvement in

the prediction ofω. Hence, in order to ensure the accurate prediction ofω, the accurate

prediction of mixing matrixK̂ and thus isolation of each fringe is essential. IfK̂ is known

the coupling can be removed as follows
r(x, y)

g(x, y)

b(x, y)

 = K.


ˆr(x, y)

ˆg(x, y)

ˆb(x, y)

 (6.19)

where

K =


1 −kGR −kBR

−kRG 1 −kBG

−kRB −kGB 1


SinceK is a distinctive variable set for each projector camera arrangement it must be

measured by photometric processes.

6.7.3.2 Multi-channel Display Gamma Non-linear Luminance

Subsequent to the counter coupling of colour channels the intensity of each channel is lin-

earised and normalised via the neural network based approach as outlined in Section6.3.

The only differentiation between the single channel and multi-channel implementations

is the training of three individual neural networks to compensate for the three individual

Display Gamma non-linear luminance responses.
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6.7.4 Simulation

To validate and also gauge the performance of the proposed calibration technique we

simulate the reconstruction of a diffuse surfaceh(x, y), illuminated by the multi-channel

fringe described as follows
ˆr(x, y)

ˆg(x, y)

ˆb(x, y)

 = K


[a+ b cos(2πf0x)]

γR

[a+ b cos(2πf0x+ 2π/3)]γG

[a+ b cos(2πf0x+ 4π/3)]γB

 (6.20)

γr, γg andγb were chosen to be 2.2, 2.5, and 2.1 respectively with an appropriately sim-

ulated mixing matrixK. System parametersl0, d0 andf0 were chosen to be 5m and 2m

and 10 fringes/m respectively, corresponding to a spatial period of 100mm if we assume

an image spatial resolution of 1 pixel/mm. Fringe parametersa andb were chosen to be

equivalent to maximise the influence of the non-linearγ distortion. We reconstruct the

non-calibrated and calibrated fringe images using the phase measuring algorithm. Table

6.4 displays the mean absolute measuring errorε̄ and standard deviation̄σ for both the

calibrated and non-calibrated cases. A visual representation of the simulated fringe,

PMP(N = 3)

ε̄ (mm) σ̄ (mm)

Non-Calibrated 5.443 5.4967

Calibrated 0.0403 0.0427

Table 6.4: Calibrated and Non-calibrated mean absolute reconstruction errors and stan-

dard deviations.

hemispherical test surface and calibrated and non-calibrated reconstructions can be seen

in Figure6.11. The improvement for the calibrated fringe in contrast to the non-calibrated

is clearly evident visually.

6.7.5 Experimentation Verification

In order to verify the physical application of the multi-channel fringe calibration approach,

practical experimental results were established through the profiling of a diffuse surface.
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(a) Typical Multi-channel Fringe (b) Simulated 3D surface,h(x, y)

(c) Non-calibrated reconstruction (d) Calibrated reconstruction

Figure 6.11: Simulated reconstructed surface with and without the proposed fringe cali-

bration
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(a) Experimental surface (b) Reference Fringe Cross-section

(c) Non-calibrated Reconstruction (d) Calibrated Reconstruction

Figure 6.12: Multi-channel Experimental Results

A multi-channel sinusoidal fringe pattern was projected using a Hitachi CP-X260 LCD

digital video projector and captured using a DuncanTech MS3100 3-CCD camera. The

spatial resolution of the captured fringe image was measured to be 0.215 mm/pixel, yield-

ing a spatial period of 30.9mm equating to a spatial frequencyf0 of 32.4 fringes/m1.

Systemparametersl0 andd0 were measured to be approximately 1.405m and 0.465m re-

spectively. The profiled surface was a convex dome shape as seen in Figure6.12(a). The

maximum height of the hemispherical surface is 22.8mm with a diameter of 99mm with

the thickness of the base material being 16mm.

1Againf0 was adjusted to provide as much correspondence to the simulated scenario
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It was found that the only significant colour channel coupling was from the green to

red and green to blue channels, all other terms in the mixing matrix were ignored. The

photometric measurement ofkrg kbg was undertaken via the projection of a pure green

fringe and the red and blue components were measured. To ensure the integrity of the

assumption of a static mixing matrix a high intensity fringe was projected, witha = 150

andb = 100. Despite our efforts to justify a uniform colour mixing, the colour mixing

presented spatial attributes.

The projected fringe was filtered using the gaussian smoothing technique to maximise

the performance of the neural approach. The three neural networks as described in Section

6.3were used to counter the channelγ non-linearity sample by sample. The reconstructed

surfaces for the non-calibrated and calibrated fringes is shown as Figures6.12 (c) and

(d) respectively. A cross-section of the reconstructed surface for both the calibrated and

non-calibrated cases is shown in Figures6.13(a) and (b). The calibration technique has

clearly been successful in minimising the associated fringe errors, however, a significant

phase measuring error is still evident as indicated in Figure6.13. Considering the notable

success of the application of the neural network approach for single channel scenario the

error can be attributed to the inadequate isolation of each colour channel, which then led

to the poor training of the neural networks. It is believed that the static approximation of

the mixing matrix given by Equation (6.19) is too strong an approximation of the actual

mixing process [165,166].

6.8 Summary

This chapter proposed, verified and demonstrated the application of neural networks

for gamma correction of digitally projected fringe images. Unlike previously proposed

gamma correction techniques, the neural fringe calibration technique requires no addi-

tional data acquisition with effective calibration requiring no more than a single cross-

section of a reference fringe. Further, the neural approach was shown to significantly out-

perform simple filter based techniques of similar computational complexity. The neural

calibration was also theoretically shown to be more effective and efficient in minimis-

ing Display Gamma related measurement errors relative to the apparent Display Gamma
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(a) Non-calibrated Reconstruction (b) Calibrated Reconstruction

Figure 6.13: Cross-section of reconstructed diffuse surface seen in Figure6.12(a)

insensitive Double Three Step approach.

Given the reduced data requirements for the neural approach its application for multi-

channel fringe calibration was also considered. The neural approach was shown to be

somewhat effective for this purpose, however, the empirical isolation of each colour

channel significantly impeded the effectiveness of the calibration approach in the multi-

channel scenario.



Chapter 7

Conclusions and Suggestions for

Further Research

7.1 Conclusions

The collective research initiative of the work presented in this thesis has been divided

between two principle objectives. The first objective of this thesis has been to effectively

identify, describe and study the limitations associated with the application of DVP for

Fringe Projection 3D sensing techniques, while the second objective of the work has been

concerned with improving the effectiveness of the deployment of DVP for Fringe Pro-

jection 3D sensors. The first objective has been facilitated through extensive analytical,

computer and practical analysis of the application of DVP for Fringe Projection 3D sens-

ing (Chapters3, 4 and 5), while the second objective has been facilitated through the

proposal and verification of novel digital fringe calibration procedures (Chapters5 and

6).

Initially, as demonstrated in Chapter3, the concept of DVP for Fringe Projection 3D

sensing was introduced and the key shortcomings of the digitally projected fringe image

established. With the insight of the key projection limitations a novel phase emulation ap-

proach was proposed and employed to assess the integrity of the application of DVP for

Fringe Projection. More specifically, the phase emulation approach was utilised to estab-

lish insight into the veracity of the two chief DVP technologies (LCD and DLP) as a re-

liable fringe projection source, for both single and multi-channel scenarios. It was found

193
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that the deployment of DLP technology for Fringe Projection ideally requires the syn-

chronisation of projection and acquisition devices to ensure the appropriate attenuation of

temporal fringe artifacts for both the single and multi-channel scenarios. Furthermore, by

this empirical analysis the most significant and prominent DVP Fringe Projection short-

coming was revealed to be the camera / projector non-linear intensity response. This result

was found to be equally significant and commonplace for both LCD and DLP projection

technologies.

Following the findings presented in Chapter3, the camera / projector non-linear inten-

sity phenomena was examined more closely. Chapter4 described the camera / projector

non-linear intensity response as being characterised by the projector Display Gamma lu-

minance response. The harmonic structure and magnitude of a typical digitally projected

fringe was analytically studied and an approximate analysis framework was formed. Given

the analytical framework, the influence ofγ for a range of fringe processing algorithms

was analytically established by defining a set of functions describing both the residual

phase error and associated sensitivity of the phase measuring process in the presence of

Display Gamma. The validity of the analytical findings was later established by com-

putational evaluation and, furthermore, by practical experimentation via the phase emu-

lation approach. The results of this study revealed the true Display Gamma sensitivity

for a range of well exploited fringe processing algorithms, clarifying the previously mis-

construed issue [96]. The vulnerabilities of the purpose designed Double Three Step

technique were also exposed, with the standard 4 Step PMP technique shown to be more

resilient in the presence ofγ distortion. A further important conclusion revealed by this in-

vestigation was the confirmation of a heightenγ sensitivity for minimum step techniques

(including FTP). This result is particularly important as it signifies the considerable role

gamma correction has in the effective application of DVP for dynamic fringe profiling

implementations.

Although many aspects of the Display Gamma investigations demonstrated in Chap-

ters3 and4 complement their respective findings, a distinct contradiction in regard to

the frequency dependence of the resulting Display Gamma residual phase error had been

revealed. The practical Display Gamma findings presented in Chapter3 demonstrated a

frequency dependence, while Chapter4 demonstrated a theoretical frequency indepen-
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dence.The conspicuous nature of the contradiction fueled the need to further facilitate

a more thorough investigation into the practical nature of the Display Gamma phenom-

ena and moreover the practical gamma distorted fringe. Consequentially, Chapter5 was

concerned with investigating the additional practical phenomena associated with a pro-

jected gamma distorted fringe. More specifically, Chapter5 examined the manipulation

of fringe offset and contrast parameters, the temporal fringe artifacts associated with Dis-

play Gamma and the effects of the projection optics on the formation of digitally projected

fringe images.

The harmonic dependence of a gamma distorted fringe on the fringe offset and con-

trast parameters was demonstrated and, moreover, the effective manipulation of fringe off-

set and contrast to minimise gamma associated reconstruction errors was experimentally

verified. Further, the important practical correlation between fringe contrast and SNR was

demonstrated. Although it was shown that the effective manipulation of fringe parameters

could yield digital fringe optimisation, the practical limitations of a diminished SNR re-

sulting from finite projection / acquisition device fidelity was shown to ultimately inhibit

the approach.

The important issue of temporal non-linear luminance was investigated by studying

the effects of temporal Display Gamma for the well exploited minimum shot FTP fringe

processing algorithm. The analytical findings of this investigation were verified by simu-

lation analysis and further a practical example of the temporal variation of the luminance

was demonstrated. The practical temporal variation was then utilised in a computer simu-

lated reconstruction to demonstrate the influence of temporal Display Gamma. The results

of this analysis revealed a ripple function present on the reference plane object. The rip-

pling of the reference plane was further identified as a key indication of the presence of

temporal fringe artifacts. Although this derivation was primarily concerned with the FTP

method, the results can be extended to gain an understanding of the temporal Display

Gamma behaviour for stepping approaches and, furthermore, to provide insight into the

influence of temporal Display Gamma for gamma corrected systems.

The final investigation presented in Chapter5 was concerned with examining the dig-

ital fringe image formation process. This entailed the derivation of the optical modulation

transfer function for the projection optics of the typical DVP source. The validity of
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this study and hence the effectiveness of digital fringe optimisation by projector defo-

cusing was verified by defining the minimum stepping requirements to eliminate gamma

related phase estimation errors for stepping fringe processing techniques. These findings

were demonstrated through both simulation and empirical analysis. It was shown that the

Display Gamma residual error commonplace with typical values ofγ can be effectively

eliminated by employing the 4 Step PMP variation with a simple defocusing optimisation.

In other words, it was shown that by marginally increasing the data requirements, the need

for Display Gamma compensation techniques can be omitted with no additional compu-

tational overhead. This result is particularly interesting when considering the amount of

research effort aimed at gamma correction and / or the alleviation of Display Gamma

related errors for highly gamma sensitive minimum shot techniques. The importance of

this finding for dynamic applications is further highlighted when considering the rapidly

evolving high speed digital acquisition and display technologies.

A further important issue resolved in Chapter5 was the question of the frequency

dependence of the Display Gamma residual phase measuring error. With the insight of

a more formidable theoretical modeling of the practical nature of the gamma distorted

fringe, it was shown that the Display Gamma residual error was in fact a frequency depen-

dent phenomena. The implications of this for lookup table based gamma compensation

approaches which assume frequency independence was also discussed. Our investigation

clearly showed that frequency independence cannot be assumed other than for specific

cases considered in the lookup table.

Finally, Chapter6 proposed, verified and demonstrated the application of neural net-

works for gamma correction of digitally projected fringe images. Unlike previously pro-

posed gamma correction techniques, the neural fringe calibration technique requires no

additional data acquisition with effective calibration requiring no more than a single cross-

section of a reference fringe. Further, the neural approach was shown to significantly

outperform simple filter based techniques of similar computational complexity.

Given the reduced data requirements for the neural approach its application for multi-

channel fringe calibration was also considered. The neural approach was shown to be

somewhat effective for this purpose, however, the experimental isolation of each colour

channel significantly impeded the effectiveness of the calibration approach in the multi-
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channelscenario.

7.2 Suggestions for Further Research

While this thesis has concentrated specifically on improving the deployment of DVP for

3D sensing using Fringe Projection techniques, a number of issues beyond the scope

of this thesis require further attention to facilitate effective Fringe Projection 3D data

acquisition.

Perhaps the most rudimentary yet challenging issue inhibiting the full scale deploy-

ment of Fringe Projection 3D sensing for a diverse range of applications is the infamous

phase unwrapping dilemma. For many of the simulated and actual object shapes demon-

strated in this thesis (given their simplistic geometries) very simple phase unwrapping

procedures suffice for the appropriate estimation of the true phase map. In the practical

environment beyond the laboratory robust and noise resilient phase unwrapping proce-

dures are paramount for the accurate estimation of discontinuous and complex surfaces.

A foreseeable area of research to aid in the phase unwrapping process for Fringe Pro-

jection is the projection of coded sinusoidal fringe images. Combining the coded light

approach with Fringe Projection would ensure reliable scene correspondence, while the

sinusoidal fringe would ascertain the required spatial sensitivity of the measurement. In

fact, it is very likely that 3D sensing apparatus of the future will combine the technology

of multiple sensing techniques, to provide an interpolated result for optimal measure-

ments under various application specific conditions. An interesting development would

likely see the combination and further exploitation of generic signal techniques such as

that proposed by Huet al. [146] with Fringe Projection techniques.

Another important issue to highlight for future work would be the consideration of

temporal ambient lighting conditions for fringe processing. This is particularly inter-

esting considering the significant influence temporal fringe variations present for fringe

processing, as demonstrated in Chapter5. Ambient lighting conditions outside the lab-

oratory scenario would certainly pose as an unpredictable and temporal phenomena and

reliable techniques to address this concern must be considered in future work.

Future endeavors related more specifically to some of the concepts and research pre-
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sentedin this thesis would see a number of aspects of the research extended to further

facilitate the effective application of DVP for Fringe Projection 3D sensing. In particular,

the following issues require further research attention;

• The temporal gamma compensation of digitally projected fringe signals.

• The implications of the assumption of Display Gamma phase residual frequency

dependence for lookup table based gamma compensation and;

• The effective elimination of the coupling of colour channels phenomena.

An important issue to acknowledge in regard to the neural network based digital fringe

calibration presented in Chapter6 is that although the approach can efficiently and effec-

tively calibrate digitally projected fringe images, the solution still fails to address the

temporal aspects associated with Display Gamma. In fact, all current gamma compen-

sation approaches operate under the assumption thatγ is a static phenomena with any

temporal variation ofγ resulting in further phase estimation error. This therefore, sig-

nifies the distinct requirement to further facilitate firstly, an adequate investigation into

the true temporal nature of the digitally projected fringe (for both LCD and DLP pro-

jection technology) and, secondly, the development of temporal gamma compensation

techniques.

As demonstrated in Chapter5 the Display Gamma residual phase error function was

shown to be a frequency dependent phenomena. This finding challenges the frequency

normalisation of phase lookup table based solutions such as that presented by Zhang and

Yau [98]. Considering the possible future exploitation of the novel approach, it is es-

sential to evaluate the shortcomings of the assumption of Display Gamma phase residual

frequency independence. Chapter5 discusses the implications of such assumptions, how-

ever, a thorough mathematical investigation followed up with empirical analysis of the

issue is required for clarification.

Finally, as demonstrated in Chapter6, the application of colour for Fringe Projec-

tion 3D sensing is a difficult task. The most significant outstanding issue that needs to

be addressed before colour can be effectively employed for Fringe Projection is the ade-

quate isolation of each colour channel by removal of the inherent cross-talk that naturally
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arisesin practice. Current solutions proposed on this issue are based on the rudimen-

tary principles of colour theory (as demonstrated in Chapter3) and the assumption that

the mixing is static and linear [88,95,139]. However, through this work the mixing was

shown to present spatial attributes and depending on the projection technology temporal

attributes also. Therefore, this issue requires further attention in the future if colour is to

be effectively utilised in Fringe Projection sensing arrangements. Supplementary to this

shortcoming, a further concern for multi-channel implementations is the influence of the

spectral content of the surface being profiled. This issue has seen current multi-channel

applications effectively limited to the profiling of neutral or uniformly coloured surfaces.



Appendix A

Finite Projection Empirical Verification

In order to demonstrate the validity of the finite projection analytical derivation (as shown

in Chapter3), practical experimental results were established to measure the size of pro-

jected pixels. The experiment utilised an optical arrangement similar to that as seen in

Figure2.3 to project a Ronchi grating onto a flat surface that served as a reference plane.

The plane corresponded to an object with a uniform height distribution and gradient of 0.

Each fringe of the software generated bitmap grating was exactly 10 projected pixels in

width with the intensity varying from white (255,255,255) to black (0,0,0). The Ronchi

distribution was projected using an InFocus LP530 DLP projector with an effective reso-

lution of 1024 by 768 pixels. A DLP projector was selected due to its superior fill factor,

following the fill factor assumption made in the finite projection derivation. The grating

pattern was captured using a DuncanTech MS3100 3-CCD camera with an effective reso-

lution of 1392 by 1039 pixels. To accurately measure the fringe pattern the capture device

was fitted with a zoom lens and placed onto a sliding apparatus enabling precision capture

of the entire projected image. From the captured intensity distribution projected pixel size

was calculated based on fringe widths. To improve the edge detection process and reduce

the influence of temporal intensity variations resulting from the temporal nature of the

DLP projection source, multiple fringe shots were averaged. Furthermore, the temporal

artifacts were further minimised by increasing the integration time of each of the three

CCD sensors in the camera. The index of theith fringe local maximum and minimum

denoted,iMAX andiMIN respectively, were determine by performing a 40 point running

average on the captured Ronchi grating,Ψ(x), to accommodate for spatial variations in

200
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intensityresulting from non-uniformities in both the projection source and also the pro-

jection surface. To further accommodate for this phenomenon the gains of the each of the

3 CCD channels were adjusted such that the mean value of fringe data was approximately

128. The intensity value of theith fringe edgesE(i1) andE(i2) were then determined by

E(i1) =

[
Ψ(iMAX)−Ψ(iMIN)

2

]
+ Ψ(iMIN) (A.0.1)

E(i2) =

[
Ψ([i+ 1]MAX)−Ψ(iMIN)

2

]
+ Ψ(iMIN) (A.0.2)

The original fringe data,Ψ(x), was then linearly interpolated and the fringe data searched

to find the appropriate fringe edges based on the intensity values,E(i1) andE(i2) in terms

of number of camera pixels. The fringe width was then determined using calibration factor

kx = 6.47× 10−5 m/pixel to convert the fringe width from pixels to meters.

System parametersβ, α andl0 were measured as 1.708 rads, 0.00533 rads and 1.896

m respectively to be within 0.08% accuracy. Using these parameters the predicted values

for pixel size as determined by means of the analytical model could be ascertained. Figure

A.1 displays both the experimental and simulated results for fringe size in thex direction,

with the experimental data represented with corresponding error bars and the simulated

data as produced using the model represented by the solid red line. Close examination of

FigureA.1 indicates that from approximately fringe 20 onwards the distribution of the ex-

perimental results closely imitates that of the analytical data, however, the model does not

accurately describe the experimental data for earlier fringes. This error can be attributed

to the characteristics of the projector optics. Considering, that the fundamental assump-

tion made in deriving the model is that the angle subtended by any one pixel is identical,

the supposition that this assumption holds true for the outer edges of the projected image

(where lens abberation is greatest i.e. fringes 1 through to 20) is inaccurate and hence

the model performs poorly under such conditions. Also taking into account the fact that

digital video projectors are designed to project onto flat surfaces from an approximately

orthogonal angle relative to the intended image plane, the projector lens may be designed

to accommodate for more evenly distribution pixel sizes on the edges of the picture, hence

further contributing to aberration effects. Ignoring the data affected by the projector lens

abberation experimental results were found to be within experimental error with an abso-
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luteaverage error of 3.313 x 10−5 m when taking into consideration the calibration factor

kx, with the peak relative error measured being 0.818% with an average relative error of

0.281%.

FigureA.1: Finite Projection Experimental Verification

Apart from the obvious camera quantisation errors, other error sources stem predom-

inantly from the following; measurement of system parametersβ, α andl0 and focusing

of the projector. The former directly impacts the resulting model data and hence accu-

rate measurement of these parameters is essential for accurately predicting projected pixel

size. The measurement errors in system parameters for this experimentation proved neg-

ligible in contrast to the camera quantisation errors. The latter introduces a small degree

of subjectivity into the results as the projector was focused visually and considering that

the projection surface was not orthogonal to the projector optical axis the projector had

to be refocused for different portions of the image. As a consequence of refocusing the

projector, the system parametersα andβ were slightly altered, according to the change

of magnification of the projection optics. For the experimental data shown in Figure2.3

theimage had three distinct focal adjustments made. However, the measurable change in

system parameters and their impact on the resulting model data in contrast with the error
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introducedas a result of the finite spatial size of a camera pixel, this variation was also

considered negligible.

Following the empirical study of the proposed analytical findings it was therefore

concluded that the finite projection model could serve as suitable tool for the prediction

of the theoretical spatial accuracy of a structured light profilometer based on DVP, with

it’s application somewhat limited as a result of the projection optics.



Appendix B

Physical Fringe Projection

Arrangement

The physical Fringe Projection 3D sensing arrangement utilised for much of the work

presented in this dissertation is depicted in the schematic diagram shown as FigureB.1.

As can be seen a Personal Computer (PC) is interfaced to both the projection and capture

FigureB.1: Physical Fringe Projection Arrangement

devices via a video and frame-grabber card respectively. The PC simultaneously controls

the projection and acquisition devices in software and further coordinates the processing

of acquired data. The physical arrangement and sensing system can be broadly charac-

terised into three individual sub-systems; Projection; Acquisition and Software. Each of

the various components will now be further detailed.

204
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B.1 Projection

The projection sub-system is essentially an extension of the PC display system. A dig-

ital video projector is connected to the computer via a Matrox multiple head video card

and configured as an independent display device using standard operating system display

settings. A Matrox Parhelia PH-A128B video card provides both DVI and standard RGB

computer jacks for the projection device. The Matrox card is accompanied with a ”Col-

oreal Visual” software module to facilitate the appropriate configuration of each of the

display outputs individually. The software allows the precise calibration of each display

output in terms of individual colour channel Display Gamma, Brightness and Contrast to

yield a desired display output response.

Primarily, two projection devices were utilised for the various empirical procedures

demonstrated throughout the dissertation; An InFocus LP530 Single Chip DLP projector

and a Hitachi CP-X260 3-LCD projector. The more significant specifications for the two

projectors are displayed in TableB.1.

Specification HitachiCP-X260 InFocus LP530

Technology 1.6cm Poly-Si 3-LCD SingleDLP 0.7” +/-12◦ DDR

Native Resolution 1024x768 1024x768

ContrastRatio 500:1 400:1

Brightness(ANSI Lumens) 2500 2000

Table B.1: Projector Specifications

B.2 Acquisition

The acquisition component of the 3D sensor was specifically selected to accommodate for

both the single and multi-channel environments. A high resolution multi-spectral Duncan-

Tech MS3100 3-CCD camera interfaced to the PC via a National Instruments IMAQ-1428

frame grabber card forms the basis of the acquisition sub-system. The camera utilises a

dichroic prism and three individual imaging channels each with an independent resolution
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of 1392x1040 pixels at an 8 or 10 bit precision to allow for simultaneous high precision

image acquisition through a common aperture. The camera / frame grabber combination

can support a 7.5 frame per second digital video stream corresponding to a maximum data

transfer rate of 14.318 MHz. The hardware / software integration is facilitated though the

NI-IMAQ driver library, which provides a range of functionality to acquire images from

the camera.

The camera is configured via the RS-232 port of the PC. A specialised DTControl

software developed by DuncanTech facilitates the control and configuration of the camera

(although user defined software can also be employed). The DTControl software allows

the individual control of various aspects of the acquisition device including:

• Individual channel gain

• Individual channel integration time and overall integration time

• Quantisation Precision (8 or 10 bit) and;

• Triggering mode

Supplementary to providing the various methods to configure the camera other auxiliary

functionality to display and record images and image data are also made available by the

software.

The camera was fitted with a Nikon NIKKOR 28-70mm zoom lens with a manual

aperture ring and FSTOP rating of 1:3.5-4.5D. The variable focal length provides the

sensing system with a diverse measurement volume.

B.3 Software Interface

The software interface responsible for the integration of hardware components is of Graph-

ical User Interface design and is written in Visual C++ 2005. The software interface serves

to control two distinct roles; Projection Control and Camera Control.

The projection functionality allows the individual colour channel manipulation of

fringe

• Contrast
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• Offset

• Phase and;

• Frequency

Once the user has entered the desired fringe parameters, the image can be drawn on the

projector display. An image displaying the current fringe image on the projection display

is also provided as reference for the user as seen in FigureB.2. In its current state the

functionality to project sinusoidal fringes is in place, however, the application of other

signal types will be considered in future versions of the software.

Figure B.2: Software Interface Screen Shot

The camera control structure provides rudimentary control over the acquisition and

recording of images, with the DTControl software required for more complex configu-

ration and control of the camera. A display image depicting the most current acquired

image from the camera is also provided for user reference as seen in FigureB.2.

While the software interface can be employed to effectively produce and acquire the

required fringe signals and data for 3D sensing, the processing of the acquired data is

‘Please see print copy for image’
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performedby a 3rd party software package, namely, MATLAB. The full co-ordination

and integration of acquisition and processing will be undertaken in a future version of the

software.
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