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Abstract
A photochemical box model constrained by ancillary observations was used to simulate OH and HO\textsubscript{2} concentrations for three days of ambient observations during the HOxComp field campaign held in Jülich, Germany in July 2005. Daytime OH levels observed by four instruments were fairly well reproduced to within 33\% by a base model run (Regional Atmospheric Chemistry Mechanism with updated isoprene chemistry adapted from Master Chemical Mechanism ver. 3.1) with high R\textsuperscript{2} values (0.72-0.97) over a range of isoprene (0.3-2 ppb) and NO (0.1-10 ppb) mixing ratios. Daytime HO\textsubscript{2}(\textsuperscript{*}) levels, reconstructed from the base model results taking into account the sensitivity toward speciated RO\textsubscript{2} (organic peroxy) radicals, as recently reported from one of the participating instruments in the HO\textsubscript{2} measurement mode, were 93\% higher than the observations made by the single instrument. This also indicates an overprediction of the HO\textsubscript{2} to OH recycling. Together with the good model-measurement agreement for OH, it implies a missing OH source in the model. Modeled OH and HO\textsubscript{2}(\textsuperscript{*}) could only be matched to the observations by addition of a strong unknown loss process for HO\textsubscript{2}(\textsuperscript{*}) that recycles OH at a high yield. Adding to the base model, instead, the recently proposed isomerization mechanism of isoprene peroxy radicals (Peeters and Müller, 2010) increased OH and HO\textsubscript{2}(\textsuperscript{*}) by 28\% and 13\% on average. Although these were still only 4\% higher than the OH observations made by one of the instruments, larger overestimations (42-70\%) occurred with respect to the OH observations made by the other three instruments. The overestimation in OH could be diminished only when reactive alkanes (HC\textsubscript{8}) were solely introduced to the model to explain the missing fraction of observed OH reactivity. Moreover, the overprediction of HO\textsubscript{2}(\textsuperscript{*}) became even larger than in the base case. These analyses imply that the rates of the isomerization are not readily supported by the ensemble of radical observations. One of the measurement days was characterized by low isoprene concentrations (\textasciitilde 0.5 ppb) and OH reactivity that was well explained by the observed species, especially before noon. For this selected period, as opposed to the general behavior, the model tended to underestimate HO\textsubscript{2}(\textsuperscript{*}). We found that this tendency is associated with high NO\textsubscript{x} concentrations, suggesting that some HO\textsubscript{2} production or regeneration processes under high NO\textsubscript{x} conditions were being overlooked; this might require revision of ozone production regimes.
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Abstract. A photochemical box model constrained by ancillary observations was used to simulate OH and HO$_2$ concentrations for three days of ambient observations during the HO$_x$Comp field campaign held in Jülich, Germany in July 2005. Daytime OH levels observed by four instruments were fairly well reproduced to within 33% by a base model run (Regional Atmospheric Chemistry Mechanism with updated isoprene chemistry adapted from Master Chemical Mechanism ver. 3.1) with high $R^2$ values (0.72–0.97) over a range of isoprene (0.3–2 ppb) and NO (0.1–10 ppb) mixing ratios. Daytime HO$_2$(*1) levels, reconstructed from the base model results taking into account the sensitivity toward specified RO$_2$ (organic peroxy) radicals, as recently reported from one of the participating instruments in the HO$_2$ measurement mode, were 93% higher than the observations made by the single instrument. This also indicates an overprediction of the HO$_2$ to OH recycling. Together with the good model-measurement agreement for OH, it implies a missing OH source in the model. Modeled OH and HO$_2$(*1) could only be matched to the observations by addition of a strong unknown loss process for HO$_2$(*1) that recycles OH at a high yield. Adding to the base model, instead, the recently proposed isomerization mechanism of isoprene peroxy radicals (Peters and Müller, 2010) increased OH and HO$_2$(*1) by 28% and 13% on average. Although these were still only 4% higher than the OH observations made by one of the instruments, larger overestimations (42–70%) occurred with respect to the OH observations made by the other three instruments. The overestimation in OH could be diminished only when reactive alkanes (HC8) were solely introduced to the model to explain the missing fraction of observed OH reactivity. Moreover, the overprediction of HO$_2$(*1) became even larger than in the base case. These analyses imply that the rates of the isomerization are not readily supported by the ensemble of radical observations. One of the measurement days was characterized by low isoprene concentrations (~0.5 ppb) and OH reactivity that was well explained by the observed species, especially before noon. For this selected
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period, as opposed to the general behavior, the model tended
to underestimate HO$_2$(•). We found that this tendency is
associated with high NO$_x$ concentrations, suggesting that some
HO$_2$ production or regeneration processes under high NO$_x$
conditions were being overlooked; this might require revi-
sion of ozone production regimes.

1 Introduction

Reactions of OH and HO$_2$ radicals in the troposphere consti-
tute the basis of the chemical mechanisms explaining photo-
chemical ozone production and formation of acidic species.
Fundamental radical reactions also control the behaviors of
important chemical species related to global climate change
(e.g., methane). Comparisons of modeled and observed tro-
ospheric OH and HO$_2$ radical concentrations have served as
effective tests of our current understanding of tropospheric
chemistry mechanisms. Past comparisons near the Earth’s
surface and in the air above led to the identification of new
processes essential to the budget of HO$_x$ (OH + HO$_2$) rad-
icals; these processes had previously been missing from our
knowledge (e.g., acetone photolysis, Wennberg et al., 1998).
Although they may not lead to an immediate clarification of
processes, the accumulation of these comparisons at multi-
ple sites is important for the identification of common ten-
dencies. For example, HO$_2$ concentrations are overestimated
in clean coastal regions (Sommariva et al., 2004; Kanaya
et al., 2002, 2007a), and this assists systematic surveying
of the processes responsible for the discrepancies. Recent
observations revealed that OH concentrations under high
volatile organic compound (VOC) and low NO$_x$ conditions
were systematically larger than the modeled concentrations.
Hofzumahaus et al. (2009) and Lu et al. (2012) suggested
that unidentified processes converting RO$_2$ to HO$_2$ and HO$_2$
to OH have an effect in a rural area in the Pearl River Delta
(PRD), China. Martínez et al. (2010), Kubistin et al. (2010),
and Ren et al. (2008) found that OH and HO$_2$ radical concen-
trations measured by aircraft over Suriname and the eastern
United States were higher than those modeled in the plan-
etary boundary layer when accompanied by high isoprene
concentrations emitted from the terrestrial biosphere. Re-
cently, three-dimensional chemical transport models (Peeters
and Müller, 2010; Stavracou et al., 2010; Archibald et al.,
2010) explained the high radical concentration levels ob-
served in regions of biosphere influence at least qualitatively
using isomerization of isoprene peroxy radicals, basically as
proposed by theoretical studies (Peeters et al., 2009; Peeters
and Müller, 2010). Similar underestimation by model calcu-
lations has been reported for OH in tropical forests (Whalley
et al., 2011; Stone et al., 2011; Pugh et al., 2010) and in
temperate forests (Carslaw et al., 2001; Tan et al., 2001).

Recent measurements of OH reactivity have added a new
dimension to the diagnosis of the HO$_x$ chemistry. A fraction
of the observed reactivity is sometimes left unexplained by
the sum of reactivities contributed from known gas species
present in the atmosphere, suggesting the existence of un-
measured species that contribute to OH loss (Di Carlo et al.,
2004; Sadanaga et al., 2005; Yoshino et al., 2006). Thus, the
knowledge of a robust set of reactions that reasonably ex-
plain both OH reactivity and radical concentrations is still an
open issue. The studies focusing on this issue contribute to a
better understanding, and improvements in the predictive ca-
pabilities of various atmospheric phenomena that are based
on fundamental radical chemistry.

Because only a few research groups have performed tro-
ospheric OH and HO$_2$ observations, in the past, HO$_x$
measurements were normally made by a single instrument dur-
ing individual campaigns, and such observations were com-
pared with theoretical values. The HO$_x$ Comp field campaign
(Schlosser et al., 2009; Fuchs et al., 2010) was an exceptional
and unique opportunity: OH and HO$_2$ concentrations were
measured with multiple instruments, and thus more reliable
comparisons with model results could be made. Schlosser et
al. (2009) reported that ambient OH levels measured by
four instruments correlated strongly (R$^2$ ranged from 0.75
to 0.96), and that the slopes of pairwise linear regressions
were between 1.06 and 1.69 (with negligible intercepts); this
can be partly explained by the stated instrumental accuracies.
They argue that sampling inhomogeneities and calibration
problems have contributed to the discrepancies. Fuchs et
al. (2010) stated that ambient daytime HO$_2$ levels, measured
by three instruments, correlated with each other even more
strongly (R$^2$ ranged from 0.92 to 0.98), with a similar range
of linear-regression slopes (1.19–1.69) and with small inter-
cepts. However, a systematic sensitivity difference, which
was dependent on the amount of water vapor and was noticed
in comparisons with chamber air, would also affect ambient
measurements. Again, the slope values can only be partly
explained by the combined 1σ accuracies of the calibrations.
Here, we evaluate the degree of agreement between the ob-
served OH and HO$_2$ concentrations and theoretical values
predicted using a photochemical box model. By changing
the set of reactions used in the model, we examine the poten-
tial impact of the isomerization of isoprene peroxy radicals.
We also study the tendency, found in measurements of HO$_2$
levels with three instruments, for models to underestimate
HO$_2$ levels at high NO levels. Outlines of the experiments
are described briefly in Sect. 2, followed by a detailed ex-
planation of the model simulations in Sect. 3. Results and
discussion are given in Sect. 4. In another paper (Elsorbany
et al., 2012), a detailed analysis of the HO$_x$ radical budgets,
secondary radical balance and turnover rates as well as the
impact of HONO on the radical chemistry on 10 July 2005,
using the master chemical mechanism (MCM), is presented.
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2 Experimental and ambient air conditions

HO\textsubscript{2}Comp was designed to compare HO\textsubscript{2} measurements performed by different instruments in a blind intercomparison under well characterized atmospheric chemical conditions. Details of HO\textsubscript{2}Comp have been described by Schlosser et al. (2009) and Fuchs et al. (2010). In this paper, daytime data during the ambient observation period (9, 10, and 11 July 2005) are analyzed in detail. The measurement site on the campus of Forschungszentrum Jülich (50°54′33″N, 6°24′44″E) is located in a mixed deciduous forest (Stettericher Forst) in a rural area close to Jülich, Germany. The forest area around the campus has an extension of about 1–2 km in the wind direction encountered during the three days, and consists mainly of oak, birch, and beech.

A chemical ionization mass spectrometry (CIMS) instrument from Deutscher Wetterdienst (DWD) measured OH levels (Berresheim et al., 2000; Rohrer and Berresheim, 2006). Three laser-induced fluorescence (LIF) instruments, from the Frontier Research Center for Global Change (FRCGC) (Kanaya et al., 2001; Kanaya and Akimoto, 2002, 2006), Forschungszentrum Jülich (FZJ) (Lu et al., 2012; Fuchs et al., 2011), and the Max Planck Institute (MPI) (Martínez et al., 2010), measured OH and HO\textsubscript{2} concentrations. A tandem chamber with multi-pass for laser excitation was employed for the MPI instrument, while a dual chamber with single-pass for laser excitation was used for the FZJ instrument. The FRCGC instrument employed a single chamber with single-pass for laser excitation. For more details, see Schlosser et al. (2009). Each instrument was calibrated by its own system. The instruments were housed in containers and set up on the paved area between the institute building and the SAPHIR chamber. The instruments were separated by 2.7–4.5 m (see Fig. 1 of Schlosser et al., 2009). All the OH and HO\textsubscript{2} measurements were made by sampling ambient air at approximately equal heights (3.5 m) above the ground. The detection limits and uncertainties for the OH and HO\textsubscript{2} observations are summarized in Table 1. The HO\textsubscript{2}/OH ratio for the FRCGC instrument, where OH and HO\textsubscript{2} were detected in the same single cell alternately and thus systematic uncertainties in OH and HO\textsubscript{2} measurements arising from calibration are common and cancel out, had a smaller uncertainty, ±5% (1σ), estimated from the temporal variations in the HO\textsubscript{2}-to-OH conversion efficiency determined during the calibrations for the whole campaign period. The OH and HO\textsubscript{2} data without quality flags (used as markers to indicate “not valid” by each group) were averaged for 10-min intervals and used for the analysis. The observed HO\textsubscript{2}/OH ratios were used for analysis only when HO\textsubscript{2} and OH measurements were made at least once and twice, respectively, in the pertinent 10-min period, and the averaged OH concentrations exceeded 1 \times 10\textsuperscript{6} and 5 \times 10\textsuperscript{5} radicals cm\textsuperscript{-3} in the daylight period (04:00–19:00 UTC) and nighttime (other period), respectively.

Very recently, Fuchs et al. (2011) showed that HO\textsubscript{2} measurements by the FZI instrument had large sensitivities toward organic peroxy radicals, such as those formed from isoprene, olefins, including methacrolein (MACR) and methyl vinyl ketone (MVK), and aromatic compounds. The MPI instrument has a similar degree of interference (Dillon, 2011) and it is possible that it occurs also with the FRCGC instrument, which used the same conversion process of HO\textsubscript{2} to OH (reaction with added NO) and achieved high conversion efficiencies, similar to those obtained by the FZI instrument. However, this has not yet been fully characterized with the MPI and FRCGC instruments. In this paper, the HO\textsubscript{2} levels observed by FZJ are compared with the modeled values, taking into account the sensitivity toward speciated RO\textsubscript{2} radicals. In this paper HO\textsubscript{2}(*) represents the sum of the modeled HO\textsubscript{2} and the interference from modeled RO\textsubscript{2} weighted by the relative detection sensitivities. More details will be described in Sect. 3.

The OH reactivity was measured with an instrument using a pump-and-probe method developed by Tokyo Metropolitan University (Sadana et al., 2005; Yoshino et al., 2006) by sampling ambient air at similar heights. The uncertainty in the reactivity data during this field campaign was estimated to be 15%.

Standard instruments recorded humidity, ozone, and meteorological data. The ambient temperature was moderate, peaking at 28 °C on 10 July. On 9 July, ground fog was present until 08:10 UTC and later it was sunny with scattered clouds. It was almost cloud-free on 10 July. Although it was sunny until 14:00 on 11 July, a rainstorm occurred after that. NO and NO\textsubscript{2} were measured using an instrument from Eco Physics (Duemtten, Switzerland). CO was measured by a GC-RGD (gas chromatography/reduction gas detector). J(O\textsuperscript{1D}), J(NO\textsubscript{2}), J(HONO), J(H\textsubscript{2}O\textsubscript{2}molecule), and J(H\textsubscript{2}O\textsubscript{2}) were determined with a spectral actinic flux radiometer. See Fig. 3 of Schlosser et al. (2009) and Fig. 2 of Fuchs et al. (2010) for NO\textsubscript{3}, O\textsubscript{3}, and J(O\textsuperscript{1D}) values. Briefly, ozone concentrations showed similar daytime peaks (62–65 ppb) for all three days. NO showed morning peaks of about 12, 2, and 5 ppb on the three days (see also Fig. S1). It should be noted that NO reached a level as low as 0.17 ppb during 12:00–16:00 UTC on 10 July (Sunday). HONO was measured by a long path absorption photometer (Heland et al., 2001; Kellmann et al., 2005). HONO showed a typical diurnal variation with highest concentrations around sunrise (300–600 ppb) and lower concentrations (80–160 ppb) in the early afternoon (12:00–15:00 UTC). Multiple GC systems measured non-methane hydrocarbons and other VOCs at a frequency of 50 min. These included ethane, ethene, acetylene, propane, propene, isobutane, isobutene, but-1-ene, trans-butene, isopentane, n-pentane, cis-2-pentene, n-hexane, n-heptane, n-octane, n-decane, benzene, toluene, ethylbenzene, o-xylene, m-xylene, p-xylene, butanone, butane, isoprene, MACR, MVK, propanal, acetone, and acetaldehyde.
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Table 1. Instruments measuring OH and HO\textsubscript{2} during the ambient measurement period of the HO\textsubscript{2}Comp campaign.

<table>
<thead>
<tr>
<th></th>
<th>OH accuracy (1σ) (%)</th>
<th>OH LOD (S/N = 2) (10\textsuperscript{2} cm\textsuperscript{-3})</th>
<th>Δt (s)</th>
<th>HO\textsubscript{2} accuracy (1σ) (%)</th>
<th>HO\textsubscript{2} LOD (S/N = 2) (pptv)</th>
<th>Δt (s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>DWD_CIMS</td>
<td>19</td>
<td>4.5</td>
<td>8</td>
<td>20</td>
<td>53</td>
<td>73</td>
</tr>
<tr>
<td>FRGC.LIF</td>
<td>20</td>
<td>5.3</td>
<td>73</td>
<td>24</td>
<td>0.22</td>
<td>73</td>
</tr>
<tr>
<td>MPL.LIF</td>
<td>16</td>
<td>11</td>
<td>5</td>
<td>16</td>
<td>0.68</td>
<td>5</td>
</tr>
<tr>
<td>FZJ.LIF</td>
<td>10</td>
<td>4.9</td>
<td>137</td>
<td>10</td>
<td>0.86</td>
<td>30</td>
</tr>
</tbody>
</table>

* HO\textsubscript{2} accuracies do not include possible systematic errors due to interference by RO\textsubscript{2}.

Isoprene concentrations showed diurnal variations, with daytime maxima. The average midday (09:00–15:00 UTC) isoprene concentrations were 0.45, 0.71, and 1.16 ppb for the three days (see Fig. S1). A maximum isoprene concentration (2.4 ppb) was recorded at 15:21 UTC on 11 July. HCHO was measured using a Hantzsch AL-4001 monitor (Aero-Laser, Garmisch-Partenkirchen, Germany). Typical midday concentrations were 2–3 ppb. Measurement uncertainties of the trace gases are listed in Table S2. The sunrise, local noon, and sunset occurred at 03:34–03:36, 11:39, and 19:43–19:45 UTC, respectively.

3 Model simulations

The photochemical box model we used is based on the regional atmospheric chemistry mechanism (RACM) designed by Stockwell et al. (1997), but the isoprene chemistry is revised for the Base run (Table 2), as shown in Table S1 (except A57–74 reactions). The Base mechanism adopts the isoprene chemistry from MCM ver. 3.1 (http://mcm.leeds.ac.uk/MCM/) and is further updated with the recently discovered epoxide formation mechanism (Paulot et al., 2009), while isomerization of isoprene peroxy radicals is not taken into account. Kinetic parameters and product yields of the
mechanism were mainly taken from Pöschl et al. (2000), Peeters and Müller (2010), Stavrouhos et al. (2010), Taraborrelli et al. (2009), and Paulot et al. (2009). The advantages over the original RACM are that MVK is taken into account as a separate species and that a third product (e.g., HALD5152) represents unmeasured secondary species, even if MACR and MVK are both constrained to observations. In the Isom run (Table 2), isomerization of isoprene peroxy radicals (at rates proposed by Peeters and Müller, 2010) and some modified reactions are taken into account by introducing A57–74 reactions. This allowed formation of unsaturated hydroperoxy aldehydes, HPALD1 and HPALD2, whose photolysis frequencies were assumed to depend on the solar zenith angle, similar to the dependence of MACR, and the maximum value (with overhead sun) was assumed to be $5 \times 10^{-4}$ s$^{-1}$, as suggested by Peeters and Müller (2010). The photolysis of HPALD1 and HPALD2 gave peroxy-acid aldehydes, PACALD1 and PACALD2, in addition to OH and HO$_2$. The photolysis of PACALD1 and PACALD2 was assumed to be twice faster than that of HPALD1 and 2 (Peeters and Müller, 2010).

For all runs, several kinetic parameters and yields in the original RACM were also revised: the rate coefficients of O(1D) + N$_2$ and OH + N$_2$ + NO$_2$ + M reactions were taken from Ravishankara et al. (2002) and MCM ver. 3.1, respectively. OH production from acylperoxy + HO$_2$ radical reactions, recently proposed by Dillon and Crowley (2008), was taken into account. The rate coefficients of the RO$_2$ + NO and RO$_2$ + OH$_2$ reactions (except peroxy radicals from methane, ethane and ethene and acylperoxy radicals) were taken from MCM ver. 3.1. The dry deposition velocities of H$_2$O$_2$, HNO$_3$, carbonyl species, peroxyacetyl nitrates, nitrates, and organic peroxides were assumed to be 1.1, 2.0, 0.5, 0.2, 1.1, and 0.55 cm s$^{-1}$, respectively (Brasseur et al., 1998; Zhang et al., 2003). The change in the boundary layer height (300 m during nighttime, linear increase to 1300 m from 06:00 to 14:00 UTC, constant at 1300 m until 19:50 UTC, and an immediate drop to 300 m at 19.50 UTC) was taken into account in representing the deposition loss flux.

All of the ancillary observations were averaged or interpolated with a time resolution of 10 min and used as model constraints. Data gaps were basically filled by linear interpolation. Photolysis frequencies other than those directly measured were estimated in detail. In clear-sky values were first calculated by using parameterized equations as functions of the solar zenith angle and then they were multiplied by a “cloudiness factor”, defined as the ratio of measured J(NO$_2$) to calculated clear-sky J(NO$_2$). A multiplication factor of 1.05 was used to account for upwelling factors of J values.

The diurnal variation of the air composition at the measurement site was modeled for each day separately in two-step approach assuming that isoprene was emitted only by the nearby forest and photochemically processed shortly (12 min, see below) before the advected air arrived at the measurement site. In the first step, the model was constrained to the observations, but with isoprene, MACR and MVK set to zero. The time 00:00 UTC was regarded as the initial time on each day, and integration over 24 h was conducted by 10-min binning of the data. The integration was conducted five times in series to stabilize the concentrations of unconstrained species (e.g., unmeasured carbonyl and peroxy species). Thus, after a spin-up time of four days, the last 24 h determined the diurnal variation of the modeled species in the absence of isoprene chemistry. In the second step, the air composition at each time of the day was recalculated in a follow-up run of 12 min duration. Here, the calculated output from modeling step 1 was used for initialization and observations including the measured concentrations of isoprene, MACR and MVK were used as constraints. As a result, step 2 simulates HO$_2$ concentrations after the air has been exposed to fresh isoprene emissions for a short oxidation time of 12 min only. This special treatment was employed because MACR and MVK concentrations, two major photochemical products of isoprene, were significantly overestimated (by factors of ca. 2.5) when isoprene concentrations were constrained to observations for the full five days (for this test MACR and MVK were unconstrained), indicating the possibility that isoprene reaction is too short for the secondary products to reach daytime quasi-steady-state concentration levels. In the full calculation, where MACR and MVK concentrations are constrained to observations, this special treatment is effective only for the determination of concentrations of other secondary products (e.g., HALD5152 in the base run). Our two-step approach yields modeled OH concentrations which are only 3% larger than in the cases where isoprene was continuously taken into account for five model days (one-step approach), whereas the modeled HO$_2$ concentrations and the OH reactivity are 6% and 10% smaller, respectively.

The 12-min period was optimized in pre-runs for individual chemical mechanisms (those used in the base and Isom runs), where the constraint of the MACR and MVK concentrations were removed, such that the observed sum concentrations of MACR and MVK are reproduced (see Fig. S2): with isoprene oxidation durations of 10, 12, and 20 min, calculated MACR + MVK concentrations varied from 97% to 115% and 183% of observations as midday (09:00-15:00 UTC) averaged over the three days for the chemical mechanism of the Base run. The same values were 87%, 104%, and 168% for the chemical mechanism of the Isom run. The 12-min period is in rough agreement with the traveling time for the air mass required to pass over the adjacent forest area (fetch is about 1–2 km), present in the upwind direction and deemed as the major source of isoprene. The number speed (2.6 ± 0.7 m s$^{-1}$) and direction (355 ± 17 degrees) were fairly stable for the midday (09:00-15:00 UTC) periods of the three days. Outside the forest, the air had passed for more than 20 km over agricultural land (growing mostly wheat, corn, and sugar beet), outskirts of Jülich and a few small villages, where isoprene emissions would be
Fig. 2. Breakdown of peroxy radicals (HO$_2$ and RO$_2$) in the Base and Isom runs. MO2, OLN, CN, AC03, OLTP, ETH, KET, and XE2 stand for methyl peroxy radical, NO$_2$-alkene adduct (reacting via decomposition), NO$_2$-alkene adduct (reacting to form HO$_2$), saturated acrylperoxy radicals, peroxy radicals from OLT (terminal olefins), peroxy radicals from ethane, peroxy radicals from ketones, and parameterized peroxy radicals accounting for additional NO to NO$_2$ conversions, respectively.

Table 2. Descriptions of model runs.

<table>
<thead>
<tr>
<th>Name</th>
<th>Isomerization of isoprene peroxy radicals</th>
<th>Photolysis of HPALDs</th>
<th>NMHC added to explain observed OH reactivity</th>
<th>Additional HO$_2$ loss</th>
</tr>
</thead>
<tbody>
<tr>
<td>Base run</td>
<td>NO</td>
<td>NO</td>
<td>NO</td>
<td>NO</td>
</tr>
<tr>
<td>Isom run</td>
<td>YES</td>
<td>NO</td>
<td>NO</td>
<td>NO</td>
</tr>
<tr>
<td>Base.a (HC8)</td>
<td>NO</td>
<td>YES</td>
<td>HC8</td>
<td>NO</td>
</tr>
<tr>
<td>Base.b (XYL)</td>
<td>NO</td>
<td>NO</td>
<td>XYL</td>
<td>NO</td>
</tr>
<tr>
<td>Base.c (API)</td>
<td>NO</td>
<td>NO</td>
<td>API</td>
<td>NO</td>
</tr>
<tr>
<td>Base.d (OLI)</td>
<td>NO</td>
<td>NO</td>
<td>OLI</td>
<td>NO</td>
</tr>
<tr>
<td>Base.e (mix)</td>
<td>NO</td>
<td>NO</td>
<td>32% from HC8, XYL, and API and 4% from OLI</td>
<td>NO</td>
</tr>
<tr>
<td>Isom.a (HC8)</td>
<td>YES</td>
<td>NO</td>
<td>HC8</td>
<td>NO</td>
</tr>
<tr>
<td>Base.e(mix).HO$_2$ loss</td>
<td>NO</td>
<td>32% from HC8, XYL, and API and 4% from OLI</td>
<td>NO</td>
<td>0.75 OH (0.2 s$^{-1}$)</td>
</tr>
</tbody>
</table>

smaller. Komenda et al. (2003) and Ammann et al. (2004) also suggested the importance of local emission for isoprene on the same campus.

During nine 10-min periods, when valid NO measurements were not available or one standard deviation (calculated on the basis of raw data at ca. 100-s frequencies) exceeded the averages, the model results were not used in further analyses.

For the reconstruction of HO$_2$(*) reactions, the following RO$_2$ radicals were taken into account with relative sensitivities specified in parentheses (Fuchs et al., 2011; Lu et al., 2012): ETEP (0.85), OLTP (0.95), OLN (0.95), isoprene peroxy radicals (ISOPBO2, ISOPDO2, ISOPAC02, and ISOPE202) (0.79), TOLP (0.86), XYL (0.86), CSLP (0.86), and MACP (0.58). ETEP, OLTP, OLN, TOLP, XYL, CSLP, and MACP are peroxo radicals formed from ethane, terminal olefins (OLT), internal olefins (OLI), toluene and less reactive aromatics, xylene and more reactive aromatics (XYL), hydroxyl substituted aromatics, and MACR, respectively.

Monte-Carlo simulations for the Base run, where the uncertainty ranges of the reaction rate coefficients and of ancillary observations were taken into account (Tables S2 and S3; the values were taken from Sander et al. (2003) and Kanaya et al. (2007a) or determined from typical instrumental uncertainties and temporal variations), yielded total uncertainties (1σ) for the OH and HO$_2$(*) concentrations and HO$_2$(*)/OH
ratios of 28%, 32%, and 19% for the nighttime of 9 July and 19%, 16%, and 19% for the nighttime of 10 July, respectively. Monte-Carlo simulations for the Isom run yielded total uncertainties (1σ) for the OH and HO2(*) concentrations and HO2(*)/OH ratios of 18%, 16%, and 16% for the nighttime of 10 July. The rate coefficients of OH + NO2 + M reaction newly determined by Moller et al. (2010) with reduced uncertainty, 22% slower than that used in the model runs in this study, is still within the uncertainty (a factor of 1.3, Table S3) taken into account in the Monte-Carlo analysis. A sensitivity model run employing the new rate yielded about 13% larger OH than the original run.

4 Results and discussion

4.1 Comparisons with Base run

Figure 1a and b show time series of observed and modeled OH and HO2(*) concentrations. In the Base run, the features of the temporal variations of OH are basically captured quite well by the model simulations. The order of the general magnitudes of the relationships is MPI > Base run > FRCGC > FZJ > DWD for OH. For HO2(*), the Base run gives higher values than FZJ in the daytime after 12:00 UTC, while agreement is better during 06:00–12:00 UTC. The relationship for the HO2(*)/OH ratio (Fig. 1c) is similar; while the observed ratios in the morning (06:00–12:00 UTC) are well reproduced by the model (except on 11 July, after attachment of the RO2 converter (see Fuchs et al. (2010) for details)), the ratios in the afternoon (12:00–18:00 UTC) are often overestimated. In Figure 1b, original HO2 concentrations in the Base model run, without taking into account the RO2 interference, are also shown to indicate the degrees of influence of RO2 on the HO2 observations. Figure 2a shows the breakdown of peroxy radicals (RO2 and HO2) in the Base run. The major organic peroxy radicals are MO2 (CH3O2), isoprene peroxy radicals (ISOPBO2 + ISOPDO2 + ISOPACO2), saturated acylperoxy radicals (ACO3), and those from terminal olefins (OLTP) in the daytime. The RO2/RO2 ratio ranged from 0.64 to 1.05 in the daytime and this resulted in the HO2(*)/HO2 ratio ranging from 1.16 to 1.61 (Fig. 1b).

Figure 3 (upper panels) shows scatterplots for observed and modeled OH and HO2(*) concentrations and HO2(*)/OH ratios in the daytime period (06:00–18:00 UTC). Table 3 includes linear-regression parameters for these plots. All of the OH concentrations observed by the four instruments are fairly well reproduced by the Base model run (slopes
(model/observation) range from 0.81 to 1.33, with high $R^2$ values (0.72-0.93). The intercepts for OH range from $-5.0 \times 10^5$ cm$^{-3}$ to $2.5 \times 10^5$ cm$^{-3}$. They are considered to be negligible when the uncertainties of the model calculation and observations are taken into account. For HO$_2$(*) and HO$_2$(*)/OH ratio, the model overestimated the measurements by 93% and 72%, respectively, while the $R^2$ values are high (0.93 and 0.79). In Table 3, linear regression parameters for HO$_2$ observations with modeled HO$_2$ (not including RO$_2$ interference) are also listed for comparison. The slopes (model/observation) for HO$_2$ FRCGC and HO$_2$ MPI are 1.11 and 0.81. If a potential interference from RO$_2$, although not quantified yet, is added to the model, the slopes will become significantly larger than unity similar to the FZJ case. The regression line for the HO$_2$/OH ratios with respect to the MPI data has a significant negative intercept value ($-54$) in comparison with the Base run (Table 3). The RO$_2$ interference with the MPI instrument in the HO$_2$ measurements might be related to this.

The NO/NO$_2$ cycle is linked to the HO$_2$/OH cycle. When the NO$_2$ concentrations were unconstrained but calculated in the model (i.e., photochemical equilibrium), the daytime NO$_2$ concentrations on the three days were lowered by 24–28% from the observed levels. Simultaneously the OH and HO$_2$(*) levels increased by 3–30% and 2–27%, respectively, and the HO$_2$(*)/OH ratio was almost unchanged (1% reduction). This does not bring the model results into agreement with the observations. Removing the NO constraint instead increased the daytime NO and OH concentrations by 34–43% and 0–24%, respectively, and decreased HO$_2$(*) by 5–31%, resulting in a reduction in the modeled HO$_2$(*)/OH ratio by 23–29%. In this case, the disagreement in the observed and modeled HO$_2$(*) levels and the HO$_2$(*)/OH ratio is partially diminished. However, it is not likely that such a large bias is present for the NO observations rather than NO$_2$, considering that NO undergoes direct reaction with O$_3$ in the chemiluminescence instrument while NO$_2$ measurements require an additional step of photolytic conversion to NO. Therefore the overestimation of the HO$_2$(*)/OH by the model cannot be fully explained by the uncertainties in the NO$_2$ measurements used as constraints, while the deviation of the NO/NO$_2$ ratio from photochemical equilibrium needs further investigation.

The result of our model-measurement comparison is surprisingly different from the findings of other campaigns which reported strong underprediction of observed OH levels at high VOC and low NO$_2$ conditions. Here, we find that the Base model reproduces the measured OH at HO$_2$ Comp fairly well to within 33% over a range of 0.3–2 ppb isoprene and at NO mixing ratios as low as 0.1 ppb. The different conclusion cannot be attributed to our model assumption of a short time period in which the isoprene chemistry is effective, because OH from our two-step model approach differs by only 3% from the result of the one-step approach (with isoprene being effective for five days; see Sect. 3). In fact, Elshorbany et al. (2012) applied the one-step approach to simulate the diurnal OH profile at HO$_2$ Comp on 10 July using the MCM v3.2 chemical mechanism. They reached the same conclusion, namely that the modeled OH agrees with the observations by all four measurement instruments within 30%. Interestingly, under conditions with similar mixing ratios of isoprene and NO, observed OH was underpredicted by a box model by up to a factor of 8 in PRD (Hofzumahaus et al., 2009; Lu et al., 2012). In those studies, the mean OH reactivity and OH concentration were both a factor of two larger than at HO$_2$ Comp, resulting in four times larger OH turnover rates during nighttime. At even lower NO (<0.1 ppb) and in the presence of a few ppb isoprene, measured-to-modeled OH ratios reached even values up to 10 in the rain forest in Suriname (Leelieveld et al., 2008) and Borneo (Whalley et al., 2011; Stone et al., 2011). In order to explain these large model-measurement discrepancies, unknown radical recycling reactions were postulated as additional OH source (Leelieveld et al., 2008; Hofzumahaus et al., 2009; Whalley et al., 2011). Apparently, such processes do not seem to play an important role for HO$_2$ Comp, or were possibly masked by other effects.

The experimental analysis of the OH budget at HO$_2$ Comp by Elshorbany et al. (2012) indicates an unknown OH source in the afternoon of 10 July, when the NO concentration decreased to values below 1 ppb. They estimated the missing OH source to be in the range of 2.4 ppb h$^{-1}$ by comparing the OH loss rate (calculated from the measured OH reactivity and OH concentration) with the known OH production rates from HO$_2$ recycling, photolysis of ozone and HONO, and ozonolysis of alkenes. The missing OH source seems to contradict the good agreement of our modeled and measured OH. However, we have to consider that HO$_2$(*) is significantly overpredicted by the model in the afternoon at low NO$_2$ (Fig. 1), causing a corresponding overprediction of the HO$_2$ to OH recycling in the model. In fact, if we include additional loss processes for HO$_2$ in order to match the modeled and measured HO$_2$(*), we also need an additional OH source of about 4.7 ppb h$^{-1}$ (for the afternoon of 10 July) to reproduce the observed OH (see details in Sect. 4.3). Thus, the good agreement of the modeled and measured OH for the Base model run apparently results from canceling of systematic errors in the modeled OH production and destruction terms.

The degree of agreement for OH between the FRCGC results and the Base model run is better than in past studies using the same instruments and the standard RACM model calculations. At Rishiri Island in 2003, the calculated/observed ratio for OH was 1.35, with an $R^2$ value of 0.76 (Kanaya et al., 2007a). In central Tokyo, the calculated/observed ratio for OH was 0.86 in the summer, with an $R^2$ value of 0.41 (Kanaya et al., 2007b).
Fig. 4. Breakdown of production and loss processes of OH, HO₂, and radical group (OH + HO₂ + RO₂) in the Base and Isom runs.
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Table 3. Linear-regression parameters for daytime (defined as 06:00–18:00 UTC). Slopes larger than unity indicate model overestimation. Intercepts are for the y-axis for model values.

<table>
<thead>
<tr>
<th></th>
<th>Base</th>
<th>Isom</th>
<th>Base + (mix)</th>
<th>Isom + (mix)</th>
<th>Base + (HCN)</th>
<th>Isom + (mix), HO2 loss</th>
</tr>
</thead>
<tbody>
<tr>
<td>slope</td>
<td>1.32</td>
<td>1.70</td>
<td>1.02</td>
<td>1.15</td>
<td>0.83</td>
<td>0.96</td>
</tr>
<tr>
<td>intercept</td>
<td>2.5 × 10^{-2}</td>
<td>2.5 × 10^{-2}</td>
<td>2.5 × 10^{-2}</td>
<td>2.5 × 10^{-2}</td>
<td>2.5 × 10^{-2}</td>
<td>2.7 × 10^{-2}</td>
</tr>
<tr>
<td>r^2</td>
<td>0.86</td>
<td>0.83</td>
<td>0.70</td>
<td>0.79</td>
<td>0.86</td>
<td>0.81</td>
</tr>
</tbody>
</table>

Units for the intercept and OH reactivity are cm$^{-3}$ and s$^{-1}$, respectively.

Comparisons were made using modeled HO2 (+ RO2 artifacts). See text for details.

Figure 4a shows the breakdown of the production and loss processes of HO2, OH and the radical group (OH + HO2 + RO2) for the Base run. They are separately shown as 3-h averages (09:00–12:00 and 12:00–15:00 UTC) on the three days. In the Base run, HO2 production is contributed mainly by the isoprene peroxy radical (ISOPBO2, ISOPDO2, ISOPACO2) + NO reactions (11–41%), OH + CO (11–18%), CH3O2 + NO (15–29%), HCHO + OH (9–14%), and HCHO + H2O (9–12%). HO2 loss is dominated by reaction with NO (>68%). OH production is largely from the HO2 + NO reaction (>64%). OH loss is dominated by reactions with isoprene (9–39%, especially high in the afternoon), CO (8–15%), and NO2 (5–28%, large in the morning). The major radical initiation sources for the radical group (OH + HO2 + RO2) are O1(D) + H2O (13–35%), HONO + H2O (21–40%), and HCHO + HO2 (19–26%). Terminal radical loss is mainly from OH + NO2 (54–80%), except for the afternoon of 10 July, when reactions of isoprene peroxy radicals with HO2 and the HO2 recombination reactions largely contributed (79%).

4.2 Comparisons with Isom run

Next, we study the effects of the revised isoprene chemistry, postulated by Peeters and Müller (2010) to explain the missing OH source in forest environments. The results for HO2, Comp are shown in the same figures as the Base run (Figs. 1–3). The isoprene-chemistry revision increased OH, HO2, and HO2(·) concentrations, by 28%, 38%, and 13% on average for daytime (06:00–18:00 UTC), with respect to the Base run results. Averaged HPALD1 and HPALD2 concentrations in the afternoons (12:00–15:00 UTC) of 10 and 11 July, when isoprene concentrations were high, were 124 ppt (HPALD1) and 71 ppt (HPALD2) for the Isom run. The dominant RO2 radicals (Fig. 2b) are MO2, isoprene peroxy radicals (ISOPBO2 + ISOPDO2 + ISOPACO2), and ACO3, similar to those in the Base run (Fig. 2a). The RO2/HO2 ratio for the Isom run was 0.57–0.81 in the daytime, smaller than the Base run (0.64–1.05). Therefore HO2(·) increased only by 13% by the isoprene-chemistry revision, while HO2 increased by 38%.

The OH concentrations in the Isom run are significantly higher than those derived from the observations by DWD, FRCCG, and FZJ, at least at noon of 10 July, for which the model’s uncertainties are calculated on the basis of a Monte-Carlo approach, but they are in reasonable agreement with the MIP observations. Figure 3 and Table 3 show that the results from the Isom run are 42–70% higher than OH measured by DWD, FRCCG, and FZJ, although they are only 4% higher than the observations made by MIP. The differences for OH measurements by DWD, FRCCG, and FZJ cannot be explained by the combined 1σ uncertainties of observations and model calculations. The degree of overestimation for HO2(·) is 115%, even larger than in the case of the Base run (93%), while that for the HO2(·)/OH is 32%, milder than in the case of the Base run (Table 3). The regression lines for the HO2/OH ratios with respect to the MIP data has significant negative intercept values (<53) again, suggesting that the isomerization does not influence this.

Figure 4b shows the breakdown of the production and loss processes of HO2, OH and the radical group (OH + HO2 + RO2) for the Isom runs. Isomerization of isoprene peroxy radicals and photolysis of HPALD1, HPALD2, PACALD1, and PACALD2 became important for OH production (by up to 9%), HO2 production (by up to 27%), and total radical production (by up to 22%). The loss processes are not much different from those in the Base run, but the HO2 + HO2 reaction became more important (35%
contribution for the radical loss) because of the larger HO₂ concentrations in the Isom run.

The gross OH production rates in the Isom run in the period 12:00–15:00 UTC on 10 and 11 July (7.9 and 8.0 ppb h⁻¹ respectively) were 43% and 26% higher than those in the Base run (5.5 and 6.4 ppb h⁻¹, respectively) as a result of additional recycling of OH by isomerization of isoprene peroxy radicals. The total radical (OH + HO₂ + RO₂) initiation rates for S1 in the same periods (3.2 and 2.4 ppb h⁻¹, respectively) were 31% and 22% higher than those in the Base run (2.4 and 2.0 ppb h⁻¹, respectively).

The implementation of the revised isoprene chemistry (Isom run) introduces an additional OH source which has a value of 2.5 ppb h⁻¹ around noon on 10 July. This additional production rate has approximately the magnitude that was missing in the experimental OH budget analysis by Elshorbany et al. (2012). However, it is largely contributed by the increased HO₂-to-OH recycling (based on the increased HO₂ concentrations) in the Isom run that is not supported by the HO₂(*) observations. Therefore the increased OH production in the Isom run will not explain the missing OH source estimated by Elshorbany et al. (2012).

The revised isoprene chemistry (Isom run) improves the agreement between our model result and the OH measurement by MPI. It is interesting to note that it was the same MPI instrument that flew over Suriname (with high isoprene concentrations) that measured OH and HO₂ concentrations higher than those modeled, for which the isomerization mechanism was proposed as an explanation. In case of the other instruments, however, the agreement between modeled and measured OH becomes significantly worse, with model-to-measurement ratios of 1.9–2.1. Thus, the HO₂Comp observations by FZJ, FRGCG and DWD do not support the isomerization of isoprene peroxy radicals at the rates proposed by Peceters and Müller (2010). Our finding from the HO₂Comp campaign using observation ensembles is consistent with a recent laboratory study (Crounse et al., 2011) suggesting that the isomerization of isoprene peroxy radicals does take place, but at slower rates. It should also be pointed out that the same FZJ instrument (which seems not to support the isomerization mechanism at HO₂Comp) was used in PRD, where additional HO₂ recycling was postulated to explain the HO₂ observations (Hofzumahaus et al., 2009; Lu et al., 2012).

4.3 Comparisons of OH reactivity and additional model runs considering missing hydrocarbons

In Fig. 5, the OH reactivities observed by the Tokyo Metropolitan University group are compared with the sum of the OH reaction rates with respect to each chemical species, including those measured and others (e.g., unmeasured secondary species) calculated in the Base run. Comparison between (A) and (C) in Fig. 5 indicated that the sum reactivity in the Base model run is mainly contributed by reactions with observed species (including methane), rather than those with unmeasured secondary species calculated in the model. Major reactions contributing to (A) can be found in Fig. 4a. The agreement between the observed (B) and calculated (A) reactivities was very good on the morning of 9 July, when the NO₂ concentrations were high, but differences were noticeable in the afternoon, typically 1.6 s⁻¹. Similar disagreements of about 2.5 s⁻¹ were found in the morning and afternoon of 10 July. Although the observational data were limited, the magnitude of the difference was also similar in the afternoon of 11 July. The missing reactivity might be
explained by unmeasured biogenic hydrocarbons, because isoprene concentrations were larger on 10 and 11 July, when the missing reactivity was large.

Although some part of the discrepancy may be explained by uncertainties of observations and reaction rate coefficients, here we study several cases where this difference is explained by adding selected types of hydrocarbons (at a 10-min resolution). When reactivity observations were not available, the missing reactivities were estimated as the average before and after the period. The missing reactivities were assumed to be 0 s\(^{-1}\) and 3 s\(^{-1}\) before 05:00 UTC on 9 July and after 14:30 UTC on 11 July, respectively.

The additional model runs we studied as a variant of the Base run were Base.a(HC8), Base.b(XYL), Base.c(API), Base.d(OLI), and Base.e(mix), where the missing reactivity was explained by additional HC8 (reactive alkanes with OH rate constants greater than 6.8 \times 10^{-12} cm\(^3\) s\(^{-1}\) for case Base.a(HC8)), XYL (xylene and more reactive aromatics for case Base.b(XYL)), API (pinenes for case Base.c(API)), OLI (internal olefins for case Base.d(OLI)), and their mixtures (32% each from HC8, XYL, and API, and 4% from OLI for case Base.e(mix)) (Table 2). The contributions from different types of hydrocarbons in the Base.e(mix) run were only determined arbitrarily. The Isom run was modified in that the missing OH reactivity was explained by additional HC8 (called the Isom.a(HC8) run). For this model run, the missing reactivity was recalculated as the difference between observation (when available) and the sum of the reactivities in the Isom model run; this was essentially the same as the results shown in Fig. 5.

In all cases except HC8 addition, not only the added hydrocarbon but also its secondary species non-negligibly contributed to the increase in the reactivity. The added amounts of hydrocarbons were adjusted such that the missing OH reactivities were filled up to within ±6%. The mean differences in the reactivity (observation-model) about 1.7 s\(^{-1}\) in the Base and Isom runs, and about −0.3 s\(^{-1}\) in the Base.e(mix) and Isom.a(HC8) runs (Table 3). The daytime averages of the hydrocarbon concentrations assumed in the model runs were 9.4 ppb of HC8 (in the Base.a(HC8) run), 2.1 ppb of XYL (in the Base.b(XYL) run), 1.7 ppb of API (in the Base.c(API) run), and 1.4 ppb of OLI (in the Base.d(OLI) run). In the Base.e(mix) run, the daytime averages were 3.1 ppb, 0.74 ppb, 0.54 ppb, and 0.13 ppb for HC8, XYL, API, and OLI, respectively. These concentrations are basically much larger than those assumed in the Base run (0.59 ppb of HC8, 0.10 ppb of XYL, 0.081 ppb of OLI, and 0 ppb of API). It is not very likely that a single class of unmeasured hydrocarbons is present at such high concentrations; however, the possibility of the presence of multiple classes of hydrocarbons at smaller concentrations (e.g., Base.e(mix) run) would be higher. For example, monoterpenes have previously been detected at levels of 0.1–0.5 ppb in the forest near the HO\(_5\)Comp measurement site (Spirig et al., 2005), but were not measured during HO\(_5\)Comp.

Figure 6a and b show that the addition of HC8 (Base.a(HC8)) reduced OH and HO\(_2\) (•) concentrations, but the other runs adding a single class of hydrocarbons to the Base case, especially when adding XYL and OLI, resulted in effective radical-chain amplification, and thus higher HO\(_2\) concentrations. In the Base.b(XYL) run, secondary species such as methyl glycolal (MGly) and dicarboxyls (DCh) became important, whose photolysis produced radicals effectively. In the Base.d(OLI) run, ozonolysis of added olefins also contributed to the amplification. The Isom.a(HC8) run effectively impeded the radical amplification and brought the OH levels back to the levels of observations by DWD/FRCGC/FZJ (Fig. 6d) but the reduction in the HO\(_2\) (•) levels was not enough to match observations by FZJ (Fig. 6e).

Table 3 summarizes the bivariate regression parameters for the Base.e(mix) and Isom.a(HC8) runs. For the Base.e(mix) run, the slope for OH was almost unchanged from those with the Base run, but the discrepancy of HO\(_2\) (•) and HO\(_2\)(•)/OH ratio with FZJ observations even increased from 93% to 149% and from 72% to 112%, respectively (see also Fig. 6e for the HO\(_2\)(•)/OH ratio). The Base.e(mix) run normally had lower R\(^2\) values than those of the Base run. The Isom.a(HC8) run resulted in slopes (model/observation) near unity for OH levels from DWD (0.99), FRCGC (0.76), and FZJ (0.85), than those obtained for the Isom run (<1.42). The HO\(_2\) (•) discrepancy in the Isom run (149%) was reduced to 73% in the Isom.a(HC8) run, but the overestimation of the HO\(_2\)(•)/OH ratio was increased from 32% (Isom run) to 68% (Isom.a(HC8)) (see also Fig. 6d). Addition of HC8 at large amounts explaining the missing OH reactivity was the only scenario in which the ensemble of OH observations was reproduced with the chemical mechanism including the isomerization. This scenario is not likely because the missing reactivity was small on 9 July, when the influence from anthropogenic hydrocarbons was strong, but was large on 10 and 11 July, when biogenic hydrocarbons were relatively important. In summary, isomerization of isoprene peroxy radicals at the rates proposed by Peceters and Müller (2010) would be unlikely, even when additional hydrocarbons explaining the missing OH reactivities are taken into account.

For the Base.e(mix) run, the large deviations of the slopes from unity for HO\(_2\)(•) strongly requires more loss processes for HO\(_2\) (or interfering RO\(_2\)) to explain the observations. We tried re-modifications of the Base.e(mix) run by including hypothetical HO\(_2\)-loss processes, such that all of the modeled OH, HO\(_2\)(•), and HO\(_2\)(•)/OH ratios reproduce observations simultaneously. In the run called Base.e(mix)2 HO\(_2\)-loss, we found that an additional reaction, HO\(_2\) → 0.75 OH, at a constant rate of 0.2 s\(^{-1}\) (Tables 2 and 3) could bring OH, HO\(_2\)(•), and the HO\(_2\)(•)/OH ratio into agreement with the FZJ observations (Fig. 7); the slopes of the regression lines were 0.96, 1.29, and 0.88, respectively, with high R\(^2\) values, 0.81–0.93 (Table 3). This additional process might be explained.
Fig. 6. Comparisons of observed and modeled (a) OH and (b) \( \text{HO}_2(\ast) \) concentrations, and (c) \( \text{HO}_2(\ast)/\text{OH} \) ratios. The results from the Base run and its variants (Base.a(HC8), Base.b(XYL), Base.c(API), Base.d(OLI), and Base.c(min)) are shown; (d), (e), and (f) are the same as (a–c), but showing the results from the Ison and Ison.a(HC8) runs.

by combination of two processes, \( \text{HO}_2 \rightarrow \text{OH} \) at a constant rate of 0.15 s\(^{-1}\) and \( \text{HO}_2 \rightarrow \) no products at a constant rate of 0.05 s\(^{-1}\). The rate of \( \text{HO}_2 \)-to-\( \text{OH} \) conversion (0.15 s\(^{-1}\)) corresponds to an equivalent NO of 800 ppt. This is much smaller than the 1–7 ppb of equivalent NO required to bring afternoon OH and \( \text{HO}_2(\ast) \) levels into agreement with observations in PRD (model M2 in Lu et al., 2012). However, it is hard to suggest any potential processes that could explain...
Fig. 7. Time series of observed OH and HO₂ by FZJ instrument, and modeled OH and HO₂ (*) in the Base.e(mix).HO₂.loss run. Modeled HO₂ is also shown for reference.

this additional conversion. The rates of HO₂ loss with no product (0.05 s⁻¹) are also significant, but might be partially explained by heterogeneous loss of HO₂ on aerosol surfaces, whose rates at upper limits have been estimated to be 0.1 s⁻¹ for PRD (Lu et al., 2012) and 0.04 s⁻¹ for Tokyo (Kanaya et al., 2007b), using a high uptake coefficient (γ ≥ 0.5).

From the budget analysis of the radicals in the Base.e(mix).HO₂.loss run (Fig. S3), sometimes up to several tens of percents of HO₂ loss, OH production, and radical loss rates need to be explained by the hypothetical HO₂ reactions. Additional OH reproduction at a rate as high as 4.7 ppb h⁻¹ is required for the period 12:00–15:00 UTC on 10 July. One reason for this is that the OH production from the HO₂ + NO reaction was slowed in comparison to the Base run (because HO₂ was lowered to reproduce observed HO₂ (*) in this run), requiring another OH producing pathway. Another reason is that the OH reactivity in this run, in agreement with observations, is also higher than that in the Base run, requiring more OH production to maintain the OH concentration at the steady state. It should be noted again that such additional OH production is not likely explained by the isomerization mechanism of the isoprene peroxy radicals that leads to the simultaneous production of HO₂ and thus contradicts the additional HO₂ loss required here. Clearly, more studies are needed to explain these discrepancies. Also, RO₂ interference should be quantitatively studied with the FRGC and MPI instruments.

4.4 Behavior on the morning of 9 July: model’s underestimation of HO₂ (*) at high NO

Because of the good agreement between observed and simulated OH reactivities and the low isoprene concentrations, the morning of 9 July was deemed to be an ideal period, where all model results tended to converge. Here, the observation ranges are compared to the full range from the model ensemble runs mentioned above (except runs with hypothetical HO₂-loss processes) and to the uncertainty range of the Base run (Fig. 8). The observed OH concentrations from all groups usually fall within the full range of the model ensemble runs and within the uncertainty range of the Base run, except for some high points for FRGC and FZ1, usually associated with large fluctuations during the 15-min periods (Fig. 8a). The DWD OH data were slightly lower than the ranges; the observational accuracy could explain these differences. On the other hand, the HO₂ (*) concentrations and the HO₂ (*)/OH ratios from FZ1 were often higher than those from the model results, especially before 10:00 UTC (Fig. 8b and c). The large model-to-observation discrepancies found for this period would most likely be attributable to the possibility of unknown chemistry. Thus, in the following paragraphs, the possibility of unknown chemistry is discussed.

The morning period on 9 July was associated with relatively high NO₃ concentrations. In Fig. 9b, where modeled-to-observed HO₂ (*) ratios in the daytime (06:00–18:00 UTC) are plotted against NO concentrations, this underestimation by the model is evident only under the high NO conditions seen on the morning of 9 July. This tendency is opposite to the normal low NO cases, where general features were weak overestimations of HO₂ (*) (for FZ1), as
Fig. 8. Comparisons of observed and modeled (a) OH and (b) \(\text{HO}_2\) concentrations, and (c) \(\text{HO}_2/\text{OH}\) ratios with the full range of model ensemble results (gray bars) and uncertainty range (1σ) of the Base run (black bars) on the morning of 9 July. The colored error bars represent 1σ ranges of observations during 10 min and do not represent systematic uncertainties of the observations.

discussed in the previous sections. The changes in the ratios are smooth against NO. The tendencies of the modeled \(\text{HO}_2(\cdot)/\text{HO}_2\text{-FRCGC}\) and modeled \(\text{HO}_2(\cdot)/\text{HO}_2\text{-MPI}\) ratios are also included in Fig. 9b, although the average of the ratios can be biased from unity because of the unknown degrees of RO2 interference. They also showed decreasing trends with NO similar to the FZJ case. The RO2 concentrations become relatively small in comparison to \(\text{HO}_2\) in the high NOx concentration range and thus their interference on the \(\text{HO}_2\) measurements cannot explain the tendency. Such a tendency has been discussed before, by Martinez et al. (2003) for Nashville, Ren et al. (2003, 2006) for New York, and Kanaya et al. (2007b) for Tokyo, using a single instrument for each experiment. \(\text{HO}_2\text{-Comp}\) provided an opportunity to verify this tendency with three instruments being operated simultaneouly, for the first time. It is interesting to note that the same tendency is also clear, if the ratio of modeled to observed \(\text{HO}_2\) is plotted against NO2 and NO3 (Fig. 9d), although this was unclear in Tokyo (Kanaya et al., 2007b).

We previously proposed processes that could explain these results (Kanaya et al., 2007b), including 1) HNO3 reactions, such as reaction with NO producing two HO2 molecules, and 2) missing HO3 production, with a rate proportional to the NO concentration. An additional \(\text{HO}_2\text{-Comp}\) model run with hypothetical \(\text{HO}_2\) production of strength [NO (cm\(^{-3}\)) × 5 × 10\(^{-5}\) (radicals cm\(^{-3}\) s\(^{-1}\))] countered the trend of the modeled-to-observed \(\text{HO}_2(\cdot)\) against NO (not shown). The factor of 5 × 10\(^{-5}\) was larger than that of 2 × 10\(^{-5}\), which effectively countered the trend in Tokyo (Kanaya et al., 2007b). This trend is very important in the ozone production regime. In Fig. 10, the dependences of the \(\text{HO}_2(\cdot)+\text{NO}\) reaction rates for the midday period (09:00–15:00 UTC) on NO concentrations are shown individually for the values derived from \(\text{HO}_2\) observed by the FZJ instrument and for \(\text{HO}_2(\cdot)\) modeled by the Base run. This reaction normally governs the ozone production. The \(\text{HO}_2+\text{NO}\) reaction rate coefficient was used in the analysis, although some RO2 radicals included in \(\text{HO}_2(\cdot)\) have different coefficients. The modeled rate has a maximum at NO mixing ratios of around 1 ppbv, and then shows saturation with further increases in NO. This saturation corresponds to the “NO3-saturated” behavior of ozone production at high NO3. In contrast, the rate using observed \(\text{HO}_2\) concentrations monotonically increased with NO, resulting in a permanent NO3-limited feature. Further studies of the \(\text{HO}_2\) behavior at high NO3 conditions in the field and in the laboratory (including chamber studies) are highly recommended.

Figure 9a and c also shows that model/observation ratios for OH are almost flat throughout the NO (and NO3) concentration ranges for the Base run. This is clearly different from the behavior found in PROD, where the observation/model ratios were >2.5 at NO concentrations of 0.3 ppb (Lu et al., 2012). The different behavior at \(\text{HO}_2\text{-Comp}\) may be related to the lower isoprene and VOC reactivity or the short time exposure of isoprene to OH. Further studies are also required to explain this difference found for OH.

5 Summary

Daytime OH concentrations in ambient air were observed by multiple instruments for three days of the \(\text{HO}_2\text{-Comp}\) field campaign held in Jülich, Germany, in July 2005. The concentrations were compared with box-model simulations using different assumptions for isoprene chemistry and for additional hydrocarbons to explain the observed OH reactivity. The agreement in OH concentrations with the Base run was good, suggesting that strong radical production to explain OH in the presence of isoprene at low NO, as proposed for the cases for the measurements in Suriname (Kubistin et
Fig. 9. Model/observation ratios for OH (left) and HO$_2$($^\cdot$) (right) as functions of NO and NO$_x$ concentrations for the Base run. Only daytime (06:00–18:00 UTC) data are used.

al., 2010) and PRD (Hofzumahaus et al., 2009; Lu et al., 2012) was not required for HO$_2$Comp. An important difference in the chemical conditions at HO$_2$Comp is the fact that the measurement site experienced fresh isoprene emissions that were only a little photochemically aged. This may be an indication that the unexplained large OH concentrations in Amazonia and PRD were caused by second- or third-generation products from VOC oxidations.

The HO$_2$ levels measured with the FZJ instrument, for which the degrees of interferences from various RO$_2$ radicals were known, were compared with the modeled HO$_2$($^\cdot$), taking into account the sensitivity toward RO$_2$. The modeled HO$_2$($^\cdot$) levels in the Base run were higher than the observations by a factor 1.9, indicating an overprediction of the HO$_2$ to OH recycling in the base case model. This and the good model-measurement agreement for OH imply a missing OH source. Modeled OH and HO$_2$($^\cdot$) could only be matched to the observations by addition of a strong unknown loss process for HO$_2$($^\cdot$) that recycles OH at a high yield.

Introducing isomerization of isoprene peroxy radicals incurred model overprediction of radical concentrations with respect to OH observed by a CIMS instrument and two LIF instruments. The degree of overestimation in OH could be diminished only when reactive alkanes (HC8) were solely introduced to the model to explain the missing fraction of observed OH reactivity. Moreover, the isoprene isomerization mechanism could not resolve the strong model overprediction of HO$_2$($^\cdot$). The isomerization of isoprene peroxy radicals at the rates proposed by Peeters and Müller (2010) was therefore regarded as unlikely.
On the morning of 9 July, regarded as an ideal case because the OH reactivity was well explained and isoprene concentrations were low, we found a tendency for the models to underestimate HO2(*), the opposite of the normal tendency of weak overestimation for HO2(*). The underestimation, commonly found for the three LIF measurements, was associated with high NO conditions and was not explained by RO2 interference. One possibility is that a missing HO2 source or regeneration process becomes important under these conditions, and this could influence our understanding of ozone production regimes.

Supplementary material related to this article is available online at: http://www.atmos-chem-phys.net/12/2567/2012/aep-12-2567-2012-supplement.pdf.
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