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Abstract—A major component of a generic image retrieval pipeline is producing concise and effective descriptors for each image. Previous works have shown impressive results in image retrieval when using descriptors from the black-box output of the fully-connected stage of pre-trained Convolutional Neural Networks (ConvNets). However, previous work on descriptors pooled from the deep feature maps from late convolutional layers can produce more discriminative descriptors for generic image retrieval, while being relatively concise. When planning to globally pool such feature maps from a ConvNet, some options to consider are (1) the depth of the network, (2) choice of layer to pool, and (3) the level of dimension reduction. The previous work on global pooling methods uses differing techniques without a clear consensus on which method is best. This motivates us to establish a baseline pipeline from which to compare these options and their effect on retrieval results. Our contribution is a systematic and comprehensive experimental study of different pooling strategies of deep features for image retrieval, and the various options. Our results show that the nature of the dataset (object-heavy or scene-heavy) warrants a different pooling strategy. Significantly, we visualise the level of image discrimination brought by the different pooling methods on the datasets, and show that pooling need not have a priori spatial weights to effectively find objects within the image. The results underline the need to consider the context of the image dataset when developing image retrieval pipelines using ConvNets.

I. INTRODUCTION

Image retrieval is an intuitive tool whereby the user presents an image as a query (instead of a text-based search) to a system with an image dataset, and gets back a set of dataset images in order of similarity to the query image. Each image in the dataset needs to be described by a concise descriptor to allow for rapid (and accurate) similarity comparisons to the query image’s descriptor. Image retrieval has previously been conducted using techniques such as SIFT features [1], and the colour histogram [2]. The newest frontier in powerful image retrieval is based on deep learning, using Convolutional Neural Networks (ConvNets). Like the other methods, pre-trained ConvNets analyse an image and produce a useful descriptor (Fig. 1).

Their power, utility, and ease of use for object and scene classification have led to the production of a number of freely available pre-trained networks accessible to the community [3] [4] [5] [6]. But ConvNets have historically been trained to classify images as one of a limited number of categories, so what is the idea in using them for image retrieval? As it turns out, feeding two visually similar images separately through a pre-trained ConvNet produces two concise descriptors that are geometrically closer than the descriptors of two dissimilar images. The input images do not even have to be of the same context as the database in which the ConvNet was trained [7] [8] [9].

The white-box nature of the convolutional stages of the ConvNet (Fig. 1) means information can be extracted from the output of any intermediate layer and pooled into a concise vector. However, simply using an off-the-shelf ConvNet to carry out generic image retrieval may not produce the best results. What happens if a different ConvNet is used entirely, or the descriptor is extracted and pooled differently, or the resulting descriptor made more compact? The positions of objects in the images may be consistent, or may be at random locations. While these issues have fuelled some examination in the literature about better utilising ConvNets in an image retrieval pipeline [10] [11] [12] [13], there is a critical need to understand how these issues affect results, and whether there is a ‘one size fits all’ approach.

We will use a set of baseline options, including a sum-pooling strategy and a particular convolutional layer, and show how the results are affected by choosing different options against the baseline. Since visually similar images produce ‘close’ vectors, it is anticipated that changes to irrelevant noise (unimportant parts of the image) affect the descriptor less significantly, while changes to salient objects should change the descriptor more significantly. We experiment on deep-learning-based methods for image retrieval that use ConvNets...
to produce image descriptors. Using a framework to compare current global pooling methods from the literature and options relating to extraction, we provide a comprehensive set of results that verify that the options to choose rely on the context of the dataset in question.

For the rest of this paper, we overview the related work to this study (section II), explain important pooling methods (section III) and our results (section IV). Finally, we provide our discussion of these results (section V) and conclusion (section VI).

II. RELATED WORK

The power of ConvNets in the computer vision community was initially their ability to classify images of objects with unprecedented accuracy [3] [4]. More recently, the outputs of the classification stage of existing trained ConvNets have been found to have discriminative power useful for image retrieval, while being relatively concise [11] [14] [15].

ConvNets (Fig. 1) are neural networks of learnable weights designed to accept image data, and are structured as a series of feature extraction stages [16], generally followed by a fully-connected (FC) classification stage [4]. Each feature extraction stage typically has a convolutional layer, a rectifying layer (ReLU), and a pooling/subsampling layer. The convolutional layer convolves a set of learnable image kernels over the input volume, and produces a set of output feature maps. The ReLU layer sets all negative values to zero, and has been shown to learn faster than traditional non-linear functions [17], despite causing information loss [7]. The pooling layer subsamples the feature maps, typically with the \( \max(\cdot) \) function, to introduce minor spatial invariances [18]. The FC stage is reminiscent of the traditional neural network, and abstracts the spatial information of the convolution stages. The final layer is generally a softmax function used for classification [4].

Much work has been done utilising this final output for vision tasks, including image retrieval [11] and scene recognition [19]. However, outputs from the fully-connected stage is essentially the output of a black box. Stepping back a few layers in the ConvNet reveals other intermediate outputs of the ConvNet’s convolutional, ReLU, and pooling layers [12] [10] [13] [20]. Suddenly the black box nature of the image descriptor is shattered, and one can see highly semantic information that highly represents the structure of the input image [12] [10] [21] [13] [22] [23]. But can any layer be selected for extraction? [24] and [4] show that feature maps of earlier layers look for simple features, and one needs to focus on the later layers to find high-level semantics.

Then there is the question of what to do with the feature maps to produce a descriptor: how does one reconcile a strategy in extracting usable descriptors considering the nature of the dataset? One might make some assumptions about how to increase their utility: focus on particular spatial regions [12] where we ‘expect’ objects to be, or perhaps assume we’ll find them everywhere [20]. But if the dataset is a set of scenes, maybe there will be very few objects at all!

Once we have a descriptor for each image, is that the end of it? Perhaps not; the descriptor can be reduced in dimensionality [14]. Perhaps a smaller descriptor may contain less information, but it could just as easily remove redundant information. [10] shows dimension reduction impacting negatively on precision.

Looking at all these questions, regarding layer choice, pooling strategy, and dimension reduction, there is a need to find which options improve image retrieval precision. There are some existing clues: semantic information peaks at later convolutional layers [7] [13] [10] or shows improvement over earlier layers [22], so the later layers have a more powerful ability to recognise high level concepts. We therefore aim our attention at the very final convolutional and pooling layers before the FC stage.

The output of a non-FC layer is a volume of information that can be pooled to produce a vector. This, like the output of the FC stage, can act like a global descriptor. What kinds of pooling strategies can take place?

Previously, [11] took the raw descriptors of the final convolutional layer and the FC layers to perform image retrieval. While their results showed FC layers providing better performance than the deep features, they later experimented on a method to sum-pool the deep features on a map-per-map basis in [12]. This ‘SPoC’ descriptor used a gaussian weight scheme over the feature maps to give more attention to the object in the image’s spatial center. This was followed by a post-processing step of whitening and dimension reduction. This scheme gives prior bias to centred objects, and could unduly hinder the ability to discriminate useful objects near the image borders.

[10]’s cross-dimensional weighting scheme utilises not only the spatial information in each feature map, but also the information across the feature maps. Their ‘CroW’ descriptor performs a basic pooling operation before calculating weighting factors for not only the spatial locations, but across the feature maps.

Why has focus shifted from the classification stage to the feature extraction stages for useful descriptors? An interesting observation of [10] is the substantial retention of spatial information in the feature maps of the final convolutional and pooling layers. Their visualisations of the feature maps reveal a kind of low-resolution greyscale representation of the original image. This suggests that despite going through a series of complex convolutions, rectifications, and poolings, the spatial positions of features in the original image are strongly retained in the final feature maps, but are spliced across the feature maps. This means that the feature maps could be split into regions that correspond to the spatial locations of the input image. [25] demonstrated that spatial max-pooling of a \( 2 \times 2 \) grid over the convolutional feature maps led to improved results over global max pooling. This essentially creates four vectors of pooled values, and theoretically takes advantage of the spatial positions of features within the feature maps. Despite not being strictly a global technique, the \( 2 \times 2 \) grid works on convolutional feature maps of any arbitrary size. Similarly,
This results in a vector of length 4. Operation with a gaussian weighting operation on the feature center of the image. The weighting operation gives the weight at \((x, y)\) as:

\[
w(x, y) = \exp \left( - \frac{(y - \frac{H}{2})^2 + (x - \frac{W}{2})^2}{2\sigma^2} \right)
\]  

Each resulting element in the \(i\)th feature map is weighted as \(F_{i, (x, y)} \times w(x, y)\). The final vector \(v\) is produced by the sum-pooling of the new weighted volume.

**CroW:** This descriptor by \([10]\) exploits sparsity information across the feature volume, and performs weighting over different spatial locations and different feature maps.

The \(C\) feature maps firstly undergo a pooling step, then are aggregated to form a ‘supermap’ of the same spatial size, where each spatial position is the sum of the position in all \(C\) feature maps:

\[
F_{\text{super}} = \sum_{i=1}^{C} F_i
\]  

Each spatial position of \(F_{\text{super}}\), namely \(F_{i, (x, y)}\), is powerscaled to produce the spatial weights:

\[
\alpha_{(x, y)} = \left( \frac{F_{i, (x, y)}}{\sum_{x=1}^{W} \sum_{y=1}^{H} [F_{i, (x, y)} > 0]} \right)^{1/4}
\]  

To produce the feature map weights, \([10]\) finds the non-zero elements of a feature map \(i\), namely \(Q_i\), calculated by the proportion of non-zero elements in the feature map:

\[
Q_i = \frac{\sum_{x=1}^{W} \sum_{y=1}^{H} [F_{i, (x, y)} > 0]}{W \times H}
\]  

The feature map weight \(\beta\) for feature map \(i\) is then produced by:

\[
\beta_i = \log \left( \frac{C\epsilon + \sum_{b=1}^{C} Q_b}{\epsilon + Q_i} \right)
\]  

Each feature map is then sum-pooled with the weights:

\[
s_i = \sum_{z=1}^{W} \sum_{y=1}^{H} F_{i, (x, y)} \alpha_{(x, y)} \beta_i
\]  

This results in a vector of length \(4C\).

**SPoC:** This descriptor by \([12]\) performs the sum-pooling operation with a gaussian weighting operation on the feature maps, designed to give more weight towards features at the center of the image. The weighting operation gives the weight at \((x, y)\) as:

\[
w(x, y) = \exp \left( - \frac{(y - \frac{H}{2})^2 + (x - \frac{W}{2})^2}{2\sigma^2} \right)
\]  

The related work presented some pooling ideas that have been implemented in the literature. We compare five feature pooling strategies in our image retrieval experiments to produce image descriptors, each forming a vector \(v \in \mathbb{R}^C\).

**Sum Pooling (SumPool):** This is the simplest case, and takes the sum of each spatial position in each of \(C\) feature maps, to produce the vector of \(C\) length. Feature maps are of height \(H\) and width \(W\). Each feature map \(F_i\) is sum-pooled to form a scalar:

\[
s_i = \sum_{y=1}^{H} \sum_{x=1}^{W} F_{i, (x, y)}
\]  

where \(F_{i, (x, y)}\) is the position \((x, y)\) of the \(i\)th feature map, to form \(v = [s_1, s_2, ..., s_C]^T\).

**MAC:** This technique uses the \(\max(\cdot)\) function over each feature map instead of the summation in SumPool. The technique \([25]\) \([20]\) follows a similar idea to the pooling regions of the ConvNet pooling layers, but this uses a \(1 \times 1\) (global) grid over each feature map. This is carried out over each feature map in order to collapse each to a scalar, to make the final vector \(v\):

\[
v = [\max(F_1), \max(F_2), ..., \max(F_C)]
\]  

**2 \times 2 Max Pooling (2 \times 2MAC):** This divides the feature volume into four equal-sized regional volumes of size \([\frac{W}{2} \times \frac{H}{2} \times C]\). A MAC vector \(v_i\) is produced from each region \(i\), \(i \in 1..4\), and we get \(v_1..v_4\). The four vectors are concatenated:

\[
v = [v_1^T, v_2^T, v_3^T, v_4^T]^T
\]  

This results in a vector of length \(4C\).

**INRIA Holidays:** The INRIA Holidays dataset \([26]\) contains 1491 holiday-themed colour photographs in 500 small groups, where each group contains photos of the same scene or object from a different viewpoint. The first image of each group is the query, and the other images in that group are the groundtruths. Following \([12]\), all non-upright images are manually rotated to an upright position.

**Paris6k:** The Paris6k dataset \([27]\) contains 6392 images (after the 20 corrupted images are removed) of landmark buildings and objects in Paris. There are 35 queries and a
given set of groundtruths. While the queries are of landmarks, the dataset includes a lot of ‘distracting’ images.

**Oxford5k:** The Oxford5k Buildings dataset [28] is similar to Paris6k, and contains 5063 images, with 55 queries and a given set of groundtruths.

**NAA29k:** We also use the dataset ‘NAA29k’, which is a subset of the immense digitised PhotoSearch gallery (of 350,000 images) from the National Archives of Australia. This dataset contains 28,912 scene-heavy images from different eras of Australian history, and are of diverse sources and context. The images are mostly black and white, and range from personal portraits and workplaces to landscapes and natural scenery. Each image was resized to 256 × 256. 600 groundtruth queries were manually produced, and formatted in the same way as Paris6k and Oxford5k.

Notably, the Paris6k and Oxford5k are semantically similar and contain lots of objects, while the INRIA Holidays and NAA29k datasets have more scene-based imagery.

### B. Implementation Details

In preliminary experimentation, we found that the deep networks VGG16 and VGG19 trained on the ImageNet database of objects [5] had overall poorer performance than the place_vgg16 and place_vgg19 trained on scene data [6]. We therefore focus our experimentation on the latter two networks. The preliminary experiments also looked at PCA whitening [29] versus no whitening, and found whitening to be better in all cases. Thus all the experiments shown here focus on PCA whitening parameters only from the dataset being queried.

For the CroW method, [10] set \(\gamma = \delta = 0.5\). We set \(\gamma = 2\) to ensure \(\hat{E}_{\text{sum}}\) is positive (in case the layer used in extraction does not follow a ReLU layer), but keep \(\delta = 0.5\). We also set \(\epsilon = 0.01\). The initial pooling step is only implemented in the pool5 layers in our experiments. Also note that [10] use the 16-layer network trained on the ImageNet dataset [5] in their experiments.

For all experiments, we ‘eliminate’ the query from the results list, and the query is never in the groundtruth of the retrieval result.

We also ignore query bounding boxes in the Oxford5k and Paris6k datasets, and use the entire image as the query, in order to be methodologically equal to the INRIA Holidays and NAA29k datasets.

The post-processing step after extracting the pooled vector always includes \(l_2\)-normalisation:

\[
v' = \frac{v}{||v||_2} \quad (10)
\]

then PCA dimension reduction and whitening [29], followed again by \(l_2\)-normalisation.

The pooling method ultimately controls how the feature maps are used to form a concise vector. With our aim to provide a convincing overview of the advantages and disadvantages of these options, we use a baseline comparison which worked generally well across all four datasets. This baseline uses the place_vgg19 network, the conv5-3 layer, 512 dimensions, and the SumPool strategy. The extraction pipeline focuses on pooling, PCA post-processing and dimension reduction. Querying always uses the \(l_2\) distance to determine the closeness of descriptors (and therefore similarity of images). The mean average precision (mAP) calculation from [26] is used, which is a single-value measure (averaged over all queries) of the distribution of positive results down the ranked list.

We use the Caffe toolbox [30] to extract features. Caffe takes 224 × 224 crops of the images as desired by the two networks. While this image resolution is not as high as in [11] and [10], we keep this crop the same for all images in all the four datasets used. For preprocessing, we subtract the mean pixel from each image before feeding it through the ConvNet. Since later layers contain more semantic information [22], we experiment on the last two convolutional layers (conv5-3 and conv5-2 for place_vgg19 [6], and conv5-3 and conv5-2 for place_vgg16 [6]), and the final max-pooling layer pool5.

We used the baseline options and varied one option each time, and we show the relative results of each experiment.

Firstly, we alter the network on the baseline but keep all other options the same. We should expect a deeper network to provide more discriminative power over a shallower network [5]. Some pooling strategies should also favour the type of dataset being queried. Fig. 2 shows that the deeper 19-layer network provides better results in all cases over the 16-layer network trained on the same data. However, the \(2 \times 2\)MAC strategy showed the least improvement in results from the 16-layer to 19-layer network. Furthermore, there is a clear advantage of the SumPool and CroW methods over the other methods in all datasets. This implies that the SumPool and CroW are naturally more powerful in their image discriminative abilities.

In the second experiment, we use the baseline with the 19-layer network, but change the convolutional layer from which to extract the pooled features. We may expect to see poorer results on the pool5 layer due to loss of information caused by pooling. Again we compare the retrieval results on the four datasets using all five pooling strategies. The results are shown in Fig. 3, and show the conv5-3 layer to be superior in most cases. Interestingly, the \(2 \times 2\)MAC strategy was less responsive to the change in layer, while the SumPool and CroW strategies were most responsive.

The above experiments were carried out on the baseline using 512 dimensions. The CroW, SPoC, SumPool, and MAC strategies are therefore not yet reduced, while the \(2 \times 2\)MAC strategy has been reduced from its original 2048 dimensions. To see how further dimension reduction affects results, we repeat the baseline experiment on all four datasets and all five strategies by reducing their dimensionality down to 16. The results are shown in Fig. 4. Reducing the dimensionality for the Oxford5k and INRIA Holidays datasets had little impact on the results until dimensions were under 100, after
which the results worsened (Fig. 4). The standout is the Paris6k dataset, which actually increased performance when decreasing from 512 to 32 dimensions under our experimental conditions. We attribute this to the nature of the dataset, whereby information of simple buildings was more accurately represented by reduced descriptors than non-reduced ones, and the smaller crop sizes. Under reduced dimensions, the discriminatory nature of the descriptors were not distracted by other objects in the image. To visualise this in Fig. 6, we resize the image of the Eiffel Tower and discover how the resulting descriptors change according to differences made in the image. By greying out parts of an image and feeding it through a ConvNet, we should expect to see the final descriptor change somewhat - but removing important parts should change the descriptor more than removing unimportant parts. We resized the image to $256 \times 256$ and sequentially greyed out blocks of $32 \times 32$ pixels, and fed them through the places_vgg19 network and extracted a SumPool descriptor from the conv5_3 layer. This strategy follows a similar technique in [31]. Reducing the dimensions shows the discrimination of the descriptor favour the salient parts (the tower) rather then the surrounds. This implies that the reduced dimensions did in fact reduce the ‘noise’, but eventually became too concise to work effectively.

Noticeably in all these experiments, both the Oxford5k and Paris6k datasets are slightly favoured by the CroW method, while the SumPool method was good all round. This shows that the nature and context of the dataset is important in choosing the options for descriptor extraction. Visually, Oxford5k and Paris6k are similar in that there are highly discriminative buildings as queries, with lots of distracting images. The most discriminative differences came from the change in pooling method, whereby taking specific locations was overall detrimental to finding the salient features within an image.

To visualise more broadly how the different pooling method discriminate features within images, we perform a similar visualisation technique as in Fig. 6, but using several images that are either object-focussed or scene-focussed, using at least one image from each of the four databases. Pronounced changes in the descriptors (compared to the original image’s descriptor) should signify more discriminative feature discovery by the pooling strategy. The results in Fig. 7 show that pooling the deep features does find discriminative features. However, the SPoC strategy favours centred features, even if they are not as salient, while the other strategies favour discriminative features regardless of spatial position, such as the aeroplane engine, columns, and spire.

V. DISCUSSION

Our results are consistent with [12], whereby the gaussian operation in SPoC decreases performance of the pooling operation on Holidays, and favours centred objects. This is, intuitively, due to the largely scene-like images of the Holidays dataset. SPoC also performed the worst on the NAA29k dataset. For scene-like images, there is no guarantee that highly-discriminative features will appear at the center. Since
visual analysis of the dataset in question: is it more object-oriented or scene-oriented? Do objects or features occur at different spatial locations?

Our empirical results show that some options can be left the same: if using the 19-layer scene-trained network [6], sticking to the conv5_3 may be best no matter the dataset being used.

However, it is also clear that dimension reduction should be investigated for its effects, as it can be better for some datasets while not others (Fig. 4), depending on image size and other experimental properties. We attribute the unusual decrease in performance at higher dimensions in Paris6k (compared to [10]) to the small image size and nature of the dataset. The query images and their positive results contain large buildings that are highly recognisable when the image is resized, while other distracting features are eliminated.

B. What is the Query Looking For?

While the results presented here convincingly present options that lead to better precision, the groundtruth and dataset are also barriers to improvement. In a dataset such as NAA29k, which may contain rare images, a key goal would be to query (for example) an image of a building and find all instances of that building in the dataset, even if occluded, small, or distant. However, the Paris6k and Oxford5k datasets place such images in the ‘junk’ category. When visually observing some results of queries, these junk results would sometimes appear. From the framework used, these are a detriment to performance, despite the query stage successfully retrieving the image containing the distant or occluded building. In this case, the power of the system was its own detriment, so for some image retrieval pipelines, it can be useful to consider junk results (Fig. 5).

VI. CONCLUSION

Experiments on deep-learning-based image retrieval using pooled ConvNet descriptors showed that object-heavy datasets are favoured by pooling methods that find specific spatial features. Comparing the Sum-Pooling method, the SPoC method, the CroW method, a MAC and a \(2 \times 2\) MAC method, confirmed that the choice of pooling method has a strong effect on the query results. Importantly, object-heavy datasets were favoured by the CroW method, while the scene-based datasets were favoured by the SumPool method. Using a visualisation technique to examine the discriminative ability of the pipeline revealed the bias of SPoC’s weighting method, but also showed such methods could be detrimental on scene-heavy datasets. This means that the SumPool descriptor is a strong choice for finding salient features in any spatial location, but can be distracted by outlying features. It is hoped that this experimental study can provide more insight on the importance of selecting the right options in the image retrieval pipeline, including a suitable pooling method for the convolutional information. We conclude that more accurate image retrieval can occur with carefully-selected dimension reduction and pooling strategy after interpreting the context and the nature of the image dataset being used.
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While reducing the dimensions focusses the discrimination on the desired feature, the retrieval performance actually peaks at 32 dimensions as the descriptor becomes too concise.

Fig. 6. An image from Paris6k (left), followed by the discriminatory strength of the baseline method with (from left to right) 512 dimensions, 32 dimensions, and 2 dimensions. Brighter areas of red correspond to higher levels of change to the final descriptor compared to the unchanged image.
Fig. 7. A selection of images and their discriminative features highlighted. The row beginning with an orange vertical bar is from Oxford5k, blue from Paris6k, green from Holidays, and brown from NAA29k. The rescaled image is shown on the left, followed by its discriminative features in CroW, SPoC, SumPool, MAC, and $2 \times 2$MAC on the baseline. Significantly, the SPoC method is biased towards center objects even if there are none, such as in the ‘scaffold’ (bottom row) and the spire (5th row). However, the other methods are able to discriminate centered objects without a priori weighting (clock, 2nd row).