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An important part of cryptography is about constructing and analyzing protocols that overcome the attacks of adversaries related to various features in information security such as confidentiality, data integrity and authentication. In this thesis, we focus on confidentiality and data integrity, especially confidentiality, under several practical security scenarios. Confidentiality refers to the privacy of encrypted data, but with increasing concern for the protection of personal information, this notion has been extended to user privacy, which is referred to as anonymity in this thesis. Data integrity refers to maintaining and assuring the accuracy and consistency of data over its entire life-cycle, which is crucial to the design, implementation and usage of any system which stores, processes, or retrieves data.

The work in this thesis can be divided into two aspects:

Firstly, we consider confidentiality and anonymity under a scenario where an untrusted third party is involved in a cryptographic system to check all the messages received. According to different settings of the application, we construct three encryption schemes with a gateway involving in verification. In more detail, our first construction to achieve confidentiality and anonymity for an encryption scheme with a gateway is simply designed, and it has a limited and strict environment requirement for the application; our second construction strengthens the security one step further but still has drawbacks in terms of anonymity; our third construction has perfect security properties which fully hides the identity of the targeted user in the system.

Then we study confidentiality, anonymity and integrity under a special attack called related-key attack, where an adversary can induce modifications in a hardware stored key and subsequently observe the output of the cryptographic primitive under this modified key. Related-key attacks are viewed merely as a way to study the security of blockciphers, but they emerge as real threats in practice and are of interest for primitives beyond blockciphers. In this thesis, the security of cryptographic
primitives such as signcryption, public-key encryption and proof of retrievability under related-key attacks is explored. We start from signcryption schemes secure against related-key attacks, and propose three signcryption schemes that are resistant to linear related-key attacks following the line of security enhancement. Then we focus on related-key attack secure public-key encryption schemes from a point of view different from the existing work related to this problem, and we propose three public-key encryption schemes with private keys composed of multiple elements that are secure against related-key attacks. Lastly, we pay attention to data integrity in the setting of related-key attacks, and show how data integrity can be broken in a proof of retrievability system by a related-key attack adversary and how to prevent such attacks.
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Chapter 1

Introduction

Cryptography is the practice and study of techniques for secure communication in the presence of third parties, called adversaries, and is originally synonymous with encryption — a process of converting a message into an incomprehensible format. Traditionally, the security requirement of an encryption scheme is to provide privacy (confidentiality) of the encrypted data. Nevertheless, privacy of data is not the only goal in cryptography with the encryption schemes. So far, the field has been expanded to various aspects of information security such as integrity, authentication, and non-repudiation. Integrity protects a message from unauthorized modification. Authentication assures the originality of a message from the anticipated sender. Non-repudiation prevents a sender from denying that it has sent a message.

1.1 Background

The fundamental security of an encryption scheme requires it to provide privacy for the encrypted data. To meet various kinds of data privacy requirements, popular formalizations such as indistinguishability (semantic security) [GM84] or non-malleability [DDN91], under either chosen plaintext or various kinds of chosen ciphertext attacks are directed. However, privacy of data is not the unique goal in cryptography with encryption schemes. In recent years, the privacy of users has been of equal concern, which leads the research community to pursue anonymity properties in designing cryptographic primitives. With regard to encryption, key privacy [BBDP01], also known as receiver anonymity, was first introduced in public-key encryption to prevent a ciphertext leaking any information about the public key under which it was created, and then it was extended to the identity-based setting under the notion of anonymity [ABC+05].
Traditionally, data privacy and key privacy are discussed under a two-party protocol involving a sender and a receiver. With the development of modern technology, third parties are widely used in many cryptographic primitives, and have become a crucial part of preserving information security in the digital world. A natural question which arises is how to fulfil security protection if third parties are involved in cryptographic systems. In some of the mechanisms such as private key generators in identity-based environments [BF01], they are fully trusted. However, this assumption, in practice, is too strong, as it is hard to make sure that a third party is fully honest. An alternative way to get around this dilemma is to trust a third party to some degree rather than to fully trust it. This weaker but practical assumption has been popularly studied in many cryptographic protocols like server-aided systems [MKI88], certificate-based mechanisms [Gen03], and so on. In this thesis, we discuss privacy preserving under a special scenario which involves a third party, called gateway, to check the identity of the user in the encryption system.

On the other hand, the adversaries in the security notions under the classical security models are assumed to have no access to the private keys. However, this is impractical in real systems, as in many situations the adversary might get some partial information about the keys through methods which are not anticipated by the designer of the system and, correspondingly, not taken into account when arguing for its security. Besides, it has been proved that the adversary can make physical side-channels leak partial information about internal states of program execution through recent timing [Koc96], cold-boot [HSH+08] and virtual-machine attacks [RTSS09], or use fault injection techniques to tamper with and induce modifications to the internal state of the device [BS97]. Such attacks, referred to as key-leakage attacks, come in a large variety. This observation brings a question of how to protect privacy and achieve security in cryptography under complex conditions. To handle this problem, various security notions including leakage resistant cryptography [DP08], semantic security for wiretap channels [BTV12], cryptography secure against related-key attacks and tampering [BCM11] are proposed. In this thesis, we study the security of several cryptographic primitives under one intensively investigated attack of this kind called related-key attack (RKA) [BC10], where an adversary induces modifications in a hardware-stored key, and subsequently observes the output of the cryptographic primitive under this modified key.

In terms of the related-key attack, we can see that in its security model, modifications to the key used are denoted by a function chosen by the adversary [BC10].
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In other words, there exists a function denoting the relations between a related key and the original key. This reminds us of the fact that some users like to update their keys regularly according to a predefined function. As a result of this preference, a question is raised: will the security of cryptographic systems still be intact if the relations of users’ keys are detected by the adversary? To address this problem, we take outsourced storage as an instance, where clients store their important data to remote third parties without leaving a copy in their local computers. Since these clients do not own data themselves, it is crucial for them to make sure that their data are not lost or corrupted. In order to reduce the waste of communication bandwidth caused by downloading large amounts of data just to check data integrity, various efficient checking protocols, called proof of retrievability, have been proposed to allow data integrity to be checked without completely downloading the data. In this thesis, we shed light on the fragility of these systems, and explore the techniques that are able to protect them from related-key attacks.

1.2 Scope of This Study

In this thesis, we focus on solving the aforementioned problems in the cryptographic world. Specifically, we deal with them from the following aspects.

1. Achieving security in encryption systems involving third parties. As far as we know, third parties involved cryptographic systems have been discussed in the context of signature [MKI88], public-key encryption [Gen03], authenticated key exchange protocols [ACFP05], and so on. To address a practical scenario where a gateway is present in checking the identity of the receiver when a sender communicates with receivers in an anonymous encryption system, we put forward the notion of verifiable and anonymous encryption. A gateway-based verifiable anonymous encryption is a three-party protocol to enable an outside sender to securely and anonymously transmit a ciphertext to an inside receiver who belongs to a large group of users when taking into account the presence of a gateway which is not fully trusted. In addition to the semantic security of the plaintext, our goal is also to provide anonymity with respect to a malicious gateway and curious receivers in the system. With this in mind, in this thesis, we strengthen the security model step by step, and design the concrete gateway-based anonymous encryption schemes to meet the
1.2. Scope of This Study

corresponding security requirements.

2. Signcryption secure against related-key attacks. To combine the functions of digital signature and encryption in a single step with a cost lower than that required by signature-then-encryption approach, signcryption [Zhe97] is introduced, of which security notions such as semantic security, unforgeability, and anonymity have been formalized under classical security model in [BSZ07, LQ04]. In this thesis, we take these security definitions one step further in the context of related-key attacks. Specifically, under related-key attacks, the adversary in the security games is allowed to obtain the outcome of the signcryption scheme under the modified private keys of both sides — the sender and the receiver. After formally defining the corresponding security notions of signcryption secure against related-key attacks, we propose several concrete RKA secure signcryption schemes with regard to different security settings.

3. Related-key attack secure public-key encryption schemes. How to build public-key encryption schemes secure against related-key attacks has been well studied in [Wee12, BPT12]. Wee [Wee12] presented the first public-key encryption schemes resistant to linear related-key attacks in the standard model from adaptive trapdoor relations. Bellare, Paterson and Thomson [BPT12] constructed the RKA secure schemes for public-key encryption in the standard model, based on the results of a framework to enable the construction of identity-based encryption schemes that are secure under related-key attacks. The methods to achieve RKA security in public-key encryption in [Wee12] and [BPT12] are efficient and easy to perform, but we found that their schemes of public-key encryption for full RKA security are executed under the situation of the private key being a single element. Due to this observation, in this dissertation, we focus on exploring other techniques different from those in [Wee12, BPT12] to make the public-key encryption schemes with multi-element private keys be resistant to related-key attacks.

4. New attacks to publicly verifiable proof of retrievability. Storing data to a third party has become a trend, and there are increasing numbers of clients who store their important data to a remote server. As users in this case no longer physically possess the storage of their data, and the remote storage provider may not be trusted, traditional cryptographic primitives for the purpose of
data privacy protection cannot be directly adopted. It is desirable to design a protocol by which users can verify the integrity of the data stored at the remote servers without downloading all the data. A scheme that accomplishes this is called a proof of retrievability (PoR) protocol, which was firstly introduced in [JJ07]. In this study, inspired by the phenomenon that users may set a function to update their keys at certain intervals, we strengthen the security of proof of retrievability schemes by divulging the information of the function to the adversary in the security model.

1.3 Structure of This Thesis

In Chapter 1, the background of the study and an introduction that describes the research scope of this dissertation are briefly presented.

In Chapter 2, we review the basic cryptographic notions, mathematical tools and complexity assumptions that are associated with this research.

Chapter 3 is mainly about the construction of secure protocols under a scenario called gateway-based verifiable and anonymous encryption. Firstly, we describe the framework and security model of gateway-based verifiable and anonymous encryption in a broadcast setting, and provide an efficient construction according to the formal framework of gateway-based verifiable and anonymous broadcast encryption, as well as its security proof based on the complexity assumptions. Secondly, we define the algorithms and security requirements of a verifiable and anonymous encryption system with an untrusted gateway, detail one verifiable and anonymous encryption scheme in asymmetric bilinear maps, and prove its confidentiality and anonymity under the random oracle model. Thirdly, after pointing out a shortage of the security reduction of the above verifiable and anonymous encryption system, we propose another concrete construction of verifiable and anonymous encryption on the basis of zero-knowledge proof of knowledge.

The emphasis of Chapter 4 is to build signcryption schemes that are secure against related-key attacks. In the first place, we define our security model of signcryption under related-key attacks. In the second place, we propose a specific construction of RKA secure signcryption, and prove its security in the random oracle model, and then we further consider ciphertext anonymity in our signcryption scheme in the setting of related-key attacks. Finally, we strengthen the security model of signcryption by removing the assumption that both the sender and the
receiver are honest, and then we put forward an RKA secure signcryption scheme under this setting, as well as its security proof.

The focus of Chapter 5 is to design of related-key attack secure public-key encryption schemes. First of all, after the analysis of a linear attack on the Cramer-Shoup cryptosystem [CS01], we propose an efficient public-key encryption scheme which is resistant to related-key attacks, and prove its RKA security without random oracles. Next, after pointing out a related-key attack on an existing scheme, we present a public-key encryption scheme with RKA security from bilinear maps, and analyze its RKA security under chosen ciphertext attacks. Lastly, we provide a public-key encryption scheme resistant to related-key attacks without pairings, and show its security proof in the setting of chosen ciphertext attacks.

The goal of Chapter 6 is to achieve data integrity in proof of retrievability systems under related-key attacks. To begin with, we review a publicly verifiable proof of retrievability system and describe how an adversary breaks its data integrity to deceive users under related-key attacks. Later in this chapter, we propose a proof of retrievability scheme with public verification which is secure against related-key attacks, and prove its security in the random oracle model.

The contributions of this thesis are concluded in Chapter 7.
In this chapter, we review some basic cryptographic tools related to this research.

2.1 Notations

Below we explain the meanings of the symbols that will be used throughout the thesis.

Denote \( \mathbb{N} \) by the set of natural numbers \( \{1, 2, \ldots \} \) and \( \mathbb{Z} \) by the set of integers \( \{\ldots, -2, -1, 0, 1, 2, \ldots \} \). We use \( \mathbb{Z}_p \) to denote the set \( \{0, \ldots, p-1\} \) and \( \mathbb{Z}_p^* = \{k|1 \leq k \leq p \text{ and } \gcd(k, p) = 1\} \) the set of positive integers smaller than \( p \) and relatively prime to \( p \). The security parameter is denoted by \( \lambda \in \mathbb{N} \), which will sometimes be written in its unary representation, \( 1^\lambda \).

If \( S \) is a set, then \( |S| \) is its cardinality. If \( S \) is a non-empty set and \( a \in S \), then \( a \) is an element belonging to \( S \). If \( s_1, s_2 \in \{0, 1\}^* \) are strings, \( s_1||s_2 \in \{0, 1\}^* \) is the concatenation of binary strings \( s_1 \) and \( s_2 \).

2.2 Bilinear Pairings and Some Complexity Assumptions

In this section, we recall the definitions of bilinear pairings and bilinear pairing groups, and then recall some computational assumptions related to this study.

2.2.1 Bilinear Pairings

Let \( G \) and \( \hat{G} \) be two multiplicative cyclic groups of prime order \( p \geq 2^\lambda \). Let \( g \) be a generator of \( G \) and \( \hat{g} \) be a generator of \( \hat{G} \). We define \( \hat{e} : G \times \hat{G} \to G_T \) to be a bilinear map if it has the following properties [BF01, Jou00, JN03]:

1. Bilinear: for all $g \in G$, $\hat{g} \in \hat{G}$ and $a, b \in Z_p^*$, we have $\hat{e}(g^a, \hat{g}^b) = \hat{e}(g, \hat{g})^{ab}$.

2. Non-degenerate: $\hat{e}(g, \hat{g}) \neq 1$.

We say that $(G, \hat{G})$ is a bilinear group if the group action in $(G, \hat{G})$ can be computed efficiently and there exists a group $G_T$ and an efficiently computable bilinear map $\hat{e} : G \times \hat{G} \rightarrow G_T$ as above. Typically, $G$ and $\hat{G}$ are subgroups of the group of points on an elliptic curve over a finite field, $G_T$ will be a subgroup of the multiplicative group of a related finite field, and the map $\hat{e}$ will be derived from either the Weil or Tate pairing on the elliptic curve.

Galbraith, Paterson and Smart classify pairing into three types in [GPS08].

- Type 1: $G = \hat{G}$, or there exists efficiently computable isomorphism between the two groups.

- Type 2: $G \neq \hat{G}$, and here is no efficiently computable homomorphism from $G$ to $\hat{G}$ but there exists an efficiently computable homomorphism $\psi : \hat{G} \rightarrow G$.

- Type 3: $G \neq \hat{G}$, and there are no efficiently computable homomorphisms between $G$ and $\hat{G}$.

Generally speaking, type 1 is known as symmetric pairing, while type 2 and type 3 are known as asymmetric pairing. In this thesis, bilinear pairings of Type 1 and Type 3 will be used.

### 2.2.2 Complexity Assumptions

Suppose that Groupgen is a probabilistic polynomial-time algorithm that inputs a security parameter $1^\lambda$, and outputs a triplet $(G, p, g)$ where $G$ is a group of order $p$ that is generated from $g$, and $p$ is a prime number.

**Computational DL.** The computational discrete log (DL) problem is that for any probabilistic polynomial-time algorithm, it is difficult to compute $a$ given $(g, g^a)$, where $g \in G$, $a \in Z_p^*$ are chosen independently and uniformly at random.

**Computational DL Oracle $O^\text{DL}_g$.** This oracle is defined over a cyclic group $G$.

On input a value $Y \in G$, this oracle outputs $a \in Z_p^*$ such that $Y = g^a$.

**Computational DH.** The computational Diffie-Hellman (DH) problem is that for
any probabilistic polynomial-time algorithm, it is difficult to compute \( g^{ab} \) given \( g, g^a, g^b \), where \( g \in G, a, b \in \mathbb{Z}_p^* \) are chosen independently and uniformly at random.

**Decisional DH.** The decisional Diffie-Hellman (DH) problem is that for any probabilistic polynomial-time algorithm, it is difficult to distinguish \( (g, g^a, g^b, g^{ab}) \) from \( (g, g^a, g^b, Z) \), where \( g, Z \in G, a, b \in \mathbb{Z}_p^* \) are chosen independently and uniformly at random.

A variant of this is that the ensembles \( \{G, g, f, g^r, f^r\} \) and \( \{G, g, f, g^{r_1}, f^{r_2}\} \) are computationally indistinguishable, where \( (G, p, g) \leftarrow \text{Groupgen}(1^\lambda) \), and the elements \( g, f \in G, r, r_1, r_2 \in \mathbb{Z}_p \) are chosen independently and uniformly at random.

A Basic Scheme Based on DDH. Since the introduction of the DDH assumption [Bon98], there have been several interesting applications. Note that the DDH assumption readily gives a chosen-plaintext attack (CPA) secure public-key encryption scheme. Let the public key consist of random elements \( g, f, g^{x_1}, f^{x_2} \in G \), and the secret key consist of random elements \( x_1, x_2 \in \mathbb{Z}_p \). The encryption of a message \( M \in G \) is given by \( (C_1, C_2, C_3) = (g^r, f^r, (g^{x_1} f^{x_2})^r \cdot M) \), where \( r \in \mathbb{Z}_p \) is a random element. The message \( M \) can be recovered with the secret key \( x_1, x_2 \) by computing \( M = C_3 \cdot (C_1)^{-x_1} \cdot (C_2)^{-x_2} \).

**Computational BDH.** The computational bilinear Diffie-Hellman (BDH) problem is that for any probabilistic polynomial-time algorithm, it is difficult to compute \( \hat{e}(g, g)^{abc} \) given \( g, g^a, g^b, g^c \), where \( g \in G, a, b, c \in \mathbb{Z}_p^* \) are chosen independently and uniformly at random.

In the asymmetric setting, it will be that it is difficult to compute \( \hat{e}(g, \hat{g})^{abc} \) given \( g, g^a, g^b, \hat{g}, \hat{g}^a, \hat{g}^c \), where \( g \in G, \hat{g} \in \hat{G}, a, b, c \in \mathbb{Z}_p^* \) are chosen independently and uniformly at random.

**Decisional BDH.** The decisional bilinear Diffie-Hellman (BDH) problem is that for any probabilistic polynomial-time algorithm, it is difficult to distinguish \( (g, g^a, g^b, g^c, \hat{e}(g, g)^{abc}) \) from \( (g, g^a, g^b, g^c, Z) \), where \( g \in G, Z \in G_T, a, b, c \in \mathbb{Z}_p^* \) are chosen independently and uniformly at random.

In the asymmetric setting, it will be that it is difficult to distinguish \( (g, g^a, g^b, \hat{g}, \hat{g}^a, \hat{g}^c, \hat{e}(g, \hat{g})^{abc}) \) from \( (g, g^a, g^b, \hat{g}, \hat{g}^a, \hat{g}^c, Z) \), where \( g \in G, \hat{g} \in \hat{G}, Z \in G_T, a, b, \hat{g} \).
\[ c \in \mathbb{Z}_p^* \] are chosen independently and uniformly at random.

## 2.3 Cryptographic Tools

In this section, we give a brief introduction on some cryptographic tools needed in this research.

### 2.3.1 Hash Functions

A hash function, \( H : \{0,1\}^* \rightarrow \{0,1\}^\lambda \), is an algorithm that can map data of arbitrary length to data of a fixed length \( \lambda \). In this thesis, we require that hash functions have to be collision resistant. A family of collision resistant hash functions is a set of hash functions with the following properties [Dam87]:

1. There is a probabilistic polynomial time algorithm, which on input a value of security parameter selects uniformly and randomly a member of the family with the given value attached.

2. All functions in the family are computable in polynomial time.

3. The problem of finding \( x \neq y \) such that \( h(x) = h(y) \) for a given \( h \) in the family is computationally impossible to solve.

The random oracle model, introduced by Bellare and Rogaway [BR93] as a paradigm for designing efficient protocols, assumes that all parties including the adversary have access to a public, truly random hash function \( H \). In practice, this ideal hash function \( H \) is instantiated as a concrete cryptographic hash function. Though from a theoretical perspective, a security proof in the random oracle model is only a heuristic indication of the security of the system when instantiated with a specific hash function, this model is extremely useful for designing simple, efficient and highly practical solutions for many problems. On the contrary, in the standard model (without random oracles), there are no idealized oracle accesses, and the security is proven using only the standard complexity assumptions. Hence, from the point of security, a proof in the standard model is preferable to a proof in the random oracle model.
2.3.2 Strong One-Time Signature

The notion of digital signature was first proposed by Diffie and Hellman [DH76]. Generally, a signature scheme consists of the following four algorithms: parameter generation algorithm Setup, key generation algorithm Keygen, signing algorithm Sign and verifying algorithm Verify.

1. Setup(1^\lambda) → params: Taking a security parameter \( \lambda \) as input, this algorithm outputs the public parameters params.

2. Keygen(params) → (VK, SK): Taking the public parameters params as input, this algorithm outputs a verifying (public) key VK and a signing (private) key SK.

3. Sign(params, m, SK) → \sigma: Taking the public parameters params, a message m and the signing key SK as input, this algorithm outputs a signature \( \sigma \).

4. Verify(params, VK, m, \sigma) → true/false: Taking the public parameters params, the verifying key VK, a pair \((m, \sigma)\) of message and signature as input, this algorithm outputs true for a valid signature or false for an invalid signature.

We require that a signature scheme \( \mathcal{SIG} \) is correct if for any \( \lambda \in \mathbb{N} \), params ← Setup(1^\lambda), (VK, SK) ← Keygen(params), and \( \sigma ← \text{Sign}(\text{params}, m, \text{SK}) \), we have that Verify(params, VK, m, \sigma) = true.

**Existential Unforgeability** [GMR88]. A signature scheme \( \mathcal{SIG} = (\text{PG}, \text{KG}, \text{Enc}, \text{Dec}) \) is existentially unforgeable under adaptive chosen message attacks (EUF-CMA secure) if the advantage function referring to the security game defining in Figure 2.1

\[
\text{Adv}_{\mathcal{SIG}, \Phi}^{\text{EUF-CMA}}(\mathcal{A}) = \Pr[\mathcal{SIG}^A \Rightarrow \text{true}]
\]

is negligible in the security parameter \( \lambda \) for any adversary algorithm \( \mathcal{A} \).

**Strong One-Time Signature.** A signature scheme (Setup, Signkeygen, Sign, Verify) is a strong one-time signature (OTS) scheme, if for a stateful adversary \( \mathcal{A} \) it
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Figure 2.1: Game defining EUF-CMA security for \( \mathcal{SIG} = (\text{SKg}, \text{SSig}, \text{SVer}) \).

\[
\begin{array}{ll}
\text{proc Initialize} & \text{proc Sign}(m) \\
M \leftarrow \emptyset & \sigma \leftarrow \text{Sign}(\text{params}, m, \text{SK}) \\
\text{params} \leftarrow \text{Setup}(1^\lambda) & M \leftarrow M \cup \{m\} \\
(VK, SK) \leftarrow \text{Keygen}(\text{params}) & \text{Return } \sigma \\
\text{Return } VK & \text{proc Finalize}(m, \sigma) \\
& \text{Return } \text{Verify}(\text{params}, VK, m, \sigma) = \text{true} \\
& \land (m \notin M)
\end{array}
\]

holds that

\[
\Pr \left[ \begin{array}{l}
\text{Verify}(\text{params}, VK, m', \sigma') = \text{true} \land \\
(m', \sigma') \neq (m, \sigma)
\end{array} \right] = \frac{1}{\lambda}.
\]

is a negligible function in the security parameter \( \lambda \).

A \textit{Strong One-Time Signature Scheme from DDH}. We present a strong one-time signature scheme in [Gro06], which is secure under the difficulty of computing discrete log and \( H \) is collision resistant.

- **Key generation.** Choose random \( g \in G, a, b, c \in Z_p^* \), a collision resistant hash function \( H : G \rightarrow Z_p^* \), and set \( u_1 = g^a, u_2 = g^b, u_3 = g^c \). The verification key is \( VK = (u_1, u_2, u_3) \), and the signing key is \( SK = (a, b, c) \).

- **Sign.** To sign a message \( M \in G \),

1. choose a random element \( e \in Z_p^* \), and compute

\[
w = c + e \cdot a + (H(M) + e) \cdot b.
\]

2. output the signature \( \sigma = (e, w) \).

- **Verify.** To verify a signature \( \sigma = (e, w) \), check the equation

\[
g^w = u_3u_1^e u_2^{H(M)+e}.
\]

If the equation holds, output 1; otherwise, output 0.
2.3.3 Public-Key Encryption

A public key encryption scheme is composed of the following four algorithms [CS01]: parameter generation algorithm PG, key generation algorithm KG, encryption algorithm Enc and decryption algorithm Dec.

- PG($1^\lambda$) $\rightarrow$ pars: Taking a security parameter $\lambda$ as input, this algorithm outputs the public parameters pars.

- KG(pars) $\rightarrow$ (ek, dk): Taking the public parameters pars as input, this algorithm outputs an encryption (public) key ek and a decryption (private) key dk.

- Enc(pars, ek, m) $\rightarrow$ C: Taking the public parameters pars, an encryption (public) key ek and a plaintext m as input, this algorithm outputs a ciphertext C.

- Dec(pars, ek, dk, C) $\rightarrow$ m/⊥: Taking the public parameters pars, an encryption (public) key ek, a decryption (private) key dk and a ciphertext C as input, this algorithm outputs m for a valid ciphertext or ⊥ for an invalid ciphertext.

We require that a public key encryption scheme $\mathcal{PKE}$ is correct if for any $\lambda \in \mathbb{N}$, $\text{pars} \leftarrow \text{PG}(1^\lambda)$, $(\text{ek}, \text{dk}) \leftarrow \text{KG}(\text{pars})$, and $C \leftarrow \text{Enc}(\text{pars}, \text{ek}, m)$, we have that $\text{Dec}(\text{pars}, \text{ek}, \text{dk}, C) = m$.

**IND-CCA Security** [NY90]. A public-key encryption scheme $\mathcal{PKE} = (\text{PG}, \text{KG}, \text{Enc}, \text{Dec})$ is indistinguishable under chosen-ciphertext attacks (IND-CCA security) if for a stateful adversary algorithm $\mathcal{A}$, the advantage in the following game is negligible in the security parameter $\lambda$.

1. $\text{pars} \leftarrow \text{PG}(1^\lambda)$.
2. $(\text{ek}, \text{dk}) \leftarrow \text{KG}(\text{pars})$.
3. $(m_0, m_1) \leftarrow \mathcal{A}^{\text{Dec}(\text{dk}, \cdot)}(\text{pars}, \text{ek})$ such that $|m_0| = |m_1|$.
4. $C^* \leftarrow \text{Enc}(\text{pars}, \text{ek}, m_d)$ where $d \in \{0, 1\}$.
5. $d' \leftarrow \mathcal{A}^{\text{Dec}(\text{dk}, \cdot)}(C^*)$.
6. Output $d'$. 
Here Dec(\(dk, \cdot\)) is an oracle that on an input \(C\), it returns Dec(\(dk, C\)). We restrict algorithm \(A\) to make queries \(C\) such that \(C = C^*\).

We define the advantage of algorithm \(A\) in the above game as

\[
\text{Adv}_{A, PKE}^{\text{IND-CCA}}(\lambda) \overset{\text{def}}{=} |\Pr[d = d'] - 1/2|.
\]

The weaker notion of IND-CPA security (i.e., secure against chosen plaintext attacks) is obtained in the above security game when depriving algorithm \(A\) of the access to the decryption oracle.

**Key Privacy.** The notion of key privacy (or anonymity) under chosen plaintext and chosen ciphertext attacks for a public-key encryption scheme is introduced by Bellare, Boldyreva, Desai and Pointcheval [BBDP01]. A public-key encryption scheme \(PKE = (PG, KG, Enc, Dec)\) is anonymous under chosen ciphertext attacks (ANON-CCA security) if for a stateful adversary algorithm \(A\), the advantage in the following game is negligible in the security parameter \(\lambda\).

1. \(pars \leftarrow PG(1^\lambda)\).
2. \((ek_0, dk_0) \leftarrow KG(pars); (ek_1, dk_1) \leftarrow KG(pars)\).
3. \(m \leftarrow A^{\text{Dec}(dk_0, \cdot), \text{Dec}(dk_1, \cdot)}(pars, ek_0, ek_1)\).
4. \(C^* \leftarrow Enc(pars, ek_d, m) \text{ where } d \in \{0, 1\}\).
5. \(d' \leftarrow A^{\text{Dec}(dk, \cdot)}(C^*)\).
6. Output \(d'\).

Here for \(i \in \{0, 1\}\), Dec(\(dk_i, \cdot\)) is an oracle that on an input \(C\), it returns Dec(\(dk_i, C\)). We restrict algorithm \(A\) to make queries \(C\) such that \(C = C^*\).

We define the advantage of algorithm \(A\) in the above game as

\[
\text{Adv}_{A, PKE}^{\text{ANON-CCA}}(\lambda) \overset{\text{def}}{=} |\Pr[d = d'] - 1/2|.
\]

Likewise, the weaker notion of ANON-CPA security (i.e., secure against chosen plaintext attacks) is obtained in the above security game when depriving algorithm \(A\) of access to the decryption oracle.
2.3.4 Zero-Knowledge Proof-of-Knowledge

The notion of zero-knowledge proof was put forward by Goldwasser, Micali and Rackoff in [GMR89]. In a zero-knowledge proof protocol, a prover convinces a verifier that a statement is true, while the verifier learns nothing except the validity of the assertion. A proof of knowledge [BG92] is a protocol where the verifier is convinced that the prover knows a certain quantity \( w \) satisfying some kinds of relation \( R \) with respect to a commonly known string \( x \). If a proof-of-knowledge protocol can be done in such a way that the verifier learns nothing other than the validity of the statement, this protocol is called a zero-knowledge proof of knowledge (ZKPoK) protocol [GMR89]. Hitherto, various efficient ZKPoK protocols about knowledge of discrete logarithms and their relations have been proposed [CS97, Bou00, CL01, CS03], of which some are used in the anonymous systems to prove their possession of certificates for authentication without revelation of certificates.

**Zero-Knowledge of Proof-of-Knowledge of Discrete Logarithm.** Let \( G \) be a finite cyclic group with prime order \( p \). Let \( g \) be a generator of \( G \). Let \( H : \{0,1\}^* \rightarrow \{0,1\}^\lambda \) be a collision resistant hash function. Denote \( PK\{ (x) : Y = g^x \} \) by a ZKPoK protocol that allows prover \( P \) to prove the knowledge of \( x \in \mathbb{Z}_p \) such that \( Y = g^x \) for some \( Y \in G \). Following the description in [Sch91], we outline this ZKPoK protocol as follows.

1. **Commitment.** \( P \) randomly chooses \( \rho \in \mathbb{Z}_p \), computes \( T = g^\rho \), and sends \( T \) to \( V \).
2. **Challenge.** \( V \) randomly chooses \( c \in \{0,1\}^\lambda \) and sends \( c \) to \( P \).
3. **Response.** \( P \) computes \( z = \rho - cx \mod p \), and sends \( z \) to \( V \).
4. **Verify.** \( V \) outputs accept if \( T = Y^c g^z \).

Any ZKPoK protocol can be turned into non-interactive form, which is called signature of knowledge [CS97], by setting the challenge to the hash value of the commitment together with the message to be signed [FS86].

**A Signature of Knowledge of Discrete Logarithm.** We turn \( PK\{ (x) : Y = g^x \} \) to a signature of knowledge \( SPK\{ (x) : Y = g^x \}(m) \) as follows. A pair \( (c, z) \in \{0,1\}^\lambda \times \mathbb{Z}_p \) satisfying \( c = H(g||Y||Y^c g^z||m) \) is a signature of knowledge of the discrete logarithm of \( Y \) to base \( g \) for message \( m \in \{0,1\}^* \) [CS97].
1. Commitment. P randomly chooses $\rho \in \mathbb{Z}_p$, and computes $T = g^\rho$.

2. Challenge. P computes $c = H(g || Y || T || m)$.

3. Response. P computes $z = \rho - cx \mod p$, and outputs $(c, z)$ as SPK.

4. Verify. Anyone can verify SPK by testing if

$$c = H(g || Y || Y^c g^z || m).$$

Informally, a non-interactive simulation-sound zero-knowledge proof system for a language $L$ with a witness relation $R_L$ is a tuple of probabilistic polynomial-time algorithms $(\text{Gen}, \text{P}, \text{V}, S_1, S_2)$ with the following properties.

1. Perfect completeness. For $(x, w) \in R_L$ it holds that

$$\Pr \left[ V(1^\lambda, x, \pi, \sigma) = 1 \left| \sigma \leftarrow \text{Gen}(1^\lambda) \right. \pi \leftarrow \text{P}(1^\lambda, x, w, \sigma) \right] = 1,$$

where the probability is taken over by the internal randomness of the public parameter generation algorithm Gen, the prover algorithm P and the verifier algorithm V.

2. Zero knowledge. For every probabilistic polynomial-time algorithm $\mathcal{A}$ such that the quantity

$$\left| \Pr \left[ b \left| \sigma \leftarrow \text{Gen}(1^\lambda) \left. \right| b \leftarrow \mathcal{A}^{(1^\lambda, \sigma)}(1^\lambda, \sigma) \right] - \Pr \left[ b \left| (\sigma, \tau) \leftarrow S_1(1^\lambda) \right. \left. b \leftarrow \mathcal{A}^{S_2(\cdot, \cdot, \cdot)(1^\lambda, \sigma)}(1^\lambda, \tau) \right] \right| \right]$$

is negligible in the security parameter $\lambda$, where $S_2'(1^\lambda, x, w, \tau) = S_2(1^\lambda, x, \tau)$.

3. Simulation soundness. For every probabilistic polynomial-time algorithm $\mathcal{A}$ such that the quantity

$$\Pr \left[ x \notin L, \pi \notin Q \text{ and } V(1^\lambda, x, \pi, \sigma) = 1 \left| (\sigma, \tau) \leftarrow S_1(1^\lambda) \right. (x, \pi) \left. \leftarrow \mathcal{A}^{S_2(\cdot, \cdot, \cdot)(1^\lambda, \sigma)}(1^\lambda, \sigma) \right] \right]$$

is negligible in the security parameter $\lambda$, where $Q$ is the set of $S_2$’s answers to algorithm $\mathcal{A}$’s oracle queries.
Chapter 3


The distribution and availability of digital information in modern life and work lead to new opportunities for providing support to individuals. This ubiquity of information also creates new challenges for the protection of both the provided information and the privacy of its users, which requires the communication mechanisms to allow some specification of the access policies and protect the privacy of the users at the same time. The emphasis of this chapter is designing secure protocols under a scenario where for any incoming messages, the receiver’s identity will be checked by a third party.

3.1 Introduction

In the cryptographic world, third parties such as private key generators (PKGs) in identity-based encryption play an important role in protecting information. From the point of security, a necessary assumption in a third-party involved system is that the third party should be fully trusted. However, this hypothesis is impractical in the real world because it is hard to make a third party fully trusted by all its users. As a result, some cryptographic protocols use a third party with trust at a certain level rather than full trust.

3.1.1 Scenario

Considering the scenario as shown in Figure 3.1. The gateway of organization A rejects any inbound traffic unless a message is really for at least one member in organization A. In this scenario, the gateway might not be regarded as honest in
terms of whom the intended receivers would be. It could be the case that an agent who works for organization A sends an inbound encrypted message to organization A, where only the agent knows the receivers. On the other hand, a sender outside organization A should be able to make sure that the message for the target receiver(s) inside organization A will not be rejected by the gateway while maintaining the message confidentiality and the receiver anonymity. To ensure maximum security, we should also consider that the gateway could potentially collude with the corrupted receivers who will leak all the personal information related to their identities in order to compromise other users.

![Figure 3.1: Scenario.](image)

Briefly, this scenario can be seen as an untrusted gateway being involved for verification in an anonymous encryption system. To address this issue, we put forward the notion of verifiable and anonymous encryption as our access control mechanism, which is a three-party protocol enabling an outside sender to transmit a ciphertext to the inside user(s)\(^1\) under the verification of gateway who determines whether to broadcast this ciphertext or not. Unlike general encryption schemes, because of the involvement of an untrusted gateway, in this case collusion attack may be possible between the gateway and the corrupted users: the gateway may collude with the corrupted users to obtain the message content, and the gateway may collude with the corrupted users to guess the identity of the privileged user(s). All in all, a verifiable and anonymous encryption system should maintain confidentiality and anonymity while preventing collusion attack between the gateway and the corrupted users, such that an outside sender can securely transmit information to at least one inside user through a gateway.

\(^1\)We assume that the insider user(s) belong(s) to a group composed of a large number of users.
3.1.2 Our Results

In order to design an encryption system for the aforementioned scenario, we propose three different frameworks with which one can design a protocol covering three parties (the sender, the gateway and the receivers) to protect both the message content and the privacy of receivers. Within these frameworks, when a sender, say Alice, wants to transmit a message to an internal user, say Bob, she encrypts her message with an algorithm to generate a ciphertext which is composed of two parts: encryption of the message and verification of the receiver’s identity. The gateway checks whether Bob is an inside user with the verification part while Bob decrypts the ciphertext with the encryption part.

In our first construction, we consider a broadcast environment in which the message will be sent to multiple receivers, and name it as gateway-based verifiable and anonymous broadcast encryption. We apply a technique called public key encryption and identity search (PKEIS) for the realization, where each member in the organization sends a “trapdoor” related to its private key and identity token to the gateway through a public channel. The gateway can then use this piece of information to check whether the receivers belong to the organization by blindly verifying the identity token embedded in the trapdoor. To address the issue of receiver privacy, we make use of anonymous broadcast encryption in the encryption process, so a privileged receiver can only be sure that it is one of receivers of the message and learns nothing about other receivers of the message.

The key challenge in building a gateway-based verifiable and anonymous broadcast encryption scheme is preventing collusion attacks. We define the following security notions to capture the dishonest behaviours of the sender, the gateway and the receivers, respectively.

1. The confidentiality (or semantic security) of the message. Confidentiality here means that the gateway cannot obtain any information about the plaintext from the ciphertext, even if it colludes with the non-privileged receivers.

2. The anonymity of the receivers. Anonymity here means that the gateway has no idea who will be the privileged receivers from the ciphertext, even if it colludes with the corrupted receivers, which also implies that the gateway cannot distinguish the relations between the ciphertexts and the trapdoors with the information it obtains from the corrupted receivers.
With regard to the concrete construction of gateway-based verifiable and anonymous broadcast encryption, we ask a third party called authority center (AC) to generate a public and private key pair for the gateway and assign every potential receiver a secret identity token, whilst the receivers generate their own public and private key pairs. Every potential receiver will then send a “trapdoor”, which is embedded with its private key and identity token, to the gateway through a public channel. Whenever a sender wants to send a message through this gateway, it will yield a ciphertext composed of two parts: encryption of the message and verification of receivers’ identity tokens. The gateway could check whether the identity tokens (not the data items or keywords) used in the broadcast encryption are from the data stored by the gateway with the verification part while the privileged receivers decrypt the ciphertext to gain the plaintext with the encryption part. Concerning the security, our gateway-based verifiable and anonymous broadcast encryption scheme protects the confidentiality of message content and the privacy of privileged receivers according to a formal model which we specify under collusion attacks, which means that the gateway learns nothing from the ciphertext even if it colludes with the corrupted receivers.

In the following part, we remove the broadcast condition and simply consider an anonymous encryption scheme involving an untrusted gateway for verification, and show some interesting methods to solve the problem with stronger security than the first construction as secret identity tokens are no longer required.

In our second construction, we make use of a trusted third party as key generation center (KGC) [ARP03] to generate partial private keys for the users (i.e., the KGC does not have access to the private keys of the users), and then allow users to generate their own (full) private keys (from partial private keys). Also, we require every user in the system to generate a trapdoor and send it to the gateway through a public channel, which assures the unlinkability between the users and the trapdoors. The gateway checks the validity of the trapdoors with the public keys of the users, and maintains them in a trapdoor list (without identity information). Once a ciphertext comes in, the gateway checks it using the trapdoor list stored on its side. Seemingly, our problem has been addressed well. However, in the above construction, with respect to the security reduction, on the one hand, the adversaries are not allowed to issue a public key query on the user identity of the challenge phase. Nevertheless, this limitation is restricted so that it can only be applied in special circumstances. On the other hand, its security is reduced in the random oracle model, which may
be insecure in some cases [Nac05].

To overcome these drawbacks, we resort to a cryptographic primitive called zero-knowledge proof of knowledge [GMR89] to hide the message and the identity information of the privileged user. In this way, the adversary could be given both identities and public keys of all the users while retaining the confidentiality of the message content and the anonymity of the privileged user. In our third construction, we use a trusted third party named certificate authority (CA) to issue certificates, which are actually the signatures of the users’ public keys and identity information generated by CA with its master key. Now the verification part of the ciphertext is replaced by a signature based on a non-interactive zero-knowledge proof of knowledge scheme, which in our case consists of the plaintext and the certificate of the privileged user, and the gateway checks the validity of this zero-knowledge proof of knowledge. The problem here is how to generate certificates for the users in an efficient way under the setting of bilinear groups. Fortunately, we found that Abe, Groth, Haralambiev and Ohkubo [AGHO11] have presented an efficient structure-preserving signature in asymmetric bilinear maps, for which the proof is extractable and therefore yields an efficient non-interactive zero-knowledge proof of knowledge system.

3.1.3 Related Work

Verifiable Encryption. A related but not closely related work is verifiable encryption. Verifiable encryption has the property that the validity of ciphertext can be verified without knowledge of a private key, and it has been used for fair exchange [ASW98, Bao98], key escrow schemes [PS00], signature sharing schemes [FR95] and publicly verifiable secret sharing [Sta96]. The concept of verifiable encryption was first introduced by Stadler [Sta96] with the cut-and-choose methodology in the context of publicly verifiable secret sharing schemes in 1996. Then, Asokan, Shoup and Waidner [ASW98] proposed a more general form of verifiable encryption with perfect separability for the purpose of fair exchange of signatures in 1998. Bao [Bao98] gave a verifiable encryption scheme without using the cut-and-choose methodology, but it failed to provide semantic security [GM84]. In 2001 Camenisch and Lysyanskaya [CL01] proposed an anonymous verifiable encryption scheme which did not use the cut-and-choose methodology, but the prover needed to know the private key of the receiver. In 2003 Camenisch and Shoup [CS03] introduced a verifiable encryption system that provides chosen ciphertext security and avoids inefficient cut-and-choose
proofs, but it requires the use the Paillier encryption function [Pai99].

**Broadcast Encryption.** Broadcast encryption (BE) is designed to address the problem of broadcasting a message to an arbitrary subset $S$ from a universe of receivers $U$ who are listening on a broadcast channel. Since it was introduced by Fiat and Navor [FN94] in 1993, various BE schemes have been proposed [BGW05, DPP07, Del07, DF, FN94, GW09] from different aspects such as strength of security notions, public and private key storage requirements, ciphertext length and computational costs. Concerning making ciphertexts to be as short as possible, schemes in [BGW05] and [GW09] are close to optimal. With regard to the privacy of receivers, Barth, Boneh and Waters [BBW06] first considered privacy of users in broadcast encryption under the context of encryption systems, Then Libert, Paterson and Quaglia [LPQ11] gave a generalized and unified security definition for anonymous broadcast encryption.

**Private Information Retrieval.** Private information retrieval (PIR) protocols introduced by Chor, Goldreich, Kushilevitz and Sudan [CGKS95] allow users to retrieve some data items or search some data items from a public database without revealing to the database administrator which items they retrieve or search, but the data should be public. Boneh, Crescenzo, Ostrovsky and Persiano [BCOP04] proposed public key encryption with keyword search (PEKS) to enable one, say Alice, to provide a key to the gateway such that the gateway can test whether the word “urgent” (or other words) is a keyword in the email without learning anything else about the email, but it needs a secure channel between Alice and the email server. In order to solve this problem, Baek, Safavi-Naini and Susilo [BSNS05, BSNS08] provided a secure channel free public key encryption with keyword search (SCF-PEKS) scheme.

### 3.1.4 Organization

The remainder of this chapter is organized as follows. In Section 3.2, we describe the framework and security model of gateway-based verifiable and anonymous broadcast encryption, review the related complexity assumptions, provide an efficient instantiation according to the formal framework of gateway-based verifiable and anonymous
broadcast encryption, as well as its security proof based on the BDH complexity assumptions. In Section 3.3, we define the algorithms and security requirements of a verifiable and anonymous encryption system with an untrusted gateway, introduce the generic bilinear group model and the complexity assumptions that our proof of security depends on, detail one verifiable and anonymous encryption scheme in asymmetric bilinear maps, and prove its confidentiality and anonymity in the random oracle model. In Section 3.4, after pointing out a shortage of the security reduction in the verifiable and anonymous encryption system in Section 3.3, we present another construction on the basis of zero-knowledge proof of knowledge, as well as its security proof. Finally, we conclude this chapter in Section 3.5.

3.2 Gateway-Based Verifiable and Anonymous Broadcast Encryption

In a gateway-based verifiable and anonymous broadcast encryption system, whenever a sender wants to broadcast a message, the ciphertext needs to be firstly checked by the gateway; otherwise, the message will not be transferred to the privileged receivers.

3.2.1 Definition and Security Model

We firstly present a formal framework of our primitive gateway-based verifiable and anonymous broadcast encryption, and then we describe the adversary model and games between an adversary and a challenger.

In gateway-based verifiable and anonymous broadcast encryption, these three parties are involved: sender, receivers and gateway. Every receiver generates a trapdoor according to its identity token, and sends it to the gateway. The sender generates and sends an encrypted messages which we call “PKEIS ciphertext”. The gateway receives a PKEIS ciphertext, and performs verification according to the trapdoors received from the receivers. If the ciphertext passes the verification, the gateway broadcasts the ciphertext; otherwise, it rejects the ciphertext.

In our framework, every receiver $R_i$ generates its own public and private key pair $(pk_{R_i}, sk_{R_i})$. An authority centre (AC) provides an identity token $ID_i$ for every potential receiver $R_i$ and a public and private key pair $(pk_G, sk_G)$ for the gateway $W$. Every receiver $R_i$ generates a trapdoor $T_i$ on identity token $ID_i$ under
private key $sk_{R_i}$, and then sends this trapdoor to gateway $W$. Gateway $W$ maintains a trapdoor list $L_T$; whenever it receives a trapdoor $T_i$ from a receiver $R_i$, it adds this trapdoor to the trapdoor list $L_T$. With the private key $sk_G$ and the trapdoor list $L_T$, gateway $W$ can verify the ciphertext to determine whether to broadcast it or not.

Let $L_T$ be an index set associated with the number of the privileged recipients. A gateway-based verifiable and anonymous broadcast encryption scheme is specified by the following seven randomized algorithms: Setup, Make-GKey, Make-RKey, Encrypt, Verify and Decrypt.

- **Setup($\lambda$):** Taking a security parameter $\lambda$ as input, this algorithm outputs a common parameters $params$.

- **Make-GKey($params$):** Taking the public parameters $params$ as input, this algorithm outputs the public and private key pair $(pk_G, sk_G)$ for gateway $W$.

- **Make-RKey($params$):** Taking the public parameters $params$ as input, this algorithm outputs the public and private key pair $(pk_{R_i}, sk_{R_i})$ for receiver $R_i$.

- **Trapdoor($params, sk_{R_i}, ID_i$):** Taking the public parameters $params$, the secret key $sk_{R_i}$ and the identity token $ID_i$ of the receiver $R_i$ as input, this algorithm outputs the trapdoor $T_i$ for $ID_i$.

Receiver $R_i$ sends its trapdoor $T_i$ to gateway $W$ through a public broadcast channel. Once gateway $W$ receives a trapdoor $T_i$, it will add $T_i$ to the trapdoor list $L_T$ which is initially empty.

- **Encrypt($params, M, pk_G, \{pk_{R_i}, ID_i\}_{i \in L_T}$):** Taking the public parameters $params$, the message $M$, the public key $pk_G$ of gateway $W$, the public keys $\{pk_{R_i}\}_{i \in L_T}$ and the corresponding identity tokens $\{ID_i\}_{i \in L_T}$ of receivers $\{R_i\}_{i \in L_T}$ as input, this algorithm outputs the ciphertext $C$.

- **Verify($params, sk_G, L_T, C$):** Taking the public parameters $params$, the private key $sk_G$ of gateway $W$, the trapdoor list $L_T$ for all the receivers and the ciphertext $C$ as input, this algorithm outputs $C$ in case of success or $\bot$ in case of failure.

- **Decrypt($params, sk_{R_i}, T_i, C$):** Taking the public parameters $params$, the private key $sk_{R_i}$ and the trapdoor $T_i$ of the receiver $R_i$ and the ciphertext $C$
as input, this algorithm outputs the message $M$ for a member of privileged receivers or $\perp$ for a member of non-privileged receivers.

Let $\mathcal{R} = \{R_1, \ldots, R_n\}$ for $n \in \mathbb{N}$ be the recipient set. We require that our system is correct, meaning that for all $R_i \in \mathcal{R}$, if $\text{params} \leftarrow \text{Setup}(\lambda)$, $(pk_G, sk_G) \leftarrow \text{Make-GKey}(\text{params})$, $(pk_{R_i}, sk_{R_i}) \leftarrow \text{Make-RKey}(\text{params})$, $T_i \leftarrow \text{Trapdoor}(\text{params}, sk_{R_i}, ID_i)$, $C \leftarrow \text{Encrypt}(\text{params}, M, pk_G, \{pk_{R_i}, ID_i\}_{i \in \mathcal{L}})$, and $C \leftarrow \text{Verify}(\text{params}, sk_G, L_T, C)$, then $M = \text{Decrypt}(\text{params}, sk_{R_i}, T_i, C)$.

The goal of a gateway-based verifiable and anonymous broadcast encryption scheme is to send a message to multiple receivers under the verification of the gateway while keeping the confidentiality of the message content and the anonymity of the receivers. In a gateway-based verifiable and anonymous broadcast encryption protocol, which involves three parties: a sender, a gateway and the potential receivers, collusion resistance has to be dealt with: (1) a collusion of the corrupted receivers and the gateway may help the adversary recover the message from the ciphertext; (2) a collusion of the corrupted receivers and the gateway may help the adversary identify the identity tokens of the privileged receivers, or help the adversary discern the trapdoors involved in the ciphertext. In our security model, collusion will be modeled by the Corrupt queries, which will provide the secret data of the gateway and the corrupted receivers to the adversary. Then, from all the information, the adversary will be allowed to do anything it wants to.

As a consequence, we provide the adversary with two Corrupt oracles in the security model assuming that the adversary has known the public keys of receivers in the system: a Gateway_Corrupt oracle that outputs the trapdoor list stored by the gateway, and a Receiver_Corrupt oracle that outputs the related information (including public key, private key, identity token, trapdoor) of corrupted receiver $R_i$. We denote the set of all the public keys of potential receivers by $PK$, and the corruption list of corrupted receivers by $L_{CR}$.

- **Gateway_Corrupt($PK$) → $L_T$**, takes the public key set $PK$ as input, this algorithm outputs all the trapdoors in the trapdoor list $L_T$.
- **Receiver_Corrupt($pk_{R_i}$) → $(sk_{R_i}, ID_i, T_i)$**, takes the public key $pk_{R_i}$ as input, this algorithm outputs the corresponding private key, identity token and trapdoor in a 3-tuple $(sk_{R_i}, ID_i, T_i)$.

**Confidentiality.** We define a chosen plaintext attack security for gateway-based verifiable and anonymous broadcast encryption to ensure the confidentiality of the
message content. More precisely, confidentiality is defined using a game between an adversary algorithm $A$ and a challenger algorithm $B$ such that algorithm $A$ cannot distinguish a ciphertext intended for one message from a ciphertext intended for another message.

1. **Initialization.** Algorithm $B$ runs the Setup algorithm to obtain the public parameters $\text{params}$. Then, algorithm $B$ generates the public and private key pair $(pk_G, sk_G)$ for gateway $W$. Algorithm $B$ gives the public parameters $\text{params}$, the public and private key pair $(pk_G, sk_G)$ to algorithm $A$.

   For every receiver $R_i \in \mathcal{R}$, algorithm $B$ generates a public and private key pair $(pk_{R_i}, sk_{R_i})$. Algorithm $B$ gives their public keys $pk_{R_i}$ to algorithm $A$ while keeping their private keys $sk_{R_i}$ secret.

2. **Query Phase 1.** Algorithm $A$ adaptively query $pk_{R_i}$ to the Receiver_Corrupt oracle. Algorithm $B$ forwards the corresponding private key, identity token and trapdoor in a 3-tuple $(sk_{R_i}, ID_i, T_i)$ to algorithm $A$, and adds $(pk_{R_i}, sk_{R_i}, ID_i, T_i)$ to list $L_{CR}$.

3. **Query Phase 2.** Algorithm $A$ issues $PK = \{pk_{R_1}, \ldots, pk_{R_n}\}$ to the Gateway_Corrupt oracle. Algorithm $B$ forwards the trapdoor list $L_T = \{T_1, \ldots, T_n\}$ to algorithm $A$.

   Note that algorithm $A$ knows nothing about the relations between the public key $pk_{R_i}$ and the trapdoor $T_i$ except those in list $L_{CR}$.

4. **Challenge.** When algorithm $A$ decides that Phase 2 is over, it outputs two messages $M^*_0, M^*_1$, a public key set $PK^* \subset PK$ on which it wishes to be challenged. The only constraint is that none of $pk_{R_i} \in PK^*$ appears in Phase 1. To generate the challenge ciphertext, algorithm $B$ retrieves the identity token set $S^*$ corresponding to $PK^*$, chooses a random bit $\gamma \in \{0, 1\}$, and runs the encryption algorithm on $M^*_\gamma$ to obtain the ciphertext $C^*$. It sends $C^*$ as the ciphertext to algorithm $A$.

5. **Query Phase 3.** Algorithm $A$ continues to adaptively query $pk_{R_i}$ to the Receiver_Corrupt oracle of which $pk_{R_i} \not\in PK^*$, as in Phase 1.

6. **Guess.** Algorithm $A$ outputs its guess $\gamma' \in \{0, 1\}$ for $\gamma$, and it wins the game if $\gamma = \gamma'$. 
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We refer to algorithm $\mathcal{A}$ as an IND-CPA adversary. We define the advantage of algorithm $\mathcal{A}$ in attacking a gateway-based verifiable and anonymous broadcast encryption scheme $\varepsilon = (\text{Setup}, \text{Make-GKey}, \text{Make-RKey}, \text{Trapdoor}, \text{Encrypt}, \text{Verify}, \text{Decrypt})$ as

$$\text{Adv}_{\varepsilon, \mathcal{A}} = |\Pr[\gamma = \gamma'] - 1/2|$$

The probability is over the random bits used by the challenger and the adversary.

**Definition 3.1** We say that a gateway-based verifiable and anonymous broadcast encryption scheme $\varepsilon$ is $(t, q_T, \epsilon)$-IND-CPA secure if for any IND-CPA adversary algorithm $\mathcal{A}$ that runs in time $t$, makes at most $q_T$ Receiver Corrupt queries, we have that $\text{Adv}_{\varepsilon, \mathcal{A}} < \epsilon$.

There is another stronger version of security, the chosen ciphertext security, where the adversary is not only allowed to issue adaptive Receiver Corrupt queries, but also allowed to issue decryption queries.

**Definition 3.2** We say that a gateway-based verifiable and anonymous broadcast encryption scheme $\varepsilon$ is $(t, q_T, \epsilon)$-IND-CPA secure if $\varepsilon$ is $(t, q_T, 0, \epsilon)$-IND-CCA secure.

**Anonymity.** We define the following game to ensure that the adversary cannot distinguish a ciphertext intended for one recipient set from a ciphertext intended for another recipient set. More precisely, receiver anonymity is defined using a game between an adversary algorithm $\mathcal{A}$ and a challenger algorithm $\mathcal{B}$.

1. **Initialization.** Algorithm $\mathcal{B}$ runs Setup to obtain the public parameters $\text{params}$. Then algorithm $\mathcal{B}$ generates the public and private key pair $(pk_G, sk_G)$ for gateway $W$. Algorithm $\mathcal{B}$ gives the public parameters $\text{params}$, the public and private key pair $(pk_G, sk_G)$ to algorithm $\mathcal{A}$.

   For every receiver $R_i \in \mathcal{R}$, algorithm $\mathcal{B}$ generates an identity token $ID_i$, a public and private key pair $(ID_i, pk_{R_i}, sk_{R_i})$ as well as the trapdoor $T_i$. Algorithm $\mathcal{B}$ gives their public keys $(pk_{R_i})$ to algorithm $\mathcal{A}$.

2. **Query Phase 1.** Algorithm $\mathcal{A}$ adaptively query $pk_{R_i}$ to the Receiver Corrupt oracle. Algorithm $\mathcal{B}$ forwards the corresponding private key, identity token and trapdoor in a 3-tuple $(sk_{R_i}, ID_i, T_i)$ to algorithm $\mathcal{A}$, and adds $(pk_{R_i}, sk_{R_i}, ID_i, T_i)$ to list $L_{CR}$.
3. **Query Phase 2.** Algorithm $A$ issues $PK = \{pk_{R_1}, \ldots, pk_{R_n}\}$ to the Gateway Corrupt oracle. Algorithm $B$ forwards the trapdoor list $L_T = \{T_1, \ldots, T_n\}$ to algorithm $A$.

Note that algorithm $A$ knows nothing about the relations between the public key $pk_{R_i}$ and the trapdoor $T_i$ except those in list $L_{CR}$.

4. **Challenge.** When algorithm $A$ decides that Phase 2 is over, it outputs a messages $M^*$, and two public key sets $PK_0^*, PK_1^* \subset PK$ on which it wishes to be challenged where $PK_0^*, PK_1^*$ are of equal size $l$. The only constraint is that none of $pk_{R_i} \in PK_0^* \cup PK_1^*$ appears in Phase 1. To generate the challenge ciphertext, algorithm $B$ retrieves the identity token sets $S_0^*, S_1^*$ respectively corresponding to $PK_0^*, PK_1^*$, chooses a random bit $\gamma \in \{0, 1\}$, and runs the encryption algorithm on $PK_\gamma^*, S_\gamma^*$ to obtain the ciphertext $C^*$. It sends $C^*$ as the ciphertext to algorithm $A$.

5. **Query Phase 3.** Algorithm $A$ continues to adaptively query $pk_{R_i}$ to the Receiver Corrupt oracle, as in Phase 1.

6. **Guess.** Algorithm $A$ outputs its guess $\gamma' \in \{0, 1\}$ for $\gamma$, and it wins the game if $\gamma = \gamma'$.

We refer to such an algorithm $A$ as an ANON-IND-CPA adversary. We define the advantage of algorithm $A$ in attacking a gateway-based verifiable and anonymous broadcast encryption scheme $\varepsilon = (\text{Setup}, \text{Make-GKey}, \text{Make-RKey}, \text{Trapdoor}, \text{Encrypt}, \text{Verify}, \text{Decrypt})$ as

$$\text{Adv}_{\varepsilon,A} = |\Pr[\gamma = \gamma'] - 1/2|.$$

The probability is over the random bits used by the challenger and the adversary.

**Definition 3.3** We say that a gateway-based verifiable and anonymous broadcast encryption scheme $\varepsilon$ is ($t$, $q_T$, $\epsilon$)-ANON-IND-CPA secure if for any ANON-IND-CPA adversary algorithm $A$ that runs in time $t$, makes $q_T$ Receiver Corrupte query, we have that $\text{Adv}_{\varepsilon,A} < \epsilon$.

There is another stronger version of security, the chosen ciphertext security, where the adversary is not only allowed to issue adaptive Receiver Corrupt queries, but also allowed to issue decryption queries.
Definition 3.4 We say that a gateway-based verifiable and anonymous broadcast encryption scheme \( \epsilon \) is \((t, q_T, \epsilon)\)-ANON-IND-CPA secure if \( \epsilon \) is \((t, q_T, 0, \epsilon)\)-ANON-IND-CCA secure.

3.2.2 Complexity Assumptions

We define a variant version of computational BDH assumption and decisional BDH assumption, respectively. If \( n \) is a positive integer \((\in \mathbb{N})\), we use \([n]\) to denote the set \(\{1, \ldots, n\}\).

Computational \(X\)-BDH. We say that an algorithm \( \mathcal{A} \) has advantage \( \text{Adv}_{\mathcal{A}}^{X\text{-BDH}} = \epsilon \) in solving the computational \(X\)-BDH problem in \((G, \hat{G})\) if

\[
\Pr[\mathcal{A}(g, g^a, \{g^b\}_{i \in [n]}, \hat{g}, \hat{g}^a, \hat{g}^c, \mathcal{O}_{g}^{\text{DL}}) = \{\hat{e}(g, \hat{g})^{ab_c}\}_{k \in \mathcal{L}}] \geq \epsilon,
\]

where \( \mathcal{L} \subset [n] \) and all inputs to \( \mathcal{O}_{g}^{\text{DL}} \) belongs to the set \(\{g^b\}_{i \in [n] \setminus \mathcal{L}}\). The probability is over the random choice of generators \( g \) of \( G \) and \( \hat{g} \) of \( \hat{G} \), the random choice of exponents \( a, \{b_i\}_{i \in [n]}, c \) in \( Z_p^* \) and the random bits used by algorithm \( \mathcal{A} \).

Decisional \(X\)-BDH. We say that an algorithm \( \mathcal{A} \) outputs a bit \( \gamma \in \{0, 1\} \) has advantage \( \text{Adv}_{\mathcal{A}}^{D\times X\text{-BDH}} = \epsilon \) in solving the Decisional \(X\)-BDH problem in \((G, \hat{G})\) if

\[
(\text{st}, \mathcal{L}) \leftarrow \mathcal{A}(g, g^a, \{g^b\}_{i \in [n]}, \hat{g}, \hat{g}^a, \hat{g}^c, \mathcal{O}_{g}^{\text{DL}}),
\]

\[
|\Pr[\mathcal{A}(\text{st}, \mathcal{O}_{g}^{\text{DL}}, \{\hat{e}(g, \hat{g})^{ab_c}\}_{k \in \mathcal{L}}) = 0] - \Pr[\mathcal{A}(\text{st}, \mathcal{O}_{g}^{\text{DL}}, \{Z_k\}_{k \in \mathcal{L}}) = 0]| \geq \epsilon,
\]

where \( \mathcal{L} \subset [n] \), and all inputs to \( \mathcal{O}_{g}^{\text{DL}} \) belongs to the set \(\{g^b\}_{i \in [n] \setminus \mathcal{L}}\). The probability is over the random choice of generators \( g \) of \( G \) and \( \hat{g} \) of \( \hat{G} \), the random choice of exponents \( a, \{b_i\}_{i \in [n]}, c \) in \( Z_p^* \), the random choice of \( \{Z_k\}_{i = 1}^l \in G_T \) and the random bits used by algorithm \( \mathcal{A} \).

In the decisional \(X\)-BDH assumption, we refer to the distribution of \((g, g^a, \{g^b\}_{i \in [n]}, \hat{g}, \hat{g}^a, \hat{g}^c, \{\hat{e}(g, \hat{g})^{ab_c}\}_{k \in \mathcal{L}})\) over \( G^{n+2} \times \hat{G}^3 \times G_T^{|\mathcal{L}|} \) as \( \mathcal{P}_{X\text{BDH}} \), and the distribution on the right as \( \mathcal{R}_{X\text{BDH}} \).

Definition 3.5 We say that the \((t, \epsilon)\)-Decisional BDH assumption holds in \((G, \hat{G})\) if no \(t\)-time algorithm has advantage at least \( \epsilon \) in solving the Decisional BDH problem in \((G, \hat{G})\).

Similarly, we say that the \((t, \epsilon)\)-Decisional \(X\)-BDH assumption holds in \((G, \hat{G})\) if no \(t\)-time algorithm has advantage at least \( \epsilon \) in solving the Decisional \(X\)-BDH problem in \((G, \hat{G})\).
3.2.3 Proposed Scheme

Suppose that there are a gateway $W$ and a recipient set $\mathcal{R} = \{R_1, \ldots, R_n\}$ in the system. The AC assigns an identity token $ID_i$ for receiver $R_i$ where $i = 1, \ldots, n$, and a public and private key pair $(pk_G, sk_G)$ for gateway $W$. Each receiver $R_i$ generates its public and private key pair $(pk_{R_i}, sk_{R_i})$, and it publishes the public key $pk_{R_i}$ while keeping the private key $sk_{R_i}$ secret. After that, receiver $R_i$ computes its trapdoor $T_i$ corresponding to identity $ID_i$ with private key $sk_{R_i}$, and sends $T_i$ to gateway $W$. Every time gateway $W$ receives a trapdoor $T_i$, it will add $T_i$ to the trapdoor list $L_T$. When gateway $W$ receives an outside ciphertext, it checks whether this message is for some inside receivers ($R_i \in \mathcal{R}$) with its private key $sk_G$ and the trapdoor list $L_T$. If so, gateway $W$ broadcasts this ciphertext; otherwise, it rejects and outputs $\bot$.

Our gateway-based verifiable and anonymous broadcast encryption scheme consists of the following seven algorithms.

1. Setup($\lambda$): This algorithm takes a security parameter $\lambda$ as input. It chooses two groups $G, \hat{G}$ of prime order $p \geq 2^\lambda$. It constructs a bilinear pairing $\hat{e} : G \times \hat{G} \rightarrow G_T$. It defines a hash function $H_1 : \{0, 1\}^* \rightarrow \hat{G}$. It outputs $\text{params} = (G, \hat{G}, G_T, q, \hat{e}, g, \hat{g}, H_1)$ as the public parameters where $g \in G$.

2. Make-GKey($\text{params}$): This algorithm takes the public parameters $\text{params}$ as input. It chooses $x \in Z_p^*$ uniformly at random and computes $X = g^x$. It outputs the public and private key pair $(pk_G, sk_G) = (X, x)$ for gateway $W$.

3. Make-RKey($\text{params}$): This algorithm takes the public parameters $\text{params}$ as input. For $i = 1, \ldots, n$, it chooses $y_i \in Z_p^*$ uniformly at random and computes $Y_i = g^{y_i}$. It outputs the public and private key pair $(pk_{R_i}, sk_{R_i}) = (Y_i, y_i)$ for receiver $R_i$.

4. Trapdoor($\text{params}, sk_{R_i}, ID_i$): This algorithm takes the public parameters $\text{params}$, and the secret key $sk_{R_i}$ and the identity token $ID_i$ of receiver $R_i$ as input. It computes $T_i = H_1(ID_i)^{y_i}$ where $i = 1, \ldots, n$. It outputs $T_i$ as the trapdoor for receiver $R_i$.

5. Encrypt($\text{params}, M, pk_G, \{pk_{R_i}, ID_i\}_{i \in \mathcal{E}}$): This algorithm takes the public parameters $\text{params}$, the message $M \in G_T$, the public key $pk_G$ of gateway $W$,
3.2. Gateway-Based Verifiable and Anonymous Broadcast Encryption

and the set of recipients’ public keys and identity tokens \( \{Y_i, ID_i\}_{i \in \mathcal{L}} \) as input.

For all \( i \in \mathcal{L} \), it chooses \( r \in Z_p^* \), and computes

\[
C_{1,i} = M \cdot \hat{\epsilon}(Y_i, \hat{g})^r, \quad C_2 = \hat{g}^r, \quad C_{3,i} = \hat{\epsilon}(X, \hat{g})^r \cdot \hat{\epsilon}(Y_i, H_1(ID_i))^r.
\]

It outputs \( C = \{ \{C_{1,i}\}_{i \in \mathcal{L}}, C_2, \{C_{3,i}\}_{i \in \mathcal{L}} \} \) as the ciphertext.

6. Verify(\( \text{params}, sk_G, L_T, C \)): This algorithm takes the public parameters \( \text{params} \), the secret key \( sk_G \) of gateway \( W \), the trapdoor list \( L_T \) and a ciphertext \( C \) as input. It parses the ciphertext as \( C_{1,i}, C_2, C_{3,i} \) for all \( i \in \mathcal{L} \). Next, it checks whether there exists a trapdoor \( T \in L_T \) such that \( \hat{\epsilon}(C_2, \hat{g}^r \cdot T) = C_{3,i} \) for all \( i \in \mathcal{L} \). If so, it outputs the ciphertext \( C \).

7. Decrypt(\( \text{params}, sk_{R_i}, T_i, C \)): This algorithm takes the public parameters \( \text{params} \), the secret key \( sk_{R_i} \) and the trapdoor \( T_i \) of receiver \( R_i \) and the ciphertext \( C \) as input. If receiver \( R_i \) is a privileged receiver, it outputs \( M = C_{1,i} \cdot \hat{\epsilon}(C_2, \hat{g}^{-h_i}) \). Otherwise, it outputs a failure symbol \( \bot \).

**Efficiency.** Our scheme achieves \( O(1) \)-size public keys and \( O(n) \)-size ciphertexts and constant-size private keys. Note that the ciphertext is linear in the size of \( S \) not in the maximum number of decryption keys that can be distributed. Besides, because \( \hat{\epsilon}(Y_i, \hat{g}), \hat{\epsilon}(X, \hat{g}) \) and \( \hat{\epsilon}(Y_i, H_1(ID_i)) \) can be pre-computed, pairing computations are greatly reduced. In our scheme, encryption needs no pairing computation and \( 2 \cdot t + 2 \) exponentiation computation while decryption needs one pairing computation and one exponentiation computation.

### 3.2.4 Security Analysis

We present the security reduction of our gateway-based verifiable and anonymous broadcast encryption scheme by showing that it is secure under the games previously defined.

In our scheme, public keys of receiver \( R_i \) and gateway \( W \) will be made known to all the involved parties, while identity token \( ID_i \) of receiver \( R_i \) generated by the AC is known to receiver \( R_i \) and the outside sender. Private key \( sk_{R_i} \) of receiver \( R_i \) generated by receiver \( R_i \) is only known to receiver \( R_i \), private key \( sk_G \) of gateway \( W \) generated by the AC is known to gateway \( W \), and trapdoor \( T_i \) of receiver \( R_i \) generated by receiver \( R_i \) is known to gateway \( W \) and receiver \( R_i \). Note that only
receiver $R_i$ knows the correlations between its public key $pk_{R_i}$, private key $sk_{R_i}$, and trapdoor $T_i$.

**Theorem 3.1** The above scheme is confidential assuming that the $(t, \epsilon)$-Decisional $X$-BDH assumption holds in $(G, \hat{G})$.

**Proof.** Suppose there exists a $(t, \epsilon)$-algorithm $A$ against the confidentiality of our gateway-based verifiable and anonymous broadcast scheme. Algorithm $A$ may get help from gateway $W$ and $q_T$ corrupted receivers. The former will give its public and private key pair $(pk_G, sk_G)$ and answer the Gateway_Corrupt query on the set of all the public keys in the system $PK$, and the latter will answer the Receiver_Corrupt query on $pk_{R_i}$.

Thus, we construct an algorithm $B$ that solves the $(t, \epsilon)$-Decisional $X$-BDH problem. Specifically, algorithm $B$ is given $(g, g^a, \{g^{b_i}\}_{i \in [n]}, \hat{g}, \hat{g}^a, \hat{g}^c, O_{DL})$ and the definition of $G$, $\hat{G}$, $G_T$ together with the bilinear map $\hat{e}$ as the problem instance. Recall that at some point algorithm $B$ has to output a set $L^* \subset [n]$ and receives a set $\{Z_k\}_{k \in L^*}$. We defer the description of this step to later. Based on the problem instance, algorithm $B$ creates the system parameters.

- **Initialization.** The system parameters are generated based on the problem instance. To generate the system parameters, algorithm $B$ sets $\hat{g}' = \hat{g}^c$, and then
  
  - outputs $\text{params} = (G, \hat{G}, G_T, q, \hat{e}, g, \hat{g}', H_1)$ as the public parameters, where $H_1$ is a random oracle controlled by algorithm $B$.
  
  - generates $n$ identity tokens $ID_1, \ldots, ID_n$, and sets a corruption list $L_{CR}$ which is initially empty.
  
  - chooses $x \in Z_p^*$ uniformly at random, computes $X = g^x$, and outputs $(pk_G, sk_G) = (X, x)$ as the public and private key pair of gateway $W$.
  
  - outputs $PK = \{g^{b_1}, \ldots, g^{b_n}\} = \{Y_1, \ldots, Y_n\}$ as the public keys of $n$ potential receivers $R_1, \ldots, R_n$.

- **Phase 1.** Algorithm $A$ queries $pk_{R_i}$ to the Receiver_Corrupt oracle. To answer it, algorithm $B$
  
  - issues a query to oracle $O_{DL}^g$ on input $Y_i$, and obtains the value $b_i$ such that $Y_i = g^{b_i}$. 

• computes the trapdoor \( T_i = H_1(ID_i)^{b_i} \).
• outputs the corresponding private key, identity token and trapdoor in a 3-tuple \((sk_{R_i}, ID_i, T_i) = (b_i, ID_i, H_1(ID_i)^{b_i})\) as the answer.
• updates the corruption list \( L_{CR} \) with \((pk_{R_i}, sk_{R_i}, ID_i, T_i)\).

**Phase 2.** Algorithm \( \mathcal{A} \) queries \( PK \) to the Gateway_Corrupt oracle. To answer it, algorithm \( \mathcal{B} \)

• chooses \( r_i \in \mathbb{Z}_p^* \) uniformly at random, and computes \( T_i = \hat{g}^{r_i} \).
• outputs all the trapdoors \( \{T_1, \ldots, T_n\} \) to algorithm \( \mathcal{A} \).

Note that algorithm \( \mathcal{B} \) has implicitly assumed \( H_1(ID_i) = \hat{g}^{r_i/b_i} \). If algorithm \( \mathcal{A} \) queries \( ID_i \) without issuing a Receiver_Corrupt query on \( Y_i \), algorithm \( \mathcal{B} \) aborts. This happens with negligible probability since the value \( ID_i \) is hidden from algorithm \( \mathcal{A} \) if the corrupt query on \( Y_i \) is not issued. Otherwise, algorithm \( \mathcal{B} \) returns \( \hat{g}^{r_i/b_i} \) as the hash value of \( ID_i \). Thus, simulation is perfect in the random oracle model.

**Challenge.** Algorithm \( \mathcal{A} \) outputs two messages \( M^*_i, M^*_1 \in G_T \) and a public key set \( PK^* \subseteq PK \) where \( PK^* \) is of size \( l \), with the restriction that \( pk_{R_i} \in PK^* \) does not exist in list \( L_{CR} \). At this stage algorithm \( \mathcal{B} \) submits \( \mathcal{L}^* \), and receives \( \{Z_k\}_{k \in \mathcal{L}^*} \). The task of algorithm \( \mathcal{B} \) is to distinguish if \( Z_k = \hat{e}(g, \hat{g})^{ab_kc} \) for all \( k \in \mathcal{L}^* \). To create the challenge ciphertext with this problem instance, algorithm \( \mathcal{B} \)

• chooses an identity token set \( S^* \subseteq \{ID_1, \ldots, ID_n\} \) of size \( l \).
• selects a random bit \( \gamma \in \{0, 1\} \), sets \( C^*_2 = g^a \), and computes, for all \( i \in \mathcal{L}^* \),
  \[
  C^*_1,i = M^*_1 \cdot Z_i, \quad C^*_3,i = \hat{e}(g^a, \hat{g}^c)x \cdot \hat{e}(g^a, \hat{g}^c)y_i.
  \]
• responds with the challenge ciphertext \( C^* = (\{C^*_1,i\}_{i \in \mathcal{L}^*}, C^*_2, \{C^*_3,i\}_{i \in \mathcal{L}^*}) \).

For all \( k \in \mathcal{L}^* \), if \( Z_k = \hat{e}(g, \hat{g})^{ab_kc} \), we have

\[
C^*_1,k = M^*_1 \cdot Z_k = M^*_1 \cdot \hat{e}(g^{b_k}, \hat{g}^c)^a = M^*_1 \cdot \hat{e}(Y_i, \hat{g})^a,
\]
\[
C^*_3,k = \hat{e}(g^a, \hat{g})^x \cdot \hat{e}(g^a, \hat{g}^c)^y_k = \hat{e}(g^x, \hat{g})^a \cdot \hat{e}(g^{b_k}, (\hat{g}^c)^{r_k/b_k})^a
\]
\[
= \hat{e}(X, \hat{g})^a \cdot \hat{e}(Y_k, \hat{g}^{r_k})^a = \hat{e}(X, \hat{g})^a \cdot \hat{e}(Y_k, H_1(ID_k))^a
\]

\(^2\)For notational convenience, let \( \mathcal{L}^* \) be an index set such that \( \{Y_i\}_{i \in \mathcal{L}^*} = PK^* \).
where $ID_k \in S^*$, $Y_k \in PK^*$.

Hence, when $Z_k = \hat{e}(g, \hat{g})^{ab,c}$, meaning that the input of algorithm $\mathcal{B}$ is sampled from $\mathcal{P}_{XBDH}$, then $C^*$ is a valid encryption of $M^*_\gamma$ under the public key set $PK^*_\gamma$ chosen by algorithm $\mathcal{A}$. On the other hand, when $Z_k$ is uniform and independent in $G_T$, meaning that the input of algorithm $\mathcal{B}$ is sampled from $\mathcal{R}_{XBDH}$, then $C^*$ is independent of $\gamma$ in the view of algorithm $\mathcal{A}$.

- **Phase 3.** Algorithm $\mathcal{A}$ continues to adaptively query the Receiver _Corrupt_ oracle on $pk_{R_i}$ with the restriction that $pk_{R_i} \notin PK^*$. Algorithm $\mathcal{B}$ responds as in Phase 1.

- **Guess.** Finally, algorithm $\mathcal{A}$ outputs a guess $\gamma' \in \{0, 1\}$. If $\gamma = \gamma'$, algorithm $\mathcal{B}$ outputs 1 meaning that it wins the game. Otherwise, it outputs 0.

If $Z_k = \hat{e}(g, \hat{g})^{ab,c}$, the simulation is perfect and algorithm $\mathcal{A}$ must satisfy $|Pr[\gamma = \gamma']| = 1/2 + \epsilon$. On the other hand, if $Z_k \in G_T$, the challenge ciphertext $C^*$ contains no information on $\gamma$ and thus $Pr[\gamma = \gamma'] = 1/2$. The overall probability that algorithm $\mathcal{B}$ solves the X-DBDH problem correctly is

$$Pr[\mathcal{B}(g, g^a, g^b, g^h, \hat{g}, \hat{g}^a, \hat{g}^c, O_{DL}, Z)] = 1/2 \cdot (1/2 + \epsilon) + 1/2 \cdot 1/2$$

$$= 1/2 + \epsilon/2.$$

This completes the proof of Theorem 1.

**Theorem 3.2** The above scheme is anonymous assuming that the $(t, \epsilon)$-Decisional $X$-BDH assumption holds in $(G, \hat{G})$.

**Proof.** Suppose there exists a $(t, \epsilon)$-algorithm $\mathcal{A}$ against the confidentiality of our gateway-based verifiable and anonymous broadcast scheme. Algorithm $\mathcal{A}$ may get help from gateway $W$ and $q_T$ corrupted receivers. The former will give its public and private key pair $(pk_G, sk_G)$ and answer the Gateway _Corrupt_ query on the set of all the public keys in the system $PK$, and the latter will answer the Receiver _Corrupt_ query on $pk_{R_i}$.

Thus, we construct an algorithm $\mathcal{B}$ that solves the $(t, \epsilon)$-Decisional $X$-BDH problem. Specifically, algorithm $\mathcal{B}$ is given $(g, g^a, \{g^b\}_{i \in [n]}, \hat{g}, \hat{g}^a, \hat{g}^c, O_{DL})$ and the definition of $G$, $\hat{G}$, $G_T$ together with the bilinear map $\hat{e}$ as the problem instance. Recall that at some point algorithm $\mathcal{B}$ has to output a set $L^* \subset [n]$ and receives a set $\{Z_k\}_{k \in L^*}$. We defer the description of this step to later. Based on the problem instance, $\mathcal{B}$ creates the system parameters as follows.
• **Initialization.** The same as in Theorem 3.1.

• **Phase 1.** The same as in Theorem 3.1.

• **Phase 2.** The same as in Theorem 3.1.

• **Challenge.** Algorithm \( \mathcal{A} \) outputs a message \( M^* \in G_T \) and two public key sets \( PK_0^*, PK_1^* \subset PK \) with the restriction that \( pk_{R_i} \in PK_0^* \cup PK_1^* \) does not exist in list \( L_{CR} \), where \( PK_0^*, PK_1^* \) are of the same size \( l \). At this stage algorithm \( \mathcal{B} \) submits \( L^* \), and receives \( \{Z_k\}_{k \in L^*} \). The task of algorithm \( \mathcal{B} \) is to distinguish if \( Z_k = \hat{e}(g, \hat{g})^{ab_kc} \) for all \( k \in L^* \). To create the challenge ciphertext, algorithm \( \mathcal{B} \)

- chooses two identity token sets \( S_0^*, S_1^* \subset \{ID_1, \ldots, ID_n\} \) of equal size \( l \).
- selects a random bit \( \gamma \in \{0, 1\} \), sets \( C_2^* = g_1 = g^a \), and computes, for all \( i \in L^* \),

\[
C_{1,i}^* = M^* \cdot Z_i, \quad C_{3,i}^* = \hat{e}(g^a, \hat{g})^x \cdot \hat{e}(g^a, \hat{g})^{\gamma_i}.
\]

- responds with the challenge ciphertext \( C^* = \{C_{1,i}^*\}_{i \in L^*}, C_2^*; \{C_{3,i}^*\}_{i \in L^*} \).

For all \( k \in L^* \), if \( Z_k = \hat{e}(g, \hat{g})^{ab_kc} \), we have

\[
C_{1,k}^* = M^* \cdot Z_k = M^* \cdot \hat{e}(g^{b_k}, \hat{g})^a = M^* \cdot \hat{e}(Y_k, \hat{g})^a,
\]

\[
C_{3,k}^* = \hat{e}(g^a, \hat{g})^x \cdot \hat{e}(g^a, \hat{g})^{\gamma_k} = \hat{e}(g^x, \hat{g})^a \cdot \hat{e}(g^{b_k}, (\hat{g})^{\gamma_k + b_k})^a
\]

\[
= \hat{e}(X, \hat{g})^a \cdot \hat{e}(Y_k, \hat{g}^{\gamma_k})^a = \hat{e}(X, \hat{g})^a \cdot \hat{e}(Y_k, H_1(ID_k))^a.
\]

where \( ID_k \in S_\gamma, Y_k \in PK_\gamma^* \).

Hence, when \( Z_k = \hat{e}(g, \hat{g})^{ab_kc} \), meaning that the input of algorithm \( \mathcal{B} \) is sampled from \( \mathcal{P}_{XBDH} \), then \( C^* \) is a valid encryption of \( M^* \) under the public key set \( PK_\gamma^* \) chosen by algorithm \( \mathcal{A} \). On the other hand, when \( Z_k \) is uniform and independent in \( G_T \), meaning that the input of algorithm \( \mathcal{B} \) is sampled from \( \mathcal{R}_{XBDH} \), then \( C^* \) is independent of \( \gamma \) in the view of algorithm \( \mathcal{A} \).

• **Phase 3.** Algorithm \( \mathcal{A} \) continues to adaptively query the Receiver_Corrupt oracle on \( pk_{R_i} \) with the restriction that \( pk_{R_i} \notin PK_0^* \cup PK_1^* \). Algorithm \( \mathcal{B} \) responds as in Phase 1.

\(^3\)For notational convenience, let \( L^* \) be an index set such that \( \{Y_i\}_{i \in L^*} = PK_0^* \cup PK_1^* \).
• **Guess.** Finally, algorithm $\mathcal{A}$ outputs a guess $\gamma' \in \{0, 1\}$. If $\gamma = \gamma'$, algorithm $\mathcal{B}$ outputs 1 meaning that it wins the game. Otherwise, it outputs 0.

If $Z_k = \hat{e}(g, \hat{g})^{ab,c}$, the simulation is perfect and algorithm $\mathcal{A}$ must satisfy $|\Pr[\gamma = \gamma']| = 1/2 + \epsilon$. On the other hand, if $Z_k \in \mathcal{G}_T$, the challenge ciphertext $C^*$ contains no information on $\gamma$ and thus $\Pr[\gamma = \gamma'] = 1/2$. The overall probability that algorithm $\mathcal{B}$ solves the $X$-DBDH problem correctly is

$$\Pr[\mathcal{B}(g, g^a, \hat{g}, \hat{g}^a, \hat{g}^b, Z)] = 1/2 \cdot (1/2 + \epsilon) + 1/2 \cdot 1/2 = 1/2 + \epsilon/2.$$  

This completes the proof of Theorem 2.

**CCA Secure Scheme.** The result of Boneh and Katz [BK05] can be applied to the above CPA secure scheme, and thus we can obtain a new scheme that is provably CCA secure in the random oracle model.

### 3.3 Verifiable and Anonymous Encryption under an Untrusted Gateway

In this section, we simply consider that there is one receiver in a verifiable and anonymous system, and achieve it under a stronger security model without the use of secret identity tokens.

#### 3.3.1 Definition and Security Model

We firstly present a formal framework of verifiable and anonymous encryption under an untrusted gateway, and then we describe how an adversary will be allowed to interfere in the protocol with games between an adversary algorithm and a challenger algorithm.

Let $S = \{ID_1, \ldots, ID_n\}$ be the user set in the verifiable and anonymous encryption system, where $ID_i$ ($i \in \{1, \ldots, n\}$) represents the identity information (name, student ID, etc.) of user $ID_i$. Our framework is specified by the following algorithms.

- **Setup($\lambda$) → ($params$, $msk$, ($pk_G$, $sk_G$)):** Taking a security parameter $\lambda$ as input, this algorithm outputs the common system parameters $params$, the
master key $msk$, the public key and private key pair $(pk_G, sk_G)$ for gateway $W$.

Generally speaking, this algorithm is run by the KGC.

- **Make-Partial-USKey**($params, msk, ID_i$) $\rightarrow psk_i$: Taking the common system parameters $params$, the master key $msk$ and the identity information $ID_i$ as input, this algorithm outputs a partial private key $psk_i$ for user $ID_i$.

Generally speaking, this algorithm is run by the KGC and its output is sent to user $ID_i$ through a confidential and authentic channel.

- **Set-USValue**($params, ID_i$) $\rightarrow x_i$: Taking the common system parameters $params$ and the identity information $ID_i$ as input, this algorithm outputs a secret value $x_i$ for user $ID_i$.

- **Make-USKey**($params, psk_i, x_i$) $\rightarrow sk_i$: Taking the common system parameters $params$, the partial private key $psk_i$ and the secret value $x_i$ as input, this algorithm outputs a (complete) private key $sk_i$ for user $ID_i$.

- **Make-UPKey**($params, x_i$) $\rightarrow pk_i$: Taking the common system parameters $params$ and the secret value $x_i$ as input, this algorithm outputs a public key $pk_i$ for user $ID_i$.

Both **Make-USKey** and **Make-UPKey** are run by user $ID_i$ itself, after running **Set-USValue**, and they share the same secret value $x_i$. Separating them means that there is no need for a temporal requirement on the generation of public and private keys in the scheme. Usually, user $ID_i$ is the only one in possession of $x_i$ and $sk_i$, and $x_i$ will be chosen at random from a suitable and large set.

- **Make-Trapdoor**($params, x_i$) $\rightarrow T_i$: Taking the common parameters $params$ and the secret value $x_i$ as input, this algorithm outputs a trapdoor $T_i$ for user $ID_i$.

Each user sends its own trapdoor through a secure channel to gateway $W$, which then stores all the received trapdoors in a trapdoor list $L_T$.

- **Encrypt**($params, ID_i, pk_i, pk_G, M$) $\rightarrow C$: Taking the common system parameters $params$, the identity identity $ID_i \in S$ with the corresponding public key $pk_i$, the public key $pk_G$ of gateway $W$ and a message $M$ in the message space as input, this algorithm outputs a ciphertext $C$. 
• Verify\((params, L_T, sk_G, C) \rightarrow C\): Taking the common system parameters \(params\), the trapdoor list \(L_T\), the private key \(sk_G\) of gateway \(W\) and the ciphertext \(C\) as input, this algorithm outputs a ciphertext \(C\) in case of success or \(\bot\) in case of failure.

• Decrypt\((params, sk_i, C) \rightarrow M\): Taking the common system parameters \(params\), the private key \(sk_i\) of user \(ID_i\) and the ciphertext \(C\) as input, this algorithm outputs a message \(M\) for a privileged receiver or \(\bot\) for a non-privileged receiver.

We say that a verifiable and anonymous system under an untrusted gateway is correct, meaning that for all \(ID_i \in S\), if \((params, msk, (pk_G, sk_G)) \leftarrow \text{Setup}(\lambda), psk_i \leftarrow \text{Make-Partial-USKey}(params, msk, ID_i), x_i \leftarrow \text{Set-USValue}(params, ID_i), sk_i \leftarrow \text{Make-USKey}(params, psk_i, x_i), pk_i \leftarrow \text{Make-UPKey}(params, x_i), T_i \leftarrow \text{Make-Trapdoor}(params, x_i), C \leftarrow \text{Encrypt}(params, ID_i, pk_i, pk_G, M), C \leftarrow \text{Verify}(params, L_T, sk_G, C)\), then \(M = \text{Decrypt}(params, sk_i, C)\).

In our model, since KGC is a trusted third party, we do not allow the adversaries to have access to the master key, but we allow them to request partial private keys, or private keys, or both, for identities of their choice. The following is a list of the queries that an adversary algorithm \(A\) against verifiable and anonymous encryption may carry out. We define a challenger algorithm \(B\) to respond to these queries.

1. Make-Partial-USKey for user \(ID_i\): Algorithm \(B\) responds by running algorithm Make-Partial-USKey to generate the partial private key \(sk_i\) for user \(ID_i\).

2. Make-USKey for user \(ID_i\): Algorithm \(B\) responds by running algorithm Make-USKey to generate the private key \(sk_i\) for user \(ID_i\) (first running Set-USValue for user \(ID_i\) if necessary).

3. Make-UPKey for user \(ID_i\): We assume that public keys are available to algorithm \(A\). When receiving a public key request for user \(ID_i\), algorithm \(B\) responds by running algorithm Set-UPKey to generate the public key \(pk_i\) for user \(ID_i\) (first running Set-USValue for user \(ID_i\) if necessary).

4. Make-Trapdoor for user \(ID_i\): Algorithm \(B\) responds by running algorithm Make-Trapdoor to generate the trapdoor \(T_i\) for user \(ID_i\).
Confidentiality and Anonymity. It is formalized by the indistinguishability game, and the adversary has to guess which plaintext and which identity has been encrypted in the challenge ciphertext. Note that we provide the adversary with the public and private key pair of gateway $W$, the trapdoor list and the private information of some non-privileged users, which models a collusion between gateway $W$ and the corrupted users.

We define a security model for verifiable and anonymous encryption to ensure the confidentiality of the plaintext and the anonymity of the privileged user, which we call ANON-IND-CPA security. More precisely, confidentiality and anonymity are defined using a game between an adversary algorithm $A$ and a challenger algorithm $B$ such that algorithm $A$ cannot distinguish a ciphertext decrypted to one plaintext under one identity from a ciphertext decrypted to another plaintext under another identity.

1. **Initialization.** Algorithm $B$ runs the Setup algorithm to obtain the public parameters $\text{params}$ and the master key $\text{msk}$. Then, algorithm $B$ generates the public and private key pair $(pk_G, sk_G)$ for gateway $W$. Also, algorithm $B$ generates the trapdoor list $L_T = \{T_1, \ldots, T_n\}$, which stores the trapdoors of all the users in the system.

   Algorithm $B$ gives the public parameters $\text{params}$, the public and private key pair $(pk_G, sk_G)$, and the trapdoor list $L_T$ to algorithm $A$ while keeping the master key $\text{msk}$ to itself.

2. **Query Phase 1.** Algorithm $A$ issues a sequence of queries, each query being either a Make-Partial-USKey query, a Make-USKey query, a Make-UPKey query or a Make-Trapdoor query on $ID_i \in S$. These queries may be issued adaptively.

3. **Challenge.** When algorithm $A$ decides that Phase 1 is over, it outputs two messages $M_0^*, M_1^*$ of the same size, two users $ID_0^*, ID_1^* \in S$ on which it wishes to be challenged. The only constraint is that $ID_0^*$, $ID_1^*$ do not appear in Phase 1. To generate the challenge ciphertext, algorithm $B$ chooses $d, e \in \{0, 1\}$, and runs the encryption algorithm on $M_d^*, ID_e^*$ to obtain the ciphertext $C^*$. It sends $C^*$ as the ciphertext to algorithm $A$.

4. **Query Phase 2.** Algorithm $A$ continues to issue Make-Partial-USKey queries,
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Make-USKey queries, Make-UPKey queries and Make-Trapdoor queries on $ID_i \in S \setminus \{ID_0^*, ID_1^*\}$, as in Phase 1.

5. Guess. Algorithm $\mathcal{A}$ outputs its guess $d', e' \in \{0, 1\}$ for $d, e$, and it wins the game if $d = d'$ and $e = e'$.

We refer to such an adversary algorithm $\mathcal{A}$ as an ANON-IND-CPA adversary. We define the advantage of the adversary algorithm $\mathcal{A}$ in attacking a verifiable and anonymous encryption scheme $\Pi = (\text{Setup}, \text{Make-Partial-USKey}, \text{Set-USValue}, \text{Make-USKey}, \text{Make-UPKey}, \text{Make-Trapdoor}, \text{Encrypt}, \text{Verify}, \text{Decrypt})$ as

$$\text{Adv}_{\Pi, \mathcal{A}} = |\Pr[d = d' \land e = e'] - 1/4|.$$ 

The probability is over the random bits used by the challenger and the adversary.

There is another stronger version of security, the ANON-IND-CCA security, where the adversary is not only allowed to issue the above queries adaptively, but also allowed to issue decryption queries.

### 3.3.2 Proposed Scheme

Based on the techniques in [ARP03], we give a secure verifiable and anonymous encryption scheme. Let $S = \{ID_1, \ldots, ID_n\}$ be the recipient set in the system. Let $\hat{\cdot} : G \times \hat{G} \to G_T$ be a bilinear map over bilinear groups $G, \hat{G}$ of prime order $p$ with generators $g \in G, \hat{g} \in \hat{G}$ respectively. Our verifiable and anonymous encryption scheme in asymmetric bilinear maps consists of the following six algorithms.

- Setup($\lambda$): This algorithm takes a security parameter $\lambda$ as input. It runs as follows to generate the system parameters.

  1. Selects $s, \beta \in \mathbb{Z}_p^*$ uniformly at random, and computes $g_1 = g^s, g_2 = \hat{g}^s, g_3 = \hat{g}^\beta$.
  2. Defines a hash function $H_1 : \{0, 1\}^* \to \hat{G}$.
  3. Chooses $x \in \mathbb{Z}_p^*$ uniformly at random, computes $X = g^x$, and sets $(pk_G, sk_G) = (X, x)$ as the public key and private key pair for gateway $W$.

Thus, the common system parameters are $\text{params} = (g, g_1, \hat{g}, g_2, g_3, H_1)$. The master key is $\text{msk} = s \in \mathbb{Z}_p^*$. 

• Make-Partial-USKey\((\text{params, } msk, ID_i)\): This algorithm takes the common system parameters \(\text{params}\), the master key \(msk\) and the identity information \(ID_i\) as input. It outputs \(psk_i = H_1(ID_i)^s\) as the partial private key associated for user \(ID_i\).

• Set-Secret-USValue\((\text{params, ID}_i)\): This algorithm takes the common system parameters \(\text{params}\) and an identity \(ID_i\) as input. It selects \(x_i \in Z_p^*\) uniformly at random, and outputs \(x_i\) as the secret value for user \(ID_i\).

• Make-USKey\((\text{params, } psk_i, x_i)\): This algorithm takes the common system parameters \(\text{params}\), the partial private key \(psk_i\) and the secret value \(x_i\) as input. It outputs a private key \(sk_i = psk_i^{x_i} = H_1(ID_i)^{sx_i}\) for user \(ID_i\).

• Make-UPKey\((\text{params, } x_i)\): This algorithm takes the common system parameters \(\text{params}\) and the secret value \(x_i\) as input. It outputs a public key \(pk_i = (X_i, Y_i)\) for user \(ID_i\), where \(X_i = g^{x_i}\) and \(Y_i = g_1^{x_i} = g^{sx_i}\).

  Note that the validity of the public key \(pk_i\) can be checked by the equation \(\hat{e}(X_i, g_2) = \hat{e}(Y_i, \hat{g})\).

• Make-Trapdoor\((\text{params, } x_i)\): This algorithm takes the common system parameters \(\text{params}\) and the secret value \(x_i\) as input. It outputs a trapdoor \(T_i = (\hat{X}_i, \hat{Y}_i)\) for user \(ID_i\), where \(\hat{X}_i = \hat{g}^{x_i}\) and \(\hat{Y}_i = g_2^{x_i} = \hat{g}^{sx_i}\).

  Note that gateway \(W\) can check the validity of \(T_i\) by the equations \(\hat{e}(X_i, \hat{g}) = \hat{e}(g, \hat{X}_i)\) and \(\hat{e}(Y_i, \hat{g}) = \hat{e}(g, \hat{Y}_i)\), but it is not aware of user \(ID_i\) and the corresponding trapdoor \(T_i\). We assume that gateway \(W\) stores all \(T_i\) in a trapdoor list \(L_T\).

• Encrypt\((\text{params, } ID_i, pk_i, pk_G, M)\): This algorithm takes the common parameters \(\text{params}\), the identity information \(ID_i \in S\) with the corresponding public key \(pk_i = (X_i, Y_i)\), the public key \(pk_G\) of gateway \(W\) and a message \(M \in G_T\) as input. It runs as follows to generate the ciphertext.

  1. Chooses \(r \in Z_p^*\) uniformly at random, computes

\[
C_1 = g^r, \quad C_2 = M \cdot \hat{e}(Y_i, H_1(ID_i))^r, \quad C_3 = \hat{e}(X, g_3)^r \cdot \hat{e}(Y_i, \hat{g})^r.
\]

  2. Outputs the ciphertext \(C = (C_1, C_2, C_3)\).
• **Verify**(params, LT, skG, C): This algorithm takes the common parameters \textit{params}, the trapdoor list LT, the private key skG of gateway W and the ciphertext C as input. It parses the ciphertext C as (C₁, C₂, C₃), and checks whether

\[ \hat{\epsilon}(g_1, \hat{X}_i) = \hat{\epsilon}(g, \hat{Y}_i), \quad C_3 = \hat{\epsilon}(C_1, g_3)^x \cdot \hat{\epsilon}(C_1, \hat{Y}_i). \]

If both of the two equations hold, it outputs the ciphertext C. Otherwise, it outputs a failure symbol \( \bot \).

• **Decrypt**(params, skᵢ, C): This algorithm takes the common system parameters \textit{params}, the private key skᵢ of user IDᵢ and the ciphertext C as input. If user IDᵢ is a privileged receiver, it outputs

\[ M = C_2/\hat{\epsilon}(C_1, skᵢ) = C_2/\hat{\epsilon}(C_1, H_1(IDᵢ)^{sxᵢ}). \]

Otherwise, it outputs a failure symbol \( \bot \).

Our construction also achieves traceability, i.e., the PKG can reveal the identities of the privileged users if necessary.

• **Query-Trace**(params, C): This algorithm takes the common system parameters \textit{params} and the ciphertext C as input. It outputs a trapdoor Ti via the Verify algorithm.

• **Trace**(params, pkᵢ, pskᵢ, Ti): This algorithm takes the common parameters \textit{params}, the public key pkᵢ, the partial private key pskᵢ and the trapdoor Ti as input. It checks whether

\[ \hat{\epsilon}(g, \hat{Y}_i) = \hat{\epsilon}(Y_i, \hat{g}), \quad \hat{\epsilon}(X_i, H_1(IDᵢ)^s) = \hat{\epsilon}(Y_i, H_1(IDᵢ)). \]

If such IDᵢ can be found, it outputs IDᵢ. Otherwise, it outputs a failure symbol \( \bot \).

### 3.3.3 Security Analysis

We present the security reduction of our verifiable and anonymous encryption scheme by showing that it is confidential and anonymous under the Decisional BDH assumption in the random oracle model.
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**Theorem 3.3** The above scheme is confidential and anonymous in the random oracle model assuming that the \((t, \epsilon)\)-Decisional BDH assumption holds in \((G, \hat{G})\).

**Proof.** Suppose there exists a \((t, \epsilon)\)-algorithm \(A\) that breaks the confidentiality and anonymity of our verifiable and anonymous scheme. We can construct an algorithm \(B\) that solves the \((t, \epsilon)\)-Decisional BDH problem, which is given as input a random tuple \((g, g^a, g^c, \hat{g}, \hat{g}^a, \hat{g}^b, Z)\), and outputs 1 (\(Z\) is \(\hat{e}(g; \hat{g})^{abc}\)) or 0 (\(Z\) is a random element in \(G_T\)).

- **Initialization.** To generate the system parameters, algorithm \(B\)
  
  - sets \(g_1 = g^a, g_2 = \hat{g}^a, g_3 = \hat{g}^b\), and outputs \(\text{params} = (g, g_1, \hat{g}, g_2, g_3, H_1)\) as the public parameters, where \(H_1\) is a random oracle controlled by algorithm \(B\).
  
  - chooses \(x \in Z^*_p\) uniformly at random, computes \(X = g^x\), and outputs \((pk_G, sk_G) = (X, x)\) as the public and private key pair of gateway \(W\).
  
  - for each user \(ID_i \in S\), chooses \(x_i \in Z^*_p\), and outputs \(T_i = (\hat{X}_i, \hat{Y}_i) = (\hat{g}^{x_i}, g^{x_i})\) as a trapdoor.

Algorithm \(B\) sends \(\text{params}, (pk_G, sk_G)\) and the trapdoor list \(L_T = \{T_1, \ldots, T_n\}\) to algorithm \(A\).

- **\(H_1\)-queries.** At any time algorithm \(A\) can query the random oracle on \(ID_i\). To respond to these queries, algorithm \(B\) maintains a list \(L_H\) of tuples \((ID_i, H_1(ID_i), r_i, x_i, psk_i, sk_i, pk_i, T_i)\) which is initially empty. When algorithm \(A\) issues a hash query on identity \(ID_i\), if \((ID_i, r_i)\) already exists in list \(L_H\), algorithm \(B\) responds with \(H_1(ID_i)\); otherwise, algorithm \(B\) chooses \(r_i \in Z^*_p\) uniformly at random, outputs \(H_1(ID_i) = g_3^{r_i}\), and completes list \(L_H\) with \((ID_i, g_3^{r_i}, r_i, \cdot, \cdot, \cdot, \cdot, \cdot)\).

- **Phase 1.** Algorithm \(A\) queries \(ID_i \in S\) to a series of oracles, each of which is either Make-Partial-USKey, Make-USKey, Make-UPKey, or Make-Trapdoor.

  - Make-Partial-USKey: Algorithm \(B\) runs the following steps to answer.

    1. If \((ID_i, r_i, psk_i)\) already exists in list \(L_H\), algorithm \(B\) responds with \(psk_i = g_1^{r_i}\).
2. Otherwise, algorithm $\mathcal{B}$ chooses $r_i \in \mathbb{Z}_p^*$ uniformly at random, outputs $psk_i = g_1^{r_i}$, and completes list $L_H$ with $(ID_i, \cdot, r_i, \cdot, psk_i, \cdot, \cdot)$.

To see $psk_i$ is a correct partial private key with respect to $ID_i$. Let $r'_i = r_i/b$, thus we have that

$$psk_i = g_1^{r_i} = g_3^{ar'_i} = (g_3^a)^{r'_i} = H_1(ID_i)^{a}.$$  

– Make-USKey: Algorithm $\mathcal{B}$ performs the following steps to respond.

1. If $(ID_i, r_i, x_i, sk_i)$ already exists in list $L_H$, algorithm $\mathcal{B}$ responds with $sk_i = g_1^{rx_i}$.

2. Otherwise, algorithm $\mathcal{B}$ chooses $r_i, x_i \in \mathbb{Z}_p^*$, outputs $sk_i = g_1^{rx_i}$, and completes list $L_H$ with $(ID_i, \cdot, r_i, x_i, \cdot, sk_i, \cdot, \cdot)$.

To see $sk_i$ is a correct private key with respect to $ID_i$. Let $r'_i = r_i/b$, thus we have

$$sk_i = g_1^{r_i} = (g_3^{ar'_i})^{x_i} = H_1(ID_i)^{ax_i}.$$  

– Make-UPKey: Algorithm $\mathcal{B}$ executes the following procedure to answer.

1. If $(ID_i, x_i, pk_i)$ already exists in list $L_H$, algorithm $\mathcal{B}$ responds with $pk_i = (X_i, Y_i) = (g^{x_i}, g_1^{x_i})$.

2. Otherwise, algorithm $\mathcal{B}$ chooses $x_i \in \mathbb{Z}_p^*$ uniformly at random, outputs $pk_i = (X_i, Y_i) = (g^{x_i}, g_1^{x_i})$, and completes list $L_H$ with $(ID_i, \cdot, r_i, x_i, \cdot, pk_i, \cdot, \cdot)$.

– Make-Trapdoor: Algorithm $\mathcal{B}$ runs as follows to respond.

1. If $(ID_i, x_i, T_i)$ already exists in list $L_H$, algorithm $\mathcal{B}$ responds with $T_i = (\hat{X}_i, \hat{Y}_i) = (\hat{g}^{x_i}, g_2^{x_i})$.

2. Otherwise, algorithm $\mathcal{B}$ chooses $x_i \in \mathbb{Z}_p^*$ uniformly at random, outputs $T_i = (\hat{X}_i, \hat{Y}_i) = (\hat{g}^{x_i}, g_2^{x_i})$, and completes list $L_H$ with $(ID_i, \cdot, r_i, x_i, \cdot, \cdot, pk_i, \cdot, \cdot)$.

- **Challenge.** Algorithm $\mathcal{A}$ outputs two messages $M^*_0, M^*_1 \in G_T$, two users $ID^*_0, ID^*_1 \in S$, where $ID^*_0, ID^*_1$ do not appear in Phase 2. Algorithm $\mathcal{B}$ executes as follows to answer.
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Responds to the $H_1$-queries to obtain $r_i^*$, for $i \in \{0, 1\}$. Let $(ID_i^*, g_{3_{r_i^*}}^*)$ be the corresponding tuple on list $L_H$.

- Selects $d, e \in \{0, 1\}$, sets $C_i^* = g^e$, and computes

$$C_2^* = M_d^* \cdot Z, \quad C_3^* = \hat{e}(g^e, g_3)^{x^*} \cdot \hat{e}(g^e, g_2)^{x^*},$$

where $x^*_e \in \{x^*_0, x^*_1\}$.

- Outputs the challenge ciphertext $C^* = (C_1^*, C_2^*, C_3^*)$.

To see this, let $x^*_e = 1/r_e^*$, we have that

$$C_2^* = M_d^* \cdot Z = M_d^* \cdot \hat{e}(g^{az^*_e}, \hat{g}^{b\cdot z^*_e})^c$$

$$= M_d^* \cdot \hat{e}(Y_e^*, H_1(ID_e^*))^c,$$

$$C_3^* = \hat{e}(g^n, g_3)^{x^*} \cdot \hat{e}(g^n, g_2)^{x^*} = \hat{e}(X, g_3)^c \cdot \hat{e}(g^{az^*_e}, \hat{g})^c$$

$$= \hat{e}(X, g_3)^c \cdot \hat{e}(Y_e^*, \hat{g})^c.$$

Hence, when $Z$ equals $\hat{e}(g, \hat{g})^{abc}$, then $C^*$ is a valid encryption of $M_d^*$ of $ID_e^*$ chosen by algorithm $A$. On the other hand, when $Z$ is uniform and independent in $G_T$, then $C^*$ is independent of $\gamma$ in the view of algorithm $A$.

- Phase 2. Algorithm $A$ continues to adaptively query $ID_i \in S \setminus \{ID_0^*, ID_1^*\}$ to oracles Make-Partial-USKey, Make-USKey, Make-UPKey or Make-Trapdoor. Algorithm $B$ responds as in Phase 1.

- Guess. Finally, algorithm $A$ outputs $d', e' \in \{0, 1\}$. If $d = d'$ and $e = e'$, algorithm $B$ outputs 1, meaning that algorithm $A$ wins the game. Otherwise, algorithm $B$ outputs 0.

We can see that if $Z = \hat{e}(g, \hat{g})^{abc}$, the simulation is exactly the same as the real attack, and algorithm $A$ will output $d' = d$ and $e' = e$ with probability $1/4 + \epsilon$. Otherwise, if $Z$ is uniformly random, then the advantage of algorithm $A$ is nil and it outputs $d' = d$ and $e' = e$ with probability $1/4$. Thus, we have that the probability of algorithm $B$ in solving the decisional BDH problem is

$$\Pr[B(g, g^n, g^e, \hat{g}, \hat{g}^a, \hat{g}^b, Z)] = 1/2 \cdot (1/4 + \epsilon) + 1/2 \cdot 1/4 = 1/4 + \epsilon/2.$$

This completes the proof of Theorem 1.
CCA Secure Scheme. The result of Boneh and Katz [BK05] can be applied to the above CPA secure verifiable and anonymous encryption scheme, and thus we can obtain a verifiable and anonymous encryption scheme that is provably CCA secure in the random oracle model.

3.4 Verifiable and Anonymous Encryption under an Untrusted Gateway with Stronger Security

In the security proof of the scheme in the previous section, the adversaries are not allowed to issue the public key query on user $ID_i^*$ where $ID_i^*$ is the identity in the challenge phase; otherwise, malicious users in the system can easily obtain the identity of the privileged user when colluding with the untrusted gateway $W$. To some extent, this constraint is not very reasonable, as in most cases the users are required to publish both their identities and public keys in a public bulletin. Therefore, this system cannot be widely used in the practical environment. In this section, based on a zero-knowledge proof of knowledge scheme, we propose a new scheme with stronger security in which the adversaries may query the public keys and the certificates of all the users in the system.

3.4.1 Definition

Let $S = \{ID_1, \ldots, ID_n\}$ be the user set in the verifiable and anonymous encryption system, where $ID_i$ ($i \in \{1, \ldots, n\}$) represents the identity information (name, student ID, etc.) of user $ID_i$. The new definition is specified by six randomized algorithms: Setup, Make-UKey, Certificate, Encrypt, Verify and Decrypt.

- Setup($\lambda$) $\rightarrow (\text{params}, \text{msk}, \text{mpk})$: Taking a security parameter $\lambda$ as input, this algorithm outputs the common system parameters params, the master secret key msk and the master public key mpk. Generally, this algorithm is run by the CA.

- Make-UKey($\text{params}, ID_i$) $\rightarrow (sk_i, pk_i)$: Taking the common system parameters params and an identity $ID_i$ as input, this algorithm outputs a private
and public key pair \((sk_i, pk_i)\) for user \(ID_i\). Definitely, this algorithm is run by user \(ID_i\) itself.

- **Certificate**\((params, ID_i, pk_i, msk) \rightarrow Cert_i\): Taking the common parameters \(params\), an identity \(ID_i\), a public key \(pk_i\) and the master secret key \(msk\) as input, this algorithm outputs a certificate \(Cert_i\) for user \(ID_i\). Generally, this algorithm is run by the CA.

- **Encrypt**\((params, pk_i, Cert_i, M) \rightarrow C\): Taking the common parameters \(params\), a public key \(pk_i\), a certificate \(Cert_i\) and a message \(M\) in the message space as input, this algorithm outputs a ciphertext \(C\) via zero-knowledge proof of knowledge.

- **Verify**\((params, mpk, C) \rightarrow C\): Taking the common system parameters \(params\), and the ciphertext \(C\) as input, this algorithm outputs \(C\) in case of success or \(\bot\) in case of failure. Obviously, this algorithm is run by gateway \(W\).

- **Decrypt**\((params, sk_i, C) \rightarrow M\): Taking the common parameters \(params\), the private key \(sk_i\) of user \(ID_i\) and the ciphertext \(C\) as input, this algorithm outputs the message \(M\) in the case of being a privileged receiver or \(\bot\) in the case of being a non-privileged receiver.

Note that to simplify the construction, here the key generation algorithm for gateway \(W\) is removed from the system, and we require users to send the trapdoors to gateway \(W\) via a secure channel rather than a public channel. As mentioned in [BSNS05, BSNS08], arming gateway \(W\) with a key pair is an efficient way to remove the secure channel; but this is not the emphasis of this section, so we remove it to make the scheme simpler.

We say that a verifiable and anonymous system under an untrusted gateway is correct, meaning that for all \(ID_i \in S\), if \((params, msk, mpk) \leftarrow Setup(\lambda)\), \((sk_i, pk_i) \leftarrow Make-UKey(params, ID_i)\), \(Cert_i \leftarrow Certificate(params, ID_i, pk_i, msk)\), \(C \leftarrow Encrypt(params, pk_i, Cert_i, M)\), \(C \leftarrow Verify(params, mpk, C)\), then \(M = Decrypt(params, sk_i, C)\).

**Confidentiality and Anonymity.** The definition of this security mostly follows that in Section 3.3 by replacing the queries in Phase 1 and 2 by Make-UKey and Certificate queries without the disallowance of querying the challenge identity \(ID^*\). As the use of zero-knowledge proof of knowledge in the encryption phase to
yield the ciphertext is required, the preservation of privacy actually turns to the security implied by the zero-knowledge proof of knowledge system.

3.4.2 Construction

In this construction, we use a trusted certificate authority (CA) to issue certificates, which are actually signatures of the users’ public keys generated by a CA with its master key, for users. Note that if a user accidentally reveals its secret key or an attacker actively compromises it, the user itself may request revocation of its certificate. Alternatively, the user’s organization may request revocation if the user leaves the company or changes position and is no longer entitled to use the key.

In our verifiable and anonymous encryption system under the setting of asymmetric bilinear maps, the public keys and the identity information of the users in the system might be made available to any sender. To encrypt a message $M$ to user $ID_i$, the sender makes use of its public key $pk_i$ to compute a ciphertext $C_i$, and generates a signature of $(Cert_i, C_i)$ based on a proof of knowledge scheme in [GMR89], where $Cert_i$ is the certificate of user $ID_i$.

Let $S = \{ID_1, \ldots, ID_n\}$ be the recipient set in the system. Let $\hat{e} : G \times T \to G_T$ be a bilinear map over bilinear groups $G, T$ of prime order $p$ with generators $g \in G$, $h \in T$ respectively. Let $H : \{0,1\}^* \to Z_p^*$ be a collision resistant hash function. Our verifiable and anonymous encryption scheme consists of the following six algorithms.

- **Setup($\lambda$):** This algorithm takes a security parameter $\lambda$ as input. It chooses random $u, v, w, z \in Z_p^*$, and computes
  
  $$U = g^u, \quad V = h^v, \quad W = h^w, \quad Z = h^z.$$ 

  The common system parameters are $params = (g, h)$, the master public key is $mpk = (U, V, W, Z)$, and the master secret key is $msk = (u, v, w, z)$.

- **Make-UKey($params, ID_i$):** This algorithm takes the common system parameters $params$ and the identity information $ID_i \in T$ as input. It chooses a random $x_i \in Z_p^*$, and computes $Y_i = g^{x_i}$. It outputs a public and private key pair $(pk_i, sk_i) = (Y_i, x_i)$ for user $ID_i$.

- **Certificate($params, ID_i, pk_i, msk$):** This algorithm takes the common parameters $params$, the identity information $ID_i$, the public key $pk_i = Y_i$ and the
master secret key $msk = (u, v, w, z)$ as input. It chooses a random $s \in \mathbb{Z}_p^*$, and computes

$$R_i = g^s, \quad S_i = g^{z-v}Y_i^{-w}, \quad T_i = (h \cdot ID_i^{-w})^\frac{1}{2}.$$ 

It outputs $Cert_i = (R_i, S_i, T_i)$ as a certificate for user $ID_i$.

Note that here we use the optimal structure-preserving signature proposed in [AGHO11], which is very efficient in asymmetric bilinear groups.

- **Encrypt**($params, pk_i, Cert_i, M$): This algorithm takes the common parameters $params$, the public key $pk_i = Y_i$, the certificate $Cert_i$ and a message $M \in \mathcal{M}$ as input. It runs as follows to generate the ciphertext.

1. Chooses a random $r \in \mathbb{Z}_p^*$, and computes

$$C_1 = g^r, \quad C_2 = M \cdot Y_i^r.$$ 

2. Generates a signature for $(Cert_i, C_1, C_2)$ based on the zero-knowledge proof of knowledge, which in fact is based on the non-interactive version of the Schnorr’s proof system presented in [Sch90, Sch91].

- Chooses random $\beta_0, \beta_1, \beta_Y, \beta_M, \beta_R, \beta_S, \beta_T, \beta_D \in \mathbb{Z}_p^*$, $g_1, g_2 \in G$ and $h_1, h_2 \in H$, and computes

$$A_0 = g_1^{\beta_0}g_2^{\beta_Y}, \quad A_M = M \cdot g_1^{\beta_M},$$

$$A_Y = Y_i \cdot g_1^{\beta_Y}, \quad B_0 = h_1^{\beta_1}h_2^{\beta_T},$$

$$B_R = R_i \cdot g^{\beta_R}, \quad B_S = S_i \cdot g^{\beta_S},$$

$$B_T = T_i \cdot h_1^{\beta_T}, \quad B_D = ID_i \cdot g^{\beta_D}.$$

- Chooses random $K_0, K_1, K_2, K_3, K_4, K_5, K_Y, K_M, K_R, K_S, K_T, K_D, K_r \in \mathbb{Z}_p^*$, and computes

$$E_r = g^{K_r}, \quad E_0 = g_1^{K_0}g_2^{K_Y},$$

$$E_1 = A_0^{-K_r}g_1^{K_2}g_2^{K_3}, \quad E_2 = A_Y^{-K_r}g_1^{K_3}g_1^{K_M},$$

$$F_0 = h_1^{K_1}h_2^{K_T}, \quad F_1 = B_0^{-K_r}h_1^{K_4}h_2^{K_5},$$

$$F_2 = \hat{e}(g_1, W)^{K_Y}\hat{e}(g, V)^{K_R}\hat{e}(g, h)^{K_S},$$

$$F_3 = \hat{e}(U, h)^{K_D}\hat{e}(B_R, h_1)^{K_T}\hat{e}(g, B_T)^{K_R}\hat{e}(g, h_1)^{K_T}.$$
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\[ c = H(C_1, C_2, E_r, E_0, E_1, E_2, F_0, F_1, F_2, F_3), \]
\[ d_r = K_r - c r, \quad d_0 = K_0 - c \beta_0, \quad d_1 = K_1 - c \beta_1, \]
\[ d_2 = K_2 - c \beta_0 r, \quad d_3 = K_3 - c \beta_1 r, \]
\[ d_4 = K_4 - c \beta_1 \beta_R, \quad d_5 = K_5 - c \beta_T \beta_R, \]
\[ d_Y = K_Y - c \beta_Y, \quad d_M = K_M - c \beta_M, \quad d_R = K_R - c \beta_R, \]
\[ d_S = K_S - c \beta_S, \quad d_T = K_T - c \beta_T, \quad d_D = K_D - c \beta_D. \]

Thus, we obtain \( C_3 = (c, d_r, d_0, \ldots, d_5, d_M, d_R, d_S, d_T, d_D, A_0, A_M, A_Y, B_0, B_R, B_S, B_T, B_D) \), a signature of knowledge for \( \mathbb{M} = (\text{Cert}_i, C_1, C_2) \) as

\[
\text{SPK} \left\{ \begin{array}{l}
(r, \beta_M, \beta_0, \alpha_0, \alpha_1, \beta_Y, \beta_D, \beta_T, \alpha_T, \alpha_Y) \\
\quad A_0 = g_1^{\beta_0} g_2^{\beta_Y} \land 1 = A_0^r g_1^{\alpha_0} g_2^{\alpha_Y} \land C_1 = g^r \land \frac{A_M}{C_2} = A_Y^{\beta_T} \cdot g_1^{\beta_M} \land B_0 = h_1^{\beta_1} h_2^{\beta_T} \land 1 = B_0^{-\beta_R} h_1^{\alpha_1} h_2^{\alpha_T} \land \frac{\hat{e}(B_R, V) \hat{e}(B_S, h) \hat{e}(A_Y, W)}{\hat{e}(g, Z)} = \hat{e}(g, W)^{\beta_Y} \\
\quad \hat{e}(g, V)^{\beta_R} \hat{e}(g, h)^{\beta_S} \land \frac{\hat{e}(U, B_D) \hat{e}(B_R, B_T)}{\hat{e}(g, h)} = \hat{e}(U, h)^{\beta_D} \hat{e}(B_R, h_1)^{\beta_T} \hat{e}(g, B_T)^{\beta_R} \hat{e}(g, h_1)^{\alpha_T}
\end{array} \right\} (\mathbb{M}),
\]

where \( \alpha_0 = \beta_0 \cdot r, \quad \alpha_Y = \beta_Y \cdot r, \quad \alpha_1 = \beta_1 \cdot \beta_R, \quad \alpha_T = \beta_T \cdot \beta_R. \)

3. Outputs the ciphertext \( C = (C_1, C_2, C_3) \).

- \( \text{Verify}(\text{params}, mpk, C) \): This algorithm takes the common parameters \( \text{params} \), the master public key \( mpk \) and the ciphertext \( C \) as input. It parses the ciphertext \( C \) as \( (C_1, C_2, C_3) \), and checks the validity of \( C_3. \)

  - Computes

\[
B_1 = \frac{\hat{e}(B_R, V) \hat{e}(B_S, h) \hat{e}(A_Y, W)}{\hat{e}(g, Z)}, \quad B_2 = \frac{\hat{e}(U, B_D) \hat{e}(B_R, B_T)}{\hat{e}(g, h)} ,
\]
\[ E_r = C_1^{c d_r}, \quad E_0 = A_0^c g_1^{d_0} g_2^{d_Y}, \]
\[ E_1 = A_0^{-d_r} g_1^{d_2} g_2^{d_3}, \quad E_2 = \left( \frac{A_M}{C_2} \right)^c A_Y^{d_T} g_1^{d_M}, \]
\[ F_0 = B_0^{c d_1} h_1^{d_2} h_2^{d_3}, \quad F_1 = B_0^{-d_R} h_1^{d_4} h_2^{d_5}, \]
\[ F_2 = B_1^{c d_r} (g_1, W)^{d_Y} \hat{e}(g, V)^{d_T} \hat{e}(g, h)^{d_s}, \]
\[ F_3 = B_2^{c d_T} (U, h)^{d_D} \hat{e}(B_R, h_1)^{d_T} \hat{e}(g, B_T)^{d_R} \hat{e}(g, h_1)^{d_s}. \]
If \( c = H(C_1, C_2, E_r, E_0, E_1, E_2, F_0, F_1, F_2, F_3) \), it outputs the ciphertext \( C \). Otherwise, it outputs \( ⊥ \).

- **Decrypt** \( (\text{params}, sk_i, C) \): This algorithm takes the common system parameters \( \text{params} \), the private key \( sk_i \) of user \( ID_i \) and the ciphertext \( C \) as input. If user \( ID_i \) is a privileged receiver, it outputs \( M = C_2 \cdot C_1^{-x_i} \). Otherwise, it outputs a failure symbol \( ⊥ \).

**Efficiency.** In order to improve the efficiency of the zero-knowledge proof of knowledge system, the optimal structure-preserving signature proposed in [AGHO11] is used to create the certificate for the user, which is very efficient in asymmetric bilinear groups. Thus, our verifiable and anonymous encryption system, considering the security it has achieved, can be regarded as an efficient one.

### 3.4.3 Security Proof

**Theorem 3.4** The above scheme is ANON-IND-CCA secure assuming that the decisional DH assumption holds in \( G \) and SPK is a secure zero-knowledge proof of knowledge system.

**Proof.** Given a ciphertext \( C^* = (C_1^*, C_2^*, C_3^*) \), under the decisional DH assumption, it is clear that algorithm \( A \) cannot obtain the plaintext \( M \) and the public key \( Y_i \) used in \( C^* \) from the encryption part \( (C_1^*, C_2^*) \). On the other hand, because of the security properties of the zero-knowledge proof of knowledge scheme, algorithm \( A \) has negligible probability to learn the identity of the privileged user from the verification part \( C_3^* \). Also, \( C_3^* \) can be regarded as an one-time signature scheme built from a proof of knowledge system [ES02], which makes the scheme secure against chosen ciphertext attacks. Consequently, the scheme achieves the ANON-IND-CCA security. Note that as \( C_3^* \) is based on a zero-knowledge proof of knowledge scheme, algorithm \( A \) acquires nothing even it colludes with CA.

It is obvious that the security of above scheme depends on the security of the zero-knowledge proof of knowledge system, which is detailed below.

- **Completeness.** It is clear from the verification phase.

- **Soundness.** Assume that there are \((c, d_r, d_0, ..., d_5, d_Y, d_M, d_R, d_T, d_S, d_T')\) and \((c', d'_r, d'_0, ..., d'_5, d'_Y, d'_M, d'_R, d'_T, d'_S, d'_T)\) associated to the same \((E_r,
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\[ E_0, ..., E_2, F_0, ..., F_3, B_0, ..., B_2 \), then we have

\[ E_r = C_1^r g_1^{d_r} = C_1^r g_1^{d_r}, \]
\[ E_0 = A_0^r g_1, g_2^{d_r} = A_0^r g_1 g_2^{d_r}, \]
\[ E_1 = A_0^r g_1, g_2^{d_r} = A_0^r g_1 g_2^{d_r}, \]
\[ E_2 = \left( \frac{A_M}{C_2} \right)^r g_1^r g_1^{d_M} = \left( \frac{A_M}{C_2} \right)^r g_1^r g_1^{d_M}, \]
\[ F_0 = B_0^r h_1, h_2 = B_0^r h_1, h_2, \]
\[ F_1 = B_1^r h_1, h_2 = B_1^r h_1, h_2, \]
\[ F_2 = B_1^r \hat{e}(g_1, W)^{d_r} \hat{e}(g, V)^{d_r} \hat{e}(g, h)^{d_r} \]
\[ = B_1^r \hat{e}(g_1, W)^{d_r} \hat{e}(g, V)^{d_r} \hat{e}(g, h)^{d_r}, \]
\[ F_3 = B_2^r \hat{e}(U, h)^{d_r} \hat{e}(B_R, h_1)^{d_r} \hat{e}(g, B_T)^{d_r} \hat{e}(g, h_1)^{d_r} \]
\[ = B_2^r \hat{e}(U, h)^{d_r} \hat{e}(B_R, h_1)^{d_r} \hat{e}(g, B_T)^{d_r} \hat{e}(g, h_1)^{d_r}, \]

where

\[ B_1 = \frac{\hat{e}(B_R, V)^{r} \hat{e}(B_S, h) \hat{e}(A_Y, W)}{\hat{e}(g, Z)} \]
\[ B_2 = \frac{\hat{e}(U, B_D)^{r} \hat{e}(B_R, B_T)}{\hat{e}(g, h)}. \]

Therefore, we obtain

\[ C_1 = g_1^{d_r-d_r} = g_1^r, \]
\[ A_0 = g_1, g_2^{d_r} = g_1 g_2^{d_r}, \]
\[ \left( \frac{A_M}{C_2} \right)^r g_1^r g_1^{d_M} = \left( \frac{A_M}{C_2} \right)^r g_1^r g_1^{d_M}, \]
\[ B_0 = h_1, h_2 = h_1 h_2, \]
\[ B_1 = \hat{e}(g_1, W)^{d_r} \hat{e}(g, V)^{d_r} \hat{e}(g, h)^{d_r} \]
\[ = \hat{e}(g, W)^{d_r} \hat{e}(g, V)^{d_r} \hat{e}(g, h)^{d_r}, \]
\[ B_2 = \hat{e}(U, h)^{d_r} \hat{e}(B_R, h_1)^{d_r} \hat{e}(g, B_T)^{d_r} \hat{e}(g, h_1)^{d_r} \]
\[ = \hat{e}(U, h)^{d_r} \hat{e}(B_R, h_1)^{d_r} \hat{e}(g, B_T)^{d_r} \hat{e}(g, h_1)^{d_r}, \]

where \( \beta_D = \frac{d_r-d_r}{e-e}, \) \( \beta_T = \frac{d_r-d_r}{e-e}, \) \( \beta_R = \frac{d_r-d_r}{e-e}, \) and \( \alpha_T = \frac{d_r-d_r}{e-e}. \)

- **Zero-Knowledge.** To simulate a zero-knowledge proof of knowledge protocol without knowing the exponents, a simulator S can proceed as follows.

  - It chooses random numbers \( c, d_r, d_0, d_1, d_2, d_3, d_4, d_5, d_Y, d_M, d_R, d_T, \)
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d_s, d_T \in \mathbb{Z}_p^*, \text{ and computes}

\[ B_1 = \hat{e}(B_R, V)\hat{e}(B_S, h)\hat{e}(A_Y, W), \]
\[ B_2 = \hat{e}(U, B_D)\hat{e}(B_R, B_T), \]
\[ E_r = C_1^c g^{d_r}, \quad E_0 = A_0^c g_1^{d_0} g_2^{d_y}, \]
\[ E_1 = A_0^{-d_r} g_1^{d_2} g_2^{d_3}, \quad E_2 = \left( \frac{A_M}{C_2} \right)^c A_Y^{-d_r} g_1^{d_3} g_i^{d_M}, \]
\[ F_0 = B_0^c h_1^{d_1} h_2^{d_T}, \quad F_1 = B_0^{-d_r} h_1^{d_4} h_2^{d_5}, \]
\[ F_2 = B_1^c \hat{e}(g_1, W)^{d_Y} \hat{e}(g, V)^{d_R} \hat{e}(g, h)^{d_s}, \]
\[ F_3 = B_2^c \hat{e}(U, h)^{d_D} \hat{e}(B_R, h_1)^{d_T} \hat{e}(g, B_T)^{d_R} \hat{e}(g, h_1)^{d_5}. \]

– It sets \( c = H(C_1, C_2, E_r, E_0, E_1, E_2, F_0, F_1, F_2, F_3). \)

– It outputs \( (c, d_r, d_0, d_1, d_2, d_3, d_4, d_5, d_Y, d_M, d_R, d_T, d_s, d_T). \)

We can see that S can simulate the zero-knowledge proof of knowledge system perfectly.

3.5 Summary

In this chapter, we put emphasis on designing a secure three-party protocol enabling an outside sender to transmit a ciphertext to at least one inside user under the verification of an untrusted gateway. After analyzing its security requirements, we depict three different schemes to achieve it.

In the first construction, we consider this scenario in a broadcast environment, and call it gateway-based verifiable and anonymous broadcast encryption, which is a combination of verifiable encryption and anonymous broadcast encryption with an untrusted gateway verifying that the privileged receivers of an inbound ciphertext belong to the organization without leaking the information of both the plaintext and the privileged receivers. To solve such a problem, we introduce a new notion: public key encryption and identity search (PKEIS), which is derived from private information retrieval (PIR) [CGKS95] and public key encryption with keyword search (PEKS) [BCOP04]. In PKEIS, the gateway stores all the trapdoors generated by receivers, and when it receives an inbound ciphertext, it decides to broadcast it or not by verifying this ciphertext with the stored trapdoors and its private key. Performing this method in a gateway-based verifiable and anonymous broadcast encryption
system, the gateway can complete verification without learning anything about the plaintext and the personal information of the receivers even if it colludes with the corrupted receivers. We also provide a concrete implementation of this new notion from bilinear pairings, and prove its security in the random oracle model. Although our construction is based on bilinear pairings, it is very efficient because encryption needs no pairing computation while decryption only needs one.

Since the first scheme requires the identity tokens to be secret, which is not common in applications, in the second and third constructions, we simplify it to the single receiver case to make it more feasible and secure, and call it verifiable and anonymous encryption under an untrusted gateway. In the second verifiable and anonymous encryption scheme, we follow the method used in the first one without the requirement of secret identity tokens: the gateway stores the trapdoors generated by the users in the system in a trapdoor list, and when it receives an outside ciphertext, it decides to send it or not by checking this ciphertext with the trapdoor list. Seemingly, it solves our problem; however, in this construction, the adversaries are not allowed to issue a public key query on \( ID^*_i \) where \( ID^*_i \) is the identity in the challenge phase, which is too strict to be widely applied in the real world, where the users are usually required to make their identity information and the corresponding public keys public. In the third verifiable and anonymous encryption scheme, we consider making use of zero-knowledge proof of knowledge to generate a signature for verification so that the scheme could be secure even when the adversaries are given both the identity information and the public keys of all the users in the system. It is clear that zero-knowledge proof of knowledge is very useful to achieve verifiable and anonymous encryption securely. The problem here is how to improve the efficiency of the scheme, as most of the zero-knowledge proof of knowledge systems are costly in computation. Fortunately, we can easily solve it by making the structure of the certificate in our system be optimal structure-preserving in asymmetric bilinear maps.

Some results of this chapter have been published in “The 12th IEEE International Conference on Trust, Security and Privacy in Computing and Communications (IEEE TrustCom-13)” and “International Journal of Security and Networks”.
Chapter 4

Signcryption Secure Against Related-Key Attacks

In cryptographic world, signcryption simultaneously performs the functions of both digital signature and encryption in a way that is more efficient than signing and encrypting separately. Signcryption has several applications including secure and authentic email, electronic commerce, mobile commerce, and so on. The focus of this chapter is to enhance the traditional security models of signcryption under related-key attacks.

4.1 Introduction

Encryption and digital signature are used to achieve confidentiality and authenticity of a message, respectively. In some scenarios such as secure email, both primitives are needed. Resorting to the signature-then-encryption approach can solve this problem, but the computational cost and the communication overhead are high. In 1997, Zheng [Zhe97] proposed a cryptographic primitive called Signcryption to combine the functions of digital signature and encryption in a single step with a cost lower than that required by the signature-then-encryption approach. Later Baek, Steinfeld and Zheng [BSZ07] formalized and defined security notions for signcryption via semantic security against adaptive chosen ciphertext attack and existential unforgeability against adaptive chosen message attack.

Modern notions of security like semantic security [GM82] or CCA security [NY90] in encryption are formulated in a very strong way such that the adversary can fully control almost all aspects of the system, meaning that the adversary is able to encrypt messages and decrypt ciphertexts at will, but in these definitions the adversary is assumed to have no access to the private keys, which seems impractical in real systems. In many situations, the adversary might get some partial information
about private keys through methods which are not anticipated by the designer of
the system and, correspondingly, not taken into account when arguing its security.
Such attacks, referred to as key-leakage attacks, come in a large variety. An impor-
tant example is side-channel attack [MR04] that exploits information leakage from
the implementation of an algorithm, where an adversary observes some “physical
output” of a computation (such as radiation, power, temperature, or running time),
in addition to the “logical output” of the computation. To achieve these securi-
ty requirements, it is required to capture security under the scenarios where some
information of the keys is leaked to the adversary. If an adversary is allowed to
tamper with the private key stored in a cryptographic hardware device and observes
the result of the cryptographic primitive under this modified private key, there is
a related-key attack (RKA) [GLM+04, BC10, BCM11]. The key here could be a
signing key of a certificate authority or a decryption key of an encryption scheme.
In related-key attacks, the adversary attempts to break an cryptographic system by
invoking it with several private keys satisfying some known relations.

4.1.1 Our Results

Although related-key attack security has been achieved in various cryptographic
primitives [BCM11], so far there is no such work in signcryption. Inspired by this
challenge, in this chapter we focus on the design of signcryption schemes that are
secure against linear related-key attacks [Wee12]. At the outset, we need to formalize
the security model for signcryption under related-key attacks, in addition to the
original security requirements [BSZ07]. Motivated by the fact that user privacy
has recently become another pursuit in the cryptographic world, we also consider
anonymity under related-key attacks in signcryption.

Suppose that the signcryption system is composed of algorithms, public param-
eters, as well as the private and public key pairs of the sender and the receiver,
respectively, of which the private and public keys are subject to related-key attacks,
and the public parameters are system-wide, i.e., they are set beforehand and inde-
pendent of users. In a protocol run, all these parameters can be tampered when
distributed via a public channel.

In a signcryption system, the designcryption needs the private key of the receiv-
er while the signcryption needs the private key of the sender, hence we consider
related-key attacks on private keys of both sides: a chosen ciphertext and related-key attack and a chosen message and related-key attack. The designcryption oracle is forbidden when the signcryption\(^1\) is equal to the challenge signcryption and the derived receiver’s key matches the original one. Likewise, the signcryption oracle will not work if the given message is equal to the output message and the derived sender’s key matches the original one. In addition, we add anonymity to this security model, which requires the signcryption to be anonymous to others except the real receiver.

To begin with, we assume that both the sender and the receiver are honest so that they will not be involved in the attacks, and we call the corresponding security notions as outsider chosen ciphertext security under related-key attacks (OCC-RKA security), outsider chosen message security under related-key attacks (OCM-RKA security) and outsider anonymity under related-key attacks (OANON-RKA security). The difficulty here is how to designcrypt a signcryption \(C\) with the receiver’s private key \(\phi(sk_R)\), and how to signcrypt a plaintext \(m\) with the sender’s private key \(\phi(sk_s)\), where \(\phi\) denotes a related-key deriving function [BK03]. A well known method is key homomorphism [BCM11, Wee12], which, under chosen ciphertext attacks and chosen message attacks, can reduce a signcryption scheme secure against related-key attacks to a general signcryption scheme. This is because key homomorphism enables the designcryption of a signcryption \(C\) with the related private key \(\phi(sk_R)\) to equal the designcryption of another signcryption \(C'\) with the original private key \(sk_R\), and the signcryption of a plaintext \(m\) with the related private key \(\phi(sk_s)\) to equal the signcryption of another plaintext \(m'\) with the original private key \(sk_s\), respectively.

Unfortunately, key homomorphism fails when the signcryption \(C'\) equals the challenge signcryption in the chosen ciphertext security game, and the message \(m'\) equals the output message in chosen message security game. We solve this problem with the following techniques.

- We make use of a strong one-time signature scheme to elicit a tag to construct the signcryption. Additionally, we restrict that the signcryption \(C\) and the derivation signcryption \(C'\) share the same tag. If \(C\) and the challenge signcryption share the same tag, then

\(^1\)To distinguish from the ciphertext generated by an encryption scheme, we refer to the result outputted by a signcryption scheme as signcryption.
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1. $C$ has to equal the challenge signcryption because of the one-time signature scheme.

2. $C'$ and the challenge signcryption also share the same tag, and thus $C'$ can be decrypted by issuing the decryption oracle in the chosen ciphertext attack security game.

Note that we employ a one-time signature scheme in our construction because one-time signature is a very simple method to construct a chosen ciphertext attack secure scheme according to the result in [CHK04] by Cannetti, Haleve, and Katz.

- In order to obtain the full OCC-RKA security of signcryption, what we need to handle is making the signcryption $C'$ equal the challenge signcryption but $\phi(sk_R) \neq sk_R$. Due to the one-wayness property of adaptive trapdoor relations [Wee10] implied in the signcryption, we can simply formulate that the challenge signcryption is an invalid signcryption for any receiver’s private key $sk'_R \neq sk_R$, which means that a valid signcryption with the public parameters uniquely decides a consistent private key.

- With regard to the full OCM-RKA security of signcryption, we need to tackle the problem in which the signcryption equals the output signcryption where $\phi(sk_S) \neq sk_S$. We adopt a collision resistant hash function in the signcryption, which disables an adversary to output a valid signcryption for any sender’s private key $sk'_S \neq sk_S$ such that a valid signcryption with public parameters can only be constructed by a unique corresponding private key.

Next, we try to obtain outsider anonymity in a related-key attack secure signcryption scheme, which asks the ciphertext to be anonymous to others except the real receiver given the honest participants. With a minor change to our normal signcryption scheme, we easily make a signcryption scheme with outsider anonymity in the context of related-key attacks, of which the OANON-RKA security can be proved in the random oracle model.

After that, we consider the security one step further and allow the adversary to approach the private keys involved in the signcryption system, and rename the security notions as chosen ciphertext security under related-key attacks (CC-RKA), chosen message security under related-key attacks (CM-RKA) and anonymity under related-key attacks (ANON-RKA). To achieve such security in a signcryption
scheme, we mainly modify the signing algorithm in the original outsider anonymous signcryption scheme, resulting an anonymous signcryption system which is secure against related-key attacks even when the private key information in the system is leaked to the adversary.

4.1.2 Related Work

**Signcryption.** Zheng [Zhe97] first proposed a cryptographic primitive “Signcryption” to combine the functions of digital signature and encryption in a single step with a cost lower than that required by the signature-then-encryption approach in 1997. Then Baek, Steinfeld and Zheng [BSZ07] formalized and defined security notions for signcryption. In 2002, Malone-Lee [ML02] proposed the first identity-based signcryption scheme and claimed that their scheme achieves both privacy and unforgeability. Libert and Quisquater [LQ03] pointed out that the scheme in [ML02] is not semantically secure in privacy, because the signature of the message is not hidden in the signcrypted message. Libert and Quisquater [LQ03] also proposed a signcryption scheme with ciphertext anonymity [LQ04] based on gap Diffie-Hellman assumption, but Yang, Wong and Deng [YWD05] found that it was not secure. Chow, Yiu, Hui and Chow [CYHC03] designed an identity-based signcryption scheme with public verifiability and forward security. Concurrently, Boyen [Boy03] extended the security model in [ML02] via adding three new security notions: ciphertext unlinkability, ciphertext authentication and ciphertext anonymity. In addition, there are also some schemes concentrating on efficiency [BLMQ05, LYW∗07, LYW∗10]. Barreto, Libert, McCullagh and Quisquater [BLMQ05] constructed an identity-based signcryption scheme to improve the efficiency. Chung et al. [LYW∗07] described a key privacy preserving signcryption scheme with high efficiency and simple design, and then they extended it to a ring signcryption scheme based on the technique due to Boneh, Gentry, Lynn and Shacham [BGLS03].

**Related-Key Attack Secure Cryptography.** In 2004, Micali and Reyzin [MR04] put forward a comprehensive framework for modeling security against side-channel attacks, which relies on the assumption that there is no leakage of information in the absence of computation. Later, Halderman et al. [HSH∗08] described a set of attacks violating the assumption of the framework of Micali and Reyzin. Specially, their “cold boot” attacks showed that a significant fraction of the bits of a cryptographic
4.2 Background

We firstly describe the framework of signcryption, and then after reviewing some concepts related to the RKA security, we give the security definitions of signcryption...
under related-key attacks.

4.2.1 Signcryption

A signcryption scheme is composed of the following five algorithms [LYW+10]: Setup, Keygen, Signcrypt, Designcrypt and Verify.

- Setup($1^\lambda$) $\rightarrow$ (params, $\mathcal{M}$, $\mathcal{C}$): Taking a security parameter $\lambda$ as input, this algorithm outputs public parameters params, the message space $\mathcal{M}$ and the signcryption space $\mathcal{C}$.

- Keygen($1^\lambda$, params) $\rightarrow$ ($sk_R$, $pk_R$), ($sk_S$, $pk_S$): Taking a security parameter $\lambda$ and public parameters params as input, this algorithm outputs two private and public key pairs ($sk_R$, $pk_R$), ($sk_S$, $pk_S$).

- Signcrypt($1^\lambda$, params, $m$, $sk_S$, $pk_R$) $\rightarrow$ $C$: Taking a security parameter $\lambda$, public parameters params, a plaintext $m \in \mathcal{M}$, a private key $sk_S$ and a public key $pk_R$ as input, this algorithm outputs a signcryption $C \in \mathcal{C}$.

- Designcrypt($1^\lambda$, params, $C$, $sk_R$, $pk_S$) $\rightarrow$ ($m$, $\sigma$, $sk_R$, $pk_S$)/⊥: Taking a security parameter $\lambda$, public parameters params, a signcryption $C$, a private key $sk_R$ and a public key $pk_S$ as input, this algorithm outputs either a triple ($m$, $\sigma$, $sk_R$, $pk_S$) where $m \in \mathcal{M}$ is the plaintext, $\sigma$ is a signature, $sk_R$ is a private key, and $pk_S$ is a public key, or ⊥ in case of failure.

- Verify($1^\lambda$, params, $m$, $\sigma$, $sk_R$, $pk_S$) $\rightarrow$ true/false: Taking a security parameter $\lambda$, public parameters params, a plaintext $m$, a signature $\sigma$, a private key $sk_R$ and a public key $pk_S$ as input, this algorithm outputs true for a valid signcryption or false for an invalid signcryption.

We require that a signcryption system is correct, meaning that if (params, $\mathcal{M}$, $\mathcal{C}$) $\leftarrow$ Setup($1^\lambda$), ($sk_R$, $pk_R$), ($sk_S$, $pk_S$) $\leftarrow$ Keygen($1^\lambda$, params), $C$ $\leftarrow$ Signcrypt($1^\lambda$, params, $m$, $sk_S$, $pk_R$), then ($m$, $\sigma$, $sk_R$, $pk_S$) $\leftarrow$ Designcrypt($1^\lambda$, params, $C$, $sk_R$, $pk_S$), true $\leftarrow$ Verify($1^\lambda$, params, $m$, $\sigma$, $sk_R$, $pk_S$).

4.2.2 RKA Security for Outsider Secure Signcryption

Our definition of related-key deriving functions follows the notion given in [BK03]. Briefly, a class $\Phi$ of related-key deriving functions $\phi$: $sk_u \rightarrow sk_u$ is a finite set of
functions with the same domain and range which can map a key to a related key. Additionally, the class of functions should allow an efficient membership test, and its functions should be efficiently computable. Note that in this chapter, we consider only the class $\Phi^+$ as linear shifts.

The family $\Phi^+$. Any function $\phi : Z_p^* \rightarrow Z_p^*$ in this class is indexed by $\Delta \in Z_p^*$, where $\phi_{\Delta}(sk_u) := sk_u + \Delta$.

Let $\mathcal{A}.\text{Signcrypt}(sk_S, pk_R, \cdot, \cdot)$ be an oracle that on an input $(m, \phi)$, it returns $\text{Signcrypt}(m, \phi(sk_S), pk_R)$, and $\mathcal{A}.\text{Designcrypt}(sk_R, pk_S, \cdot, \cdot)$ be an oracle that on an input $(C, \phi)$, it returns $\text{Designcrypt}(C, \phi(sk_R), pk_S)$. We constrain algorithm $\mathcal{A}$ to only make queries $(m, \phi)$ such that $\phi \in \Phi$ and $(m, \phi(sk_S)) \neq (m^*, sk_S)$, and $(C, \phi)$ such that $\phi \in \Phi$ and $(C, \phi(sk_R)) \neq (C^*, sk_R)$. In addition, we assume that both the sender and the receiver in our signcrypiton system are honest. In other words, the adversary will not have access to the private keys of the sender and the receiver in the security games.

**OCC-RKA Security.** A signcryption scheme is $\Phi$-OCC-RKA secure if for a stateful adversary $\mathcal{A}$ it holds that

$$\Pr[\text{designcrypt}(1^\lambda, \text{params}) \leftarrow \text{Setup}(1^\lambda), (sk_R, pk_R), (sk_S, pk_S) \leftarrow \text{Keygen}(1^\lambda, \text{params}), (m_0, m_1) \leftarrow \mathcal{A}.\text{Signcrypt}(sk_S, pk_R, \cdot, \cdot)(pk_S, pk_R), (m_0, m_1) \leftarrow \mathcal{A}.\text{Designcrypt}(sk_R, pk_S, \cdot, \cdot)(pk_S, pk_R), d \in \{0, 1\}, C^* \leftarrow \text{Signcrypt}(1^\lambda, \text{params}, m_d, sk_S, pk_R), d' \leftarrow \mathcal{A}.\text{Designcrypt}(sk_R, pk_S, \cdot, \cdot)(C^*)] - 1/2$$

is a negligible function in the security parameter $\lambda$.

**OCM-RKA Security.** A signcryption scheme is $\Phi$-OCM-RKA secure if for a stateful adversary $\mathcal{A}$ it holds that

$$\Pr[\text{designcrypt}(1^\lambda, \text{params}, C^*, sk_R) \rightarrow (m^*, \sigma^*, sk_R, pk_S) \wedge \text{Verify}(m^*, \sigma^*, sk_R, pk_S) \neq \perp, C^* \leftarrow \mathcal{A}(pk_R, pk_S, m^*)]$$

is a negligible function in the security parameter $\lambda$. 

4.3 Outsider Secure Signcryption under Related-Key Attacks

Following the security model of ciphertext anonymity defined by Libert and Quisquater in [LQ04] (note that the signcryption scheme given in [LQ04] is demonstrated neither semantically secure nor anonymous under chosen plaintext attacks [YWD05]), we introduce a weaker anonymity under related-key attacks, OANON-RKA, assuming that the communication parties (the sender and the receiver) are honest.

**OANON-RKA Security.** Denoted by $\text{RKA.Signcrypt}(sk_R, pk_R, \cdot, \cdot)$ an oracle given an input $(m, \phi)$ returns the result of $\text{Signcrypt}(m, \phi(sk_S), pk_R)$, and denoted by $\text{RKA.DeSigncrypt}(sk_R, pk_S, \cdot, \cdot)$ an oracle given an input $(C, \phi)$ returns the result of $\text{Designcrypt}(C, \phi(sk_R), pk_S)$. A signcryption scheme is $\Phi$-$\text{OANON-RKA}$ secure if for a stateful adversary $\mathcal{A}$ it holds that

$$
\begin{align*}
\text{Pr} \left[ k = d, k' = d' \right] &= \frac{1}{4} \\
\text{params} &\leftarrow \text{Setup}(1^\lambda).
\end{align*}
$$

\[
\begin{align*}
(sk_{R,0}, pk_{R,0}), (sk_{S,0}, pk_{S,0}) &\leftarrow \text{Keygen}(1^\lambda, \text{params}). \\
(sk_{R,1}, pk_{R,1}), (sk_{S,1}, pk_{S,1}) &\leftarrow \text{Keygen}(1^\lambda, \text{params}). \\
(pk_{S}, pk_{R}) &\leftarrow \mathcal{A}(1^\lambda, \text{params}, pk_{S,0}, pk_{S,1}, pk_{R,0}, pk_{R,1}) \\
(pk_{S,0}, pk_{S,1}) &\leftarrow \mathcal{A}_{\text{RKA.Signcrypt}(sk_{S}, pk_{R}, \cdot, \cdot)}(pk_{S}, pk_{R}) \\
(pk_{R,0}, pk_{R,1}) &\leftarrow \mathcal{A}_{\text{RKA.DeSigncrypt}(sk_{R}, pk_{S}, \cdot, \cdot)}(pk_{S}, pk_{R}). \\
\end{align*}
\]

is a negligible function in the security parameter $\lambda$, where $pk_{S} \in \{pk_{S,0}, pk_{S,1}\}$, $pk_{R} \in \{pk_{R,0}, pk_{R,1}\}$. Additionally, we restrict that algorithm $\mathcal{A}$ to only make queries $(C, \phi)$ such that $\phi \in \Phi$ and $(C, \phi(sk_R), pk_S) \neq (C^*, sk_R, pk_S)$, and queries $(m, \phi)$ such that $\phi \in \Phi$ and $(m, \phi(sk_S), pk_R) \neq (m^*, sk_S, pk_R)$.

### 4.3 Outsider Secure Signcryption under Related-Key Attacks

After introducing the techniques we will use in our signcryption scheme with RKA security, we propose a specific signcryption scheme in the setting of related-key attacks, and reduce its OCC-RKA and OCM-RKA security in the random oracle
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4.3.1 Techniques in Our Solution

We make use of a class of functions with an additional input (namely tag), called adaptive trapdoor relations [Wee10, KMO10], which is easy to compute and invert with tag, but hard to invert without tag. More specifically, our adaptive trapdoor relations \( F_{pk_u} \) satisfy the following features.

- **Generation.** This is a randomized algorithm \( G \) that outputs a pair \((pk_u, sk_u)\) on input a security parameter \( \lambda \).

- **Sampling.** On input \( pk_u \) and \( tag \), this randomized algorithm \( F \) outputs \((\theta, F_{pk_u}(tag, \theta))\) for a random \( \theta \).

- **Inversion.** For all \( tag, y \) and \((pk_u, sk_u)\), this efficient algorithm \( F' \) computes \( F'(sk_u, tag, y) = F_{pk_u}^{-1}(tag, y) \).

- **One-wayness.** For a stateful adversary \( A \), it holds that

\[
\Pr \left[ \theta = \theta' \right] = \begin{cases} 
tag^* \leftarrow A(1^\lambda). \\
(pk_u, sk_u) \leftarrow G(1^\lambda). \\
(\theta, y) \leftarrow F(pk_u, tag^*). \\
\theta' \leftarrow A_{F_{pk_u}^{-1}(\cdot, \cdot)}(pk_u, y). \end{cases}
\]

is a negligible function in the security parameter \( \lambda \), where adversary \( A \) is allowed to query \( F_{pk_u}^{-1}(\cdot, \cdot) \) on any \( tag \) different from \( tag^* \).

**Key Homomorphism.** Let \( \Phi \) be a set of related-key deriving functions. We say that \( F_{pk_u} \) is \( \Phi \)-key homomorphic if there is a probabilistic polynomial-time algorithm \( T \) such that \( F'(\phi(sk_u), tag, y) = F'(sk_u, tag, T(\phi, tag, y)) \) holds with overwhelming probability for all \( \phi \in \Phi \), \( sk_u \), \( tag \) and \( y \).

4.3.2 Construction

Let \( \hat{\circ} : G \times G \rightarrow G_T \) be a bilinear map over a bilinear group \( G \) of prime order \( p \) with a generator \( g \in G \). The scheme is described in detail as follows. Note that the strong one-time signature scheme \( \Sigma \) to gain chosen ciphertext security that we make use of in the construction was put forward by Groth [Gro06].
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- Setup. To generate the system public parameters, this algorithm
  1. chooses random $\beta, \gamma \in \mathbb{Z}_p^*$, and sets $g_1 = g^\beta, g_2 = g^\gamma$.
  2. chooses two collision resistant hash functions $H : G^3 \rightarrow \mathbb{Z}_p^*$, $H' : G^3 \times G_T^2 \rightarrow \mathbb{Z}_p^*$.
  3. outputs the public parameters $(g, g_1, g_2, H, H')$.

- Keygen. To generate two private and public key pairs for a receiver and a sender respectively, the system chooses random $x_R, x_S \in \mathbb{Z}_p^*$ as the private key, and computes $Y_R = g^{x_R}, Y_S = g^{x_S}$ as the public keys.

- Signcrypt. To signencrypt a message $m \in G_T$ for receiver $R$, sender $S$
  1. chooses a random $r \in \mathbb{Z}_p^*$, and computes $\mu = g^r$.
  2. chooses random $t_0, t_1, t_2, t_3 \in \mathbb{Z}_p^*$, and computes $v_0 = g^{t_0}, v_1 = g^{t_1}, v_2 = v_0^{t_2} v_1^{t_3}$.
  3. sets $\theta = g_1^r$, and computes $\tau = (Y_R \cdot g_1^{H(v_0, v_1, v_2)})^r, \psi = \hat{e}(\theta, g_2) \cdot m$.
  4. chooses a random $e \in \mathbb{Z}_p^*$, and computes $w = (t_0 \cdot (t_2 - e) + t_1 \cdot t_3 - H'(\mu, \tau, \psi, Y_R^{x_S}, m) / t_1$.
  5. outputs the signcryption $C = (\mu, \tau, \psi, v_0, v_1, v_2, e, w)$.

- Designcrypt. To designcrypt a ciphertext $C$ from sender $S$, receiver $R$ runs the following procedure.
  1. If $\hat{e}(\mu, Y_R \cdot g_1^{H(v_0, v_1, v_2)}) = \hat{e}(\tau, g)$, computes $\theta = (\tau \cdot g^{-x_R})^{H(v_0, v_1, v_2)^{-1}}$.
  2. If $\hat{e}(\theta, g) = \hat{e}(\mu, g_1)$, computes $m = \psi / \hat{e}(\theta, g_2)$, and outputs $(\mu, \tau, \psi, m, v_0, v_1, v_2, e, w, x_R, Y_S)$.

- Verify. To verify the validity of a signcryption $(\mu, \tau, \psi, m, v_0, v_1, v_2, e, w, x_R, Y_S)$, this algorithm checks whether $v_2 = v_1^w \cdot v_0^e \cdot g^{H'(\mu, \tau, \psi, Y_S^{x_R}, m)}$.
  If the equation holds, it outputs true. Otherwise, it outputs false.
To be consistent with the adaptive trapdoor relations defined in the beginning of this section, we can let $(\mu, \tau)$ denote $y = F_{pk_u}(tag, \theta)$. Informally, the verification of $\hat{e}(\theta, g) = \hat{e}(\mu, g_1)$ is the technique we use to warrant one-wayness of the adaptive trapdoor relations, which ensures that only $sk_R$ can compute correct $\theta$.

Remarks. Note that $H(v_0, v_1, v_2)$ is used as tag for us to construct a fully OCC-RKA secure and OCM-RKA secure signcryption scheme, where $v_0, v_1, v_2$ are actually the verification keys, and $e, w$ comprise the one-time signature in [Gro06]. Furthermore, our specific construction of RKA secure signcryption fulfils the functions of digital signature and encryption without resulting in extra computational cost to the public-key encryption scheme against related-key attacks in [Wee12].

4.3.3 Proof of Security

We analyze the security of our proposed signcryption scheme against related-key attacks by reducing its OCC-RKA security and OCM-RKA security in the random oracle model.

Theorem 4.1 Assuming that the decisional BDH assumption holds in $G, G_T$, the computational DH problem holds in $G$, and $\Sigma$ is a strongly unforgeable one-time signature scheme, then our signcryption scheme is OCC-RKA secure regarding linear related-key deriving functions $\phi^+$ in the random oracle model.

Assume that algorithm $A$ is an adversary algorithm breaking the security of our signcryption scheme, and algorithm $B$ is a challenger algorithm simulating the security game. Let $H'$ be a random oracle controlled by algorithm $B$, and let $(VK^*, \mu^*, \tau^*, \psi^*, e^*, w^*)$ be the challenge signcryption of a message $M_d (d \in \{0, 1\})$ given to algorithm $A$ by algorithm $B$. Denote Failure by the event that algorithm $A$ issues $(\mu^*, \tau^*, \psi^*, Y, M_0)$ or $(\mu^*, \tau^*, \psi^*, Y, M_1)$ to random oracle $H'$ where $\hat{e}(Y, g) = \hat{e}(Y_{R}, Y_{S})$.

We prove that if the event Failure does not occur, then our signcryption scheme is OCC-RKA secure. We conclude this proof by showing that the event Failure has negligible probability to occur.

Lemma 4.2 If the decisional BDH assumption holds in $G$, $\Sigma$ is a strongly unforgeable one-time signature scheme, and the event Failure does not happen, then our signcryption scheme is OCC-RKA secure.
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Proof. If algorithm $A$ is an adversary algorithm against the OCC-RKA security of our signcryption scheme, then we can construct a challenger algorithm $B$ that solves the decisional BDH problem, which is given input a BDH instance $(g, g^a, g^b, g^c, Z)$ and outputs $1$ ($Z$ is $\hat{e}(g, g)^{abc}$) or $0$ ($Z$ is a random element in $G_T$).

- **Initialization.** Algorithm $B$ runs as follows to simulate the system parameters.

  2. Chooses random $t_0^x, t_1^x, t_2^x, t_3^x \in Z_p^*$, and computes $VK^x = (v_0^x, v_1^x, v_2^x) = (g^{t_0^x}, g^{t_1^x}, v_0^{t_2^x}v_1^{t_3^x})$.
  3. Chooses a random $x_S \in Z_p^*$, and computes $Y_S = g^{x_S}$.
  4. Chooses a random $x_r \in Z_p^*$, and computes
     
     $$Y_R = (g^b)^{-H(VK^x)}g^{x_r}.$$  

Algorithm $B$ sets $g_1 = g^b$, $g_2 = g^a$, and sends to algorithm $A$ the public parameters $(g, g_1, g_2, H, H')$ where $H'$ is a random oracle controlled by algorithm $B$, the receiver’s public key $Y_R$ and the sender’s public key $Y_S$. Note that $x_R = \log_g Y_R = -b \cdot H(VK^x) + x_r$, which is unknown to algorithm $B$.

- **$H'$-query.** At any time algorithm $A$ can query the random oracle on $(\mu, \tau, \psi, Y, M) \in G^3 \times G_T^2$. Algorithm $B$ maintains a list $L_{H'}$ of tuples $((\mu, \tau, \psi, Y, M), H'(\mu, \tau, \psi, Y, M))$ which is initially empty. When algorithm $A$ issues a hash query on $(\mu, \tau, \psi, Y, M)$, algorithm $B$ proceeds as follows to respond.

  - If $(\mu, \tau, \psi, Y, M)$ already appears in list $L_{H'}$, algorithm $B$ responds with $H'(\mu, \tau, \psi, Y, M)$.
  - Otherwise, algorithm $B$ chooses a random $s_i \in Z_p^*$, sets $H'(\mu, \tau, \psi, Y, M) = s_i$, sends $s_i$ to algorithm $A$, and adds $((\mu, \tau, \psi, Y, M), s_i)$ to list $L_{H'}$.

- **Phase 1.** Algorithm $A$ adaptively issues the RKA signcryption and designcryption queries to algorithm $B$. Algorithm $B$ executes as follows to respond.

  - Algorithm $A$ queries $(m, \phi)$ to the RKA.Signcrypt oracle.
    1. Chooses a random $r \in Z_p^*$, and computes $\mu = g^r$. 

2. Chooses random \( e, t_0, t_1, t_2, t_3 \in \mathbb{Z}_p^* \), sets \( VK = (v_0, v_1, v_2) = (g^{t_0}, g^{t_1}, v_0^{t_2} v_1^{t_3}) \), and computes

\[
\tau = Y_R^r \cdot (g_1^r)^{H(VK)}, \quad \psi = \hat{e}(g_1, g_2)^r \cdot m,
\]

\[
w = (t_0 \cdot (t_2 - e) + t_1 \cdot t_3 - s_i)/t_1.
\]

Algorithm \( B \) adds \((\mu, \tau, \psi, Y_R \cdot x_R, \tau, M), s_i)\) to list \( L_{H'} \).

3. Outputs the signcrytion \( C = (\mu, \tau, \psi, v_0, v_1, v_2, e, w) \).

– Algorithm \( A \) queries \((C, \phi)\) to the RKA.Signcrypt oracle where \( C = (VK, \mu, \tau, \psi, e, w) \).

1. If \( H(VK) = H(VK^*) \), algorithm \( B \) aborts the simulation.

2. If \( \hat{e}(\mu, Y_R \cdot g_1^{H(v_0, v_1, v_2)}) \neq \hat{e}(\tau, g) \), algorithm \( B \) outputs \( \perp \). Otherwise, it computes \( \theta' \) with \( \phi(x_R) \). To see how algorithm \( B \) obtains \( \theta \) without \( x_R \), we rewrite \( \tau \) such that

\[
\tau = (Y_R \cdot (g_1)^{H(VK)})^r
= \mu^{-b H(VK^*) + x_r + b H(VK)}
= \mu^{-b H(VK) - H(VK^*)} \cdot \mu^{x_r}
= \theta^{H(VK) - H(VK^*)} \cdot \mu^{x_r}
\]

\[
\Rightarrow \theta = (\tau/x_R)^{\frac{1}{H(VK^*) - H(VK)}}.
\]

On the other hand,

\[
\theta' = (\tau \cdot \mu^{-(x_R + \Delta)})^{-\frac{1}{H(VK)}}
= (\tau \cdot \mu^{-\Delta}) \cdot \mu^{-x_R}^{-\frac{1}{H(VK)}}
= \theta \cdot (\mu^{-\Delta})^{-\frac{1}{H(VK)}}.
\]

3. If \( \hat{e}(\theta', g) = \hat{e}(\mu, g_1) \), algorithm \( B \) decrypts \( C \) as \( m = \psi/\hat{e}(\theta', g_2) \).

Otherwise, it outputs \( \perp \).

In fact, the results of the RKA.Signcrypt and RKA.Designcrypt oracles reflect how the key homomorphism works in the adaptive trapdoor relations [Wee12] we used in our construction, which is indispensable according to the definitions given in [BC10, Wee12, AHI11].

• Challenge. Algorithm \( A \) outputs two messages \( M_0, M_1 \in G_T \) on which it wishes to be challenged. Algorithm \( B \) chooses random \( e^*, s^* \in \mathbb{Z}_p^* \), a random
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\[ d \in \{0, 1\}, \text{ sets } \mu^* = g^c, \text{ and computes} \]
\[ \tau^* = (g^c)^{x_r}, \quad \psi^* = Z \cdot M_d, \]
\[ w^* = \left( t_0^* \cdot (t_2^* - e^*) + t_1^* \cdot t_3^* - s^* \right)/t_1^*. \]

Algorithm \( \mathcal{B} \) outputs the signcryption \( \mathcal{C}^* = (VK^*, \mu^*, \tau^*, \psi^*, e^*, w^*) \), and adds \( ((\mu^*, \tau^*, \psi^*, Y_R^{x_S}, M_d^*), s^*) \) to list \( L_{H'} \).

- **Phase 2.** Algorithm \( \mathcal{A} \) adaptively issues the RKA signcryption and designcryption queries to algorithm \( \mathcal{B} \). Algorithm \( \mathcal{B} \) performs as follows to make the response.

  - Algorithm \( \mathcal{A} \) queries \( (m, \phi) \) to the RKA.Signcrypt oracle. Algorithm \( \mathcal{B} \) responds as in Phase 1.

  - Algorithm \( \mathcal{A} \) queries \( (C, \phi) \) to the RKA.Designcrypt oracle where \( C = (VK, \mu, \tau, \psi, e, w) \).

    1. \( H(VK) \neq H(VK^*) \). In this case, algorithm \( \mathcal{B} \) responds as in Phase 1.

    2. \( H(VK) = H(VK^*) \), and \( (\mu, \tau, \psi, e, w) \neq (\mu^*, \tau^*, \psi^*, e^*, w^*) \). If algorithm \( \mathcal{B} \) accepts this signcryption, it means that algorithm \( \mathcal{A} \) breaks the security of the strong one-time signature scheme \( \Sigma \), as \( H \) is a collision resistant hash function, which guarantees that \( VK \neq VK^* \) but \( H(VK) = H(VK^*) \) will never happen. Therefore, algorithm \( \mathcal{B} \) outputs \( \bot \) except with negligible probability.

    3. \( H(VK) = H(VK^*) \), and \( (\mu, \tau, \psi, e, w) = (\mu^*, \tau^*, \psi^*, e^*, w^*) \) and \( \phi(x_R) \neq x_R \). If algorithm \( \mathcal{B} \) accepts this signcryption, it means algorithm \( \mathcal{A} \) can output \( \phi \in \Phi \) such that \( (\tau^* \cdot (\mu^*)^{-\phi(x_R)})^{1/H(VK^*)} \neq \bot \). That is, \( \hat{e}(\theta, g) = \hat{e}(\mu, g_1) \). Because of the one-wayness property of the adaptive trapdoor relations [Wee12], we have

\[ (\tau^* \cdot (\mu^*)^{-x_R})^{1/H(VK^*)} = (\tau^* \cdot (\mu^*)^{-\phi(x_R)})^{1/H(VK^*)} \]
\[ \Rightarrow x_R = \phi(x_R). \]

Therefore, algorithm \( \mathcal{B} \) outputs \( \bot \) except with negligible probability.

Note that \( (C, \phi) \) for satisfying \( H(VK) = H(VK^*) \), \( (\mu, \tau, \psi, e, w) = (\mu^*, \tau^*, \psi^*, e^*, w^*) \) and \( \phi(x_R) = x_R \), is not allowed by the definition of the CC-RKA security game.
• **Output.** Algorithm $\mathcal{A}$ outputs a guess $d' \in \{0, 1\}$. If $d = d'$, algorithm $\mathcal{A}$ wins the game, and algorithm $\mathcal{B}$ outputs 1 indicating $Z = \hat{e}(g, g)^{abc}$. Otherwise, algorithm $\mathcal{B}$ outputs 0 indicating $Z$ is random in $G_T$.

Let abort be the event that algorithm $\mathcal{B}$ aborts in Phase 1 during the security game. We claim that $\Pr[\text{abort}]$ is negligible, or one can use algorithm $\mathcal{A}$ to forge signatures with at least the same probability. Briefly, we can construct another algorithm $\mathcal{B}'$ to simulate the above security game that is given the signing key as a challenge in an existential forgery game. Algorithm $\mathcal{A}$ causes an abort by querying a signcryption including an existential forgery under the given signing key. Algorithm $\mathcal{B}'$ is able to use this forgery to win the existential forgery game. Note that during the game algorithm $\mathcal{A}$ makes only one chosen message query to generate the signature needed for the challenger signcryption. Thus, $\Pr[\text{abort}]$ is negligible.

Let $\epsilon$ be the advantage that algorithm $\mathcal{A}$ breaks the OCC-RKA security of the above game. We can see that if the input tuple of algorithm $\mathcal{B}$ is $(g, g^a, g^b, g^c, Z)$ where $Z = \hat{e}(g, g)^{abc}$, then algorithm $\mathcal{A}$’s view of this simulation is identical to the real attack, and thus the probability of algorithm $\mathcal{A}$ in outputting $d' = d$ must satisfy $\Pr[d = d'] = 1/2 + \epsilon$. On the other hand, if the input tuple of algorithm $\mathcal{B}$ is $(g, g^a, g^b, g^c, Z)$ where $Z \in G_T$, then the advantage of algorithm $\mathcal{A}$ is nil and thus $\Pr[d' = d] = 1/2$. In sum, the probability of algorithm $\mathcal{B}$ in solving the decisional BDH problem is

$$\Pr[\mathcal{B}(g, g^a, g^b, g^c, Z)] = 1/2 \cdot (1/2 + \epsilon) + 1/2 \cdot 1/2 = 1/2 + \epsilon/2.$$  

In the following, we will prove that the event Failure has negligible probability of taking place because of the security of the computational DH problem.

**Lemma 4.3** If the computational DH problem holds in $G$, then the event Failure happens with negligible probability.

**Proof.** Given algorithm $\mathcal{A}$ for which the event Failure happens with noticeable probability, we can construct algorithm $\mathcal{B}'$ that solves the computational DH problem. Specifically, we consider the following game where algorithm $\mathcal{B}'$ solves the computational DH problem. Suppose that algorithm $\mathcal{B}'$ is given a random tuple $(g, g^a, g^b)$ as input and outputs $g^{ab}$.

• **Initialization.** Algorithm $\mathcal{B}'$ runs as follows to simulate the system parameters.
1. Chooses a collision resistant hash function $H : G^3 \to Z_p^\ast$.

2. Chooses random $t_0^\ast, t_1^\ast, t_2^\ast, t_3^\ast \in Z_p^\ast$, and computes $VK^\ast = (v_0^\ast, v_1^\ast, v_2^\ast) = (g^{t_0^\ast}, g^{t_1^\ast}, v_0 t_2^\ast v_1 t_3^\ast)$.

3. Chooses a random $x_s \in Z_p^\ast$, and computes $Y_S = (g^a)^x_s$.

4. Chooses a random $x_r \in Z_p^\ast$, and computes

$$Y_R = (g^b)^{-H(V K^\ast)} g^{x_r}.$$ 

Algorithm $B'$ sets $g_1 = g^b, g_2 = g^a$, and sends the public parameters $(g, g_1, g_2, H, H')$ where $H'$ is a random oracle controlled by algorithm $B'$, the receiver’s public key $Y_R$ and the sender’s public key $Y_S$ to algorithm $A$. Note that $x_S = a \cdot x_s, x_R = \log_g Y_R = -b \cdot H(V K^\ast) + x_r$, which are unknown to algorithm $B'$.

- **$H'$-query.** At any time algorithm $A$ can query the random oracle on $(\mu, \tau, \psi, Y, M) \in G^3 \times G_T^2$. Algorithm $B'$ maintains a list $L_{H'}$ of tuples $((\mu, \tau, \psi, Y, M), H'(\mu, \tau, \psi, Y, M))$ which is initially empty. When algorithm $A$ issues a hash query on $(\mu, \tau, \psi, Y, M)$, algorithm $B'$ runs the following steps to respond.

  - If $\hat{e}(Y, g) = \hat{e}(Y_S, Y_R)$, algorithm $B'$ solves the computational DH problem immediately. To see this, we have

    $$Y = ((g^b)^{-H(V K^\ast)} g^{x_r})^{x_s}$$
    $$= (g^{ab})^{-H(V K^\ast) \cdot x_s Y_S^{x_r}}$$
    $$\Rightarrow (g^{ab}) = (\frac{Y}{Y_S^{x_r}})^{\frac{1}{H(V K^\ast) \cdot x_s}}.$$ 

  - If $(\mu, \tau, \psi, Y, M)$ already appears in list $L_{H'}$, then algorithm $B'$ responds with $H'(\mu, \tau, \psi, Y, M)$.

  - Otherwise, algorithm $B'$ chooses a random $s_i \in Z_p^\ast$, sets $H'(\mu, \tau, \psi, Y, M) = s_i$, sends $s_i$ to algorithm $A$, and adds $((\mu, \tau, \psi, Y, M), s_i)$ to list $L_{H'}$.

- **Phase 1.** The same as in Lemma 4.2.

- **Challenge.** Algorithm $A$ outputs two messages $M_0, M_1 \in G_T$ on which it wishes to be challenged. Algorithm $B'$ chooses random $r^\ast, e^\ast, s^\ast \in Z_p^\ast$, a
random \( d \in \{0, 1\} \), and computes

\[
\mu^* = g^{r^*}, \quad \tau^* = (Y_R \cdot g_1^{H(v_0, v_1, v_2)})^{r^*},
\]
\[
\psi^* = \hat{e}(g_1, g_2)^{r^*} \cdot M_d,
\]
\[
w^* = (t_0^* \cdot (t_2^* - e^*) + t_1^* \cdot t_3^* - s^*)/t_1^*.
\]

Algorithm \( \mathcal{B}' \) outputs the signcryption \( C^* = (VK^*, \mu^*, \tau^*, \psi^*, e^*, w^*) \), and adds \( ((\mu^*, \tau^*, \psi^*, Y, M_d), s^*) \) to list \( L_{H'} \).

- **Phase 2.** The same as in Lemma 4.2.

Lemma 4.2 makes sure that if the event Failure does not happen, then our signcryption scheme preserves the OCC-RKA security. Lemma 4.3 guarantees that if the event Failure does not happen, algorithm \( \mathcal{B}' \) is the same as algorithm \( \mathcal{B} \) such that algorithm \( \mathcal{A} \) cannot differentiate between algorithm \( \mathcal{B} \) and algorithm \( \mathcal{B}' \).

This completes the proof of Theorem 4.1.

**Theorem 4.4** Assuming that the computational DH assumption holds in \( G \), then our signcryption scheme is OCM-RKA secure regarding linear related-key deriving functions \( \phi^+ \) in the random oracle model.

**Proof.** If there is an adversary algorithm \( \mathcal{A} \) that breaks the OCM-RKA security of our proposed signcryption scheme, then we can construct a challenger algorithm \( \mathcal{B} \) that solves the computational DH problem, which is given input a random tuple \( (g, g^a, g^b) \) and outputs \( g^{ab} \).

- **Initialization.** The same as in Lemma 4.3.

- **H'-query.** The same as in Lemma 4.3.

- **Phase 1.** The same as in Lemma 4.3.

If algorithm \( \mathcal{A} \) can output a valid signcryption \( C^* = (VK, \mu^*, \tau^*, \psi^*, e^*, w^*) \), then algorithm \( \mathcal{A} \)'s query \( (\mu^*, \tau^*, \psi^*, Y, M) \) to random oracle \( H' \) must satisfy \( \hat{e}(Y, g) = \hat{e}(Y_R, Y_S) \), such that algorithm \( \mathcal{B} \) obtains

\[
Y = g^{a \cdot x_s \cdot (-b \cdot H(VK^*) + x_r)}
\]
\[
= (g^{ab})^{-x_s \cdot H(VK^*)} (g^a)^{x_s \cdot x_r}
\]
\[
\Rightarrow g^{ab} = \left( \frac{Y}{(g^a)^{x_s \cdot x_r}} \right)^{x_s \cdot H(VK^*)},
\]

and solves the computational DH problem.

This completes the proof of Theorem 4.4.
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4.3.4 Outsider Anonymous Signcryption from RKA Security

The concept of anonymous signcryption was proposed by Boyen [Boy03], also known as signcryption with ciphertext anonymity [Boy03] or key privacy [LYW+10], where the ciphertext should be anonymous to anyone except the designated receiver. Therefore, an anonymous signcryption scheme hides both the sender’s identity and the receiver’s identity of the ciphertext. Here, we consider anonymity of signcryption under a setting where both the sender and the receiver are trusted in the system, and call it outsider anonymity.

Obviously, our construction of an RKA secure signcryption scheme only preserves the sender’s privacy. For a given signcryption \((\mu, \tau, \psi, v_0, v_1, v_2, e, w)\), as we compute

\[
\tau = Y_R^r \cdot (g_1^r)^{H(v_0, v_1, v_2)},
\]

\[
w = (t_0 \cdot (t_2 - e) + t_1 \cdot t_3 - H'(\mu, \tau, \psi, (Y_R)^x_S, m)/t_1
\]

in the signcryption, which subtly hides the public key \(Y_S\) of the sender in the hash function \(H'\) (because of the collision resistance property of hash functions). On the other hand, given \(v_0, v_1, v_2, \tau\), an adversary can differentiate the public key \(Y_R\) of the receiver as

\[
\hat{e}(\tau, g) = \hat{e}(\mu, Y_R) \cdot \hat{e}(\mu, g_1)^{H(v_0, v_1, v_2)}.
\]

However, with a slight change to this signcryption scheme, we can hide the public key \(Y_R\) of the receiver perfectly as

\[
\tau = Y_R^r \cdot (g_1^r)^{H(v_0, v_1, v_2)} \cdot H_0(Y_R^r),
\]

where \(H_0 : G \rightarrow G\) is a collision resistant hash function. We can see that in this way, only the actual sender can know who is the actual receiver. Finally, our scheme protects the privacy of both the sender and the receiver in a signcryption system, i.e., the adversary cannot directly learn the public keys of both parties from the signcryption.

**Theorem 4.5** Assuming that the decisional BDH assumption holds in \(G\), the computational BDH problem holds in \(G\), and \(\Sigma\) is a strongly unforgeable one-time signature scheme, then our anonymous signcryption scheme resilient against related-key attacks is OANON-RKA secure in the random oracle model.
Assume that algorithm $A$ is an adversary algorithm breaking the security of our signcryption scheme, and algorithm $B$ is a challenger algorithm simulating the security game. Let $H'$, $H_0$ be two random oracles controlled by algorithm $B$, and let $(VK^*, \mu^*, \tau^*, \psi^*, e^*, w^*)$ be the challenge signcryption of a message $M_d$ given to algorithm $A$ by algorithm $B$. Denote Failure by the event that algorithm $A$ issues a query to random oracle $H'$ on $(\mu^*, \tau^*, \psi^*, Y_1, M_0)$ or $(\mu^*, \tau^*, \psi^*, Y_1, M_1)$ where $\hat{e}(Y_1, g) = \hat{e}(Y_R, Y_S)$, and a query to random oracle $H_0$ on $(\mu, Y_2)$ where $\hat{e}(Y_2, g) = \hat{e}(Y_R, \mu^*)$.

We prove that if the event Failure does not occur, then our signcryption scheme is OANON-RKA secure. We conclude this proof by showing that the event Failure has negligible probability to occur.

**Lemma 4.6** If the decisional BDH assumption holds in $G$, $\Sigma$ is a strongly unforgeable one-time signature scheme, and the event Failure does not happen, then our signcryption scheme is OANON-RKA secure.

**Proof.** Assuming that there is an adversary algorithm $A$ against the OANON-RKA security of our signcryption scheme, then we can construct a challenger algorithm $B$ that solves the decisional BDH problem, which is given a random tuple $(g, g^a, g^b, g^c)$ as input and outputs 1 ($Z$ is $\hat{e}(g, g)^{abc}$) or 0 ($Z$ is a random element in $G_T$).

- **Initialization.** Algorithm $B$ runs as follows to simulate the system parameters.

1. Chooses a collision resistant hash function $H : G^3 \rightarrow Z_p^*$.
2. Chooses random $t_0^*, t_1^*, t_2^*, t_3^* \in Z_p^*$, and computes $VK^* = (v_0^*, v_1^*, v_2^*) = (g_0^{t_0^*}, g_1^{t_1^*}, v_0^{t_2^*}v_1^{t_3^*})$.
3. Chooses random $x_{s,0}, x_{s,1}, x_{r,0}, x_{r,1} \in Z_p^*$, and computes
   
   \[
   Y_{S,0} = (g^a)^{x_{s,0}}, \quad Y_{S,1} = (g^a)^{x_{s,1}}, \\
   Y_{R,0} = (g^b)^{-H(VK^*)}g^{x_{r,0}}, \quad Y_{R,1} = (g^b)^{-H(VK^*)}g^{x_{r,1}}.
   \]

Algorithm $B$ sets $g_1 = g^b$, $g_2 = g^a$, and sends $(g, g_1, g_2, H, H', H_0, Y_{R,0}, Y_{R,1}, Y_{S,0}, Y_{S,1})$ to algorithm $A$, where $H', H_0$ are the random oracles controlled by algorithm $B$. 
• **$H'$-query.** At any time algorithm $A$ can query the random oracle on $(\mu, \tau, \psi, Y_1, M) \in G^k \times G_T^k$. Algorithm $B$ maintains a list $L_{H'}$ of tuples $((\mu, \tau, \psi, Y_1, M), H'(\mu, \tau, \psi, Y_1, M))$ which is initially empty. When algorithm $A$ issues a hash query on $(\mu, \tau, \psi, Y_1, M)$, algorithm $B$ runs the following procedure to respond.

- If $(\mu, \tau, \psi, Y_1, M)$ already appears in list $L_{H'}$, algorithm $B$ responds with $H'(\mu, \tau, \psi, Y_1, M)$.

- Otherwise, algorithm $B$ chooses a random $s_i \in \mathbb{Z}_p^*$, sets $H'(\mu, \tau, \psi, Y_1, M) = s_i$, sends $s_i$ to algorithm $A$, and adds $((\mu, \tau, \psi, Y_1, M), s_i)$ to list $L_{H'}$.

• **$H_0$-query.** At any time algorithm $A$ can query the random oracle on $Y_2 \in G$. Algorithm $B$ maintains a list $L_{H_0}$ of tuples $(Y_2, H_0(Y_2))$ which is initially empty. When algorithm $A$ issues a hash query on $Y_2$, algorithm $B$ executes as follows to respond.

- If $Y_2$ already appears in list $L_{H_0}$, algorithm $B$ responds with $H_0(Y_2)$.

- Otherwise, algorithm $B$ chooses a random $t_i \in \mathbb{Z}_p^*$, sets $H_0(Y_2) = t_i$, sends $t_i$ to algorithm $A$, and adds $(Y_2, t_i)$ to list $L_{H_0}$.

• **Phase 1.** Algorithm $A$ chooses $(Y_S, Y_R)$, where $Y_S \in \{Y_{S,0}, Y_{S,1}\}$, $Y_R \in \{Y_{R,0}, Y_{R,1}\}$, and adaptively issues the RKA signcryption and RKA designcryption queries to algorithm $B$. Algorithm $B$ performs the following steps to respond.

- Algorithm $A$ queries $(m, \phi)$ to the RKA.Signcrypt oracle.
  1. Chooses a random $r \in \mathbb{Z}_p^*$, and computes $\mu = g^r$.
  2. Chooses random $e, t_0, t_1, t_2, t_3, s_i, t_i \in \mathbb{Z}_p^*$, sets $VK = (v_0, v_1, v_2) = (g^{t_0}, g^{t_1}, v_0 t^{v_1} v_1 t^{v_2})$, and computes $\tau, \psi, w$ as

     $$
     \tau = Y_R^r \cdot (g_1^r)^{H(VK)} \cdot t_i, \quad \psi = \hat{e}(g_1, g_2)^r \cdot m,
     $$

     $$
     w = (t_0 \cdot (t_2 - e) + t_1 \cdot t_3 - s_i)/t_1.
     $$

  3. Outputs the signcryption $C = (\mu, \tau, \psi, v_0, v_1, v_2, e, w)$, and adds $((\mu, \tau, \psi, Y_R^{xS} \cdot Y_R^{\triangle}, m), s_i)$ to list $L_{H'}$, $(Y_R^r, t_i)$ to list $L_{H_0}$.

- Algorithm $A$ queries $(C, \phi)$ to the RKA.Designcrypt oracle where $C = (VK, \mu, \tau, \psi, e, w)$.
  1. If $H(VK) = H(VK^*)$, algorithm $B$ aborts the simulation.
2. Chooses a random $t_i \in \mathbb{Z}_p^*$ satisfying $\hat{e}(Y_R, \mu) = \hat{e}(Y_2, g)$ from list $L_{H_0}$, and computes

$$\theta = \left( \frac{\tau}{\mu^{x_r} \cdot t_i} \right)^{H(VK)/H(VK^*)}.$$

To see this, we rewrite $\tau$ as

$$\tau = (Y_R \cdot (g_1)^{H(VK)})^r$$
$$= \mu^{-b \cdot H(VK^*) + x_r + b \cdot H(VK)}$$
$$= (\mu^{b \cdot H(VK) - H(VK^*)}) \cdot \mu^{x_r}$$
$$= \theta^{H(VK) - H(VK^*)} \cdot \mu^{x_r}.$$

3. Decrypts $C$ with $\phi(x_R)$ as $m = \psi / \hat{e}(\theta', g_2)$ if $\hat{e}(\theta', g) = \hat{e}(\mu, g_1)$, where

$$\theta' = \left( \frac{\tau}{t_i} \cdot \mu^{-(x_R + \Delta)} \right)^{1/\mu^{x_r}}$$
$$= \left( \frac{\tau}{t_i} \cdot \mu^{-\Delta} \cdot \mu^{-x_R} \right)^{1/\mu^{x_r}}$$
$$= \theta \cdot (\mu^{-\Delta})^{1/\mu^{x_r}}.$$

- **Challenge.** Algorithm $\mathcal{A}$ outputs a messages $M^*$ on which it wishes to be challenged. Algorithm $\mathcal{B}$ chooses random $e^*, t^*, s^* \in \mathbb{Z}_p^*$, random $d, d' \in \{0, 1\}$, sets $\mu^* = g^c$, and computes

$$\tau^* = (g^c)^{x_r \cdot d} \cdot t^*, \quad \psi^* = Z \cdot M^*,$$
$$w^* = (t_0^* \cdot (t_2^* - e^*) + t_1^* \cdot t_3^* - s^*)/t_1.$$

Algorithm $\mathcal{B}$ outputs the signcryption $C^* = (VK^*, \mu^*, \tau^*, \psi^*, e^*, w^*)$, and adds $((\mu^*, \tau^*, \psi^*, Y_1^*, M^*), s^*)$ to list $L_{H^*}, (Y_2^*, t^*)$ to list $L_{H_0}$.

- **Phase 2.** Algorithm $\mathcal{A}$ chooses $(Y_S, Y_R)$, where $Y_S \in \{Y_{S,0}, Y_{S,1}\}, Y_R \in \{Y_{R,0}, Y_{R,1}\}$, and adaptively issues the RKA signcryption and designcryption queries to algorithm $\mathcal{B}$. Algorithm $\mathcal{B}$ responds as in Phase 1.

- **Output.** Algorithm $\mathcal{A}$ outputs a guess $k, k' \in \{0, 1\}$. If $k = d$ and $k' = d'$, algorithm $\mathcal{A}$ wins the game, and algorithm $\mathcal{B}$ outputs 1 indicating $Z = \hat{e}(g, g)^{abc}$. Otherwise, algorithm $\mathcal{B}$ outputs 0 indicating $Z$ is random in $G_T$.

Let $\epsilon$ be the advantage that algorithm $\mathcal{A}$ breaks the OANON-RKA security of the above game. We can see that if the input tuple of algorithm $\mathcal{B}$ is $(g, g^a, g^b, g^c,$
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Let $Z = \hat{e}(g, g)^{abc}$, then algorithm $A$’s view of this simulation is identical to the real attack, and thus the probability of algorithm $A$ in outputting $k = d$ and $k' = d'$ must satisfy $\Pr[k = d \land k' = d'] = 1/4 + \epsilon$. On the other hand, if the input tuple of algorithm $B$ is $(g, g^a, g^b, g^c, Z)$ where $Z \in G_T$, then the advantage of algorithm $A$ is nil and thus $\Pr[k = d \land k' = d'] = 1/4$. To sum up, the probability of algorithm $B$ in solving the decisional BDH problem is

$$\Pr[B(g, g^a, g^b, g^c, Z)] = 1/2 \cdot (1/4 + \epsilon) + 1/2 \cdot 1/4$$

$$= 1/4 + \epsilon/2.$$

In the following, we prove that the event Failure has negligible probability to occur due to the difficulty of the computational DH problem.

**Lemma 4.7.** If the computational DH problem holds in $G$, then the event Failure happens with negligible probability.

**Proof.** Given algorithm $A$ for which the event Failure happens with noticeable probability, we can construct algorithm $B'$ that solves the computational DH problem. Specifically, we consider the following game where algorithm $B'$ solves the computational BDH problem. Suppose algorithm $B'$ is given a random tuple $(g, g^a, g^b, g^c)$ as input and outputs $\hat{e}(g, g)^{abc}$.

- **Initialization.** The same as in Lemma 4.6.

- **$H'$-query.** At any time algorithm $A$ can query the random oracle on $(\mu, \tau, \psi, Y_1, M) \in G^3 \times G_T^2$. Algorithm $B'$ maintains a list $L_{H'}$ of tuples $((\mu, \tau, \psi, Y_1, M), H'(\mu, \tau, \psi, Y_1, M))$ which is initially empty. When algorithm $A$ issues a hash query on $(\mu, \tau, \psi, Y_1, M)$, algorithm $B'$ runs as follows to do the response.

  - If $\hat{e}(Y_1, g) = \hat{e}(Y_{R,d}, Y_{S,d'})$, algorithm $B'$ solves the computational BDH problem immediately. To see this, we have

    $$Y_1 = Y_{R,d}^{x_{S,d'}} = ((g^b)^{-H(VK*)} g^{x_{r,d'}})^{a \cdot x_{S,d'}}$$

    $$= (g^{ab})^{-H(VK*) \cdot x_{S,d'}} Y_{S,d'}^{x_{r,d'}}$$

    $$\Rightarrow (g^{ab}) = (Y_1 Y_{S,d'}^{x_{r,d'}})^{-1/x_{S,d'}}$$

    $$\Rightarrow \hat{e}(g, g)^{abc} = \hat{e}(g^{ab}, g^c),$$

    where $\{d, d'\} \in \{0, 1\}$. 
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- If $(\mu, \tau, \psi, Y_1, M)$ already appears in list $L_{H'}$, algorithm $B'$ responds with $H'(\mu, \tau, \psi, Y_1, M)$.

- Otherwise, algorithm $B'$ chooses a random $s_i \in \mathbb{Z}_p^*$, sets $H'(\mu, \tau, \psi, Y_1, M) = s_i$, sends $s_i$ to algorithm $A$, and adds $((\mu, \tau, \psi, Y_1, M), s_i)$ to list $L_{H'}$.

- **$H_0$-query.** At any time algorithm $A$ can query the random oracle on $Y_2 \in G$. Algorithm $B'$ maintains a list $L_{H_0}$ of tuples $(Y_2, H_0(Y_2))$ which is initially empty. When algorithm $A$ issues a hash query on $Y_2$, algorithm $B'$ executes as follows to respond.

  - If $\hat{\epsilon}(Y_2, g) = \hat{\epsilon}(Y_{R,d}, g^e)$, algorithm $B'$ solves the computational BDH problem immediately. To see this, we have
    \[
    Y_2 = Y_{R,d}^c = (g^{bc})^{H(VK^*)}g^{c_{x_r,d}}
    \]
    \[
    \Rightarrow g^{bc} = \left(\frac{Y_2}{g^{c_{x_r,d}}}\right)^{\frac{-1}{H(VK^*)}}
    \]
    \[
    \Rightarrow \hat{\epsilon}(g, g)^{abc} = \hat{\epsilon}(g^a, g^{bc}),
    \]
    where $d \in \{0, 1\}$.

  - If $Y_2$ already appears in list $L_{H_0}$, algorithm $B'$ responds with $H_0(Y_2)$.

  - Otherwise, algorithm $B'$ chooses a random $t_i \in \mathbb{Z}_p^*$, sets $H_0(Y_2) = t_i$, sends $t_i$ to algorithm $A$, and adds $(Y_2, t_i)$ to list $L_{H_0}$.

- **Phase 1.** The same as in Lemma 4.6.

- **Challenge.** Algorithm $A$ outputs a messages $M^*$ on which it wishes to be challenged. Algorithm $B'$ chooses random $r^*, e^*, t^*, s^* \in \mathbb{Z}_p^*$, random $d$, $d' \in \{0, 1\}$, and computes
  \[
  \mu^* = g^{r^*}, \quad \tau^* = (Y_{R,d} \cdot g_1^{H(V_0, v_1, v_2)})^{r^*},
  \]
  \[
  \psi^* = \hat{\epsilon}(g_1, g_2)^{r^*} \cdot M^*,
  \]
  \[
  w^* = (t_0^* \cdot (t_2^* - e^*) + t_1^* \cdot t_3^* - s^*) / t_1^*.
  \]
  Algorithm $B'$ outputs the signcryption $C^* = (VK^*, \mu^*, \tau^*, \psi^*, e^*, w^*)$, and adds $((\mu^*, \tau^*, \psi^*, Y_{R,d}^{x_{s,d'}}, M^*), s^*)$ to list $L_{H'}$, $(Y_{R,d}^{r^*}, t^*)$ to list $L_{H_0}$.

- **Phase 2.** Algorithm $A$ chooses $(Y_S, Y_R)$, where $Y_S \in \{Y_{S,0}, Y_{S,1}\}$, $Y_R \in \{Y_{R,0}, Y_{R,1}\}$, and adaptively issues the RKA signcryption and designcryption queries to algorithm $B'$. Algorithm $B'$ responds as in Phase 1.
Lemma 4.6 ensures that if the event Failure does not happen, then our signcryption scheme is OANON-RKA secure. Lemma 4.7 guarantees that if the event Failure does not happen, algorithm $B'$ is the same as algorithm $B$ such that algorithm $A$ cannot differentiate between algorithm $B$ and algorithm $B'$.

This completes the proof of Theorem 4.5.

4.4 Signcryption from RKA Security

In the previous section, we discussed outsider anonymous signcryption secure against related-key attacks, where we assume that both sender and receiver are honest such that the adversary in the security model will not be given the private keys. In this section, we enhance the security model somewhat by giving the private key of the sender to the adversary. Also, we propose a specific anonymous signcryption scheme in the setting of related-key attacks, and analyze its CC-RKA, CM-RKA and ANON-RKA security.

4.4.1 Security Definitions

Informally, we consider a secure anonymous signcryption scheme against related-key attacks to be semantically secure against chosen ciphertext and related-key attacks (CC-RKA), existentially unforgeable against chosen message and related-key attacks (CM-RKA), and anonymous against related-key attacks in the sense that a signcryption should contain no information that identifies the sender of the signcryption and the receiver of the message (ANON-RKA), and yet be decipherable by the targeted receiver.

CC-RKA Security. A signcryption scheme is semantically secure against chosen ciphertext attacks and related-key attacks (CC-RKA security) if no probabilistic polynomial-time adversary has a non-negligible advantage in the following game.

- Initialization. The challenger algorithm $B$ runs $\text{params} \leftarrow \text{Setup}(1^\lambda)$, and $(sk_R, pk_R), (sk_S, pk_S) \leftarrow \text{Keygen}(1^\lambda, \text{params})$. Algorithm $B$ gives the public parameters $\text{params}$, the public key $pk_R$, the private and public key pair $(sk_S, pk_S)$ to the adversary algorithm $A$.

- Phase 1. Algorithm $A$ adaptively issues queries to the RKA.Decrypt oracle. On input a signcryption $C$ and a related-key deriving function $\phi \in \Phi$,
algorithm $\mathcal{B}$ runs $(m, \sigma) \leftarrow \text{Designcrypt}(1^\lambda, \text{params}, C, \phi(sk_R))$, and sends $(m, \sigma)$ to algorithm $\mathcal{A}$. Note that as $sk_S$ is given to algorithm $\mathcal{A}$, we remove the queries to the RKA.Signcrypt oracle.

- **Challenge.** Algorithm $\mathcal{A}$ outputs two messages $M_0^*, M_1^* \in \mathcal{M}$, $|M_0^*| = |M_1^*|$, on which it wishes to be challenged. Algorithm $\mathcal{B}$ chooses a random $d \in \{0, 1\}$, and runs $C^* \leftarrow \text{Signcrypt}(1^\lambda, \text{params}, m_d, sk_S, pk_R)$. Algorithm $\mathcal{B}$ sends $C^*$ as the challenge signcryption to algorithm $\mathcal{A}$.

- **Phase 2.** Algorithm $\mathcal{A}$ continues to issue queries to the RKA.Designcrypt oracle. On input a signcryption $C$ and a related-key deriving function $\phi \in \Phi$ with the constraint $(\phi(sk_R), C) \neq (sk_R, C^*)$, algorithm $\mathcal{B}$ responds as in Phase 1.

- **Output.** Algorithm $\mathcal{A}$ outputs its guess $d' \in \{0, 1\}$ for $d$, and it wins the game if $d' = d$.

We define the advantage of algorithm $\mathcal{A}$ in this game to be

$$\text{Adv}_{\mathcal{A}}^{\text{CC-RKA}}(\lambda) \overset{\text{def}}{=} |\Pr[d = d'] - 1/2|.$$

**CM-RKA Security.** A signcryption scheme is existentially unforgeable against chosen message attacks and related-key attacks (CM-RKA security) if no probabilistic polynomial-time adversary has a non-negligible advantage in winning the following game.

- **Initialization.** The challenger algorithm $\mathcal{B}$ runs $\text{params} \leftarrow \text{Setup}(1^\lambda)$, and $(sk_R, pk_R), (sk_S, pk_S) \leftarrow \text{Keygen}(1^\lambda, \text{params})$. Algorithm $\mathcal{B}$ gives the public parameters $\text{params}$, the public key $pk_S$, the private and public key pair $(sk_R, pk_R)$ to the adversary algorithm $\mathcal{A}$.

- **Phase 1.** Algorithm $\mathcal{A}$ adaptively issues queries to the RKA.Signcrypt oracle. On input a message $m \in \mathcal{M}$ and a related-key deriving function $\phi \in \Phi$, algorithm $\mathcal{B}$ runs $C \leftarrow \text{Signcrypt}(1^\lambda, \text{params}, m, \phi(sk_S), pk_R)$, and sends $C$ to algorithm $\mathcal{A}$. Note that as $sk_R$ is given to algorithm $\mathcal{A}$, we remove the queries to the RKA.Designcrypt oracle.

- **Output.** Algorithm $\mathcal{A}$ outputs a signcryption $C^*$, and wins the game if $(m^*, \sigma^*) \leftarrow \text{Designcrypt}(1^\lambda, \text{params}, C^*, sk_R, pk_S)$, $(m^*, sk_S)$ does not equal to any $(m, \phi(sk_S))$ in Phase 1, and $\text{true} \leftarrow \text{Verify}(1^\lambda, \text{params}, m^*, \sigma^*, sk_R, pk_S)$.
Unlike the model of the OANON-RKA security, the assumption that the communication parties (the sender and the receiver) are honest will be removed to define ANON-RKA security. In short, the security game will mostly follow the OANON-RKA one except that the adversary considered in the ANON-RKA security will have access to the sender’s private key.

**ANON-RKA Security.** A signcryption scheme is anonymous against chosen ciphertext attacks and related-key attacks (ANON-RKA security) if no probabilistic polynomial-time adversary has a non-negligible advantage in the following game.

- **Initialization.** The challenger algorithm \( \mathcal{B} \) runs \( \text{params} \leftarrow \text{Setup}(1^\lambda) \), and \((sk_{R,0}, pk_{R,0}), (sk_{S,0}, pk_{S,0}) \leftarrow \text{Keygen}(1^\lambda, \text{params})\), \((sk_{R,1}, pk_{R,1}), (sk_{S,1}, pk_{S,1}) \leftarrow \text{Keygen}(1^\lambda, \text{params})\), respectively. Algorithm \( \mathcal{B} \) gives the public parameters \( \text{params} \), the public keys \( pk_{R,0}, pk_{R,1} \), the private and public key pairs \((sk_{S,0}, pk_{S,0}), (sk_{S,1}, pk_{S,1})\) to the adversary algorithm \( \mathcal{A} \).

- **Phase 1.** Algorithm \( \mathcal{A} \) issues a series of queries to the RKA.Designcrypt oracle. On input \( sk_S \in \{sk_{S,0}, sk_{S,1}\} \), \( pk_R \in \{pk_{R,0}, pk_{R,1}\} \), a signcryption \( C \) and a related-key deriving function \( \phi \in \Phi \), algorithm \( \mathcal{B} \) runs \((m, \sigma) \leftarrow \text{Designcrypt}(1^\lambda, \text{params}, C, \phi(sk_R))\), and sends \((m, \sigma)\) to algorithm \( \mathcal{A} \). Note that as \( sk_{S,0}, sk_{S,1} \) are given to algorithm \( \mathcal{A} \), we remove the queries to the RKA.Signcrypt oracle.

- **Challenge.** Algorithm \( \mathcal{A} \) outputs a message \( M^* \in \mathcal{M} \) on which it wishes to be challenged. Algorithm \( \mathcal{B} \) chooses random \( d, e \in \{0, 1\} \), and runs \( C^* \leftarrow \text{Signcrypt}(1^\lambda, \text{params}, m, sk_{S,d}, pk_{R,e})\). Algorithm \( \mathcal{B} \) sends \( C^* \) as the challenge signcryption to algorithm \( \mathcal{A} \).

- **Phase 2.** Algorithm \( \mathcal{A} \) continues to issue queries to the RKA.Designcrypt oracle. On input \( sk_S \in \{sk_{S,0}, sk_{S,1}\} \), \( pk_R \in \{pk_{R,0}, pk_{R,1}\} \), a signcryption \( C \) and a related-key deriving function \( \phi \in \Phi \), with the constraint \((\phi(sk_{R,d}), C) \neq (sk_{R,d}, C^*)\), algorithm \( \mathcal{B} \) responds as in Phase 1.

- **Output.** Algorithm \( \mathcal{A} \) outputs its guess \( d', e' \in \{0, 1\} \) for \( d, e \), and it wins the game if \( d' = d \) and \( e' = e \).

We define the advantage of algorithm \( \mathcal{A} \) in this game to be

\[
\text{Adv}^{\text{ANON-RKA}}_{\mathcal{A}}(\lambda) \overset{\text{def}}{=} |\Pr[d = d' \land e = e'] - 1/4|.
\]
4.4.2 Construction

Let \( \hat{e} : G \times G \to G_T \) be a bilinear map over a bilinear group \( G \) of prime order \( p \) with a generator \( g \in G \). The scheme is described as follows.

- **Setup.** To generate the system public parameters, this algorithm works as follows.
  1. Chooses random \( \beta, \gamma \in \mathbb{Z}_p^* \), and computes \( g_1 = g^\beta \), \( g_2 = g^\gamma \).
  2. Chooses collision resistant hash functions \( H_0 : G^2 \to G \), \( H : G^2 \to \mathbb{Z}_p^* \), \( H' : G^5 \times G^2_T \to \mathbb{Z}_p^* \).
  3. Outputs the public parameters \((g, g_1, g_2, H_0, H, H')\).

- **Keygen.** To generate two private and public key pairs for receiver \( R \) and sender \( S \) respectively, the system chooses random \( x_R, x_S \in \mathbb{Z}_q^* \) as the private keys, and computes \( Y_R = g^{x_R}, Y_S = g^{x_S} \) as the public keys.

- **Signcrypt.** To signcrypt a message \( m \in G_T \) for receiver \( R \), sender \( S \) runs as follows.
  1. Chooses a random \( r \in \mathbb{Z}_p^* \), and computes \( \mu = g^r, \theta = g_1^r \).
  2. Chooses a random \( e \in \mathbb{Z}_p^* \), and computes \( \text{tag} = g^e \).
  3. Computes \( \psi = \hat{e}(\theta, g_2) \cdot m \), and
     \[
     \tau = (Y_R \cdot g_1^{H(\mu, \text{tag})})^r \cdot H_0(\mu, Y_R^r),
     \]
     \[
     \sigma = e - x_S \cdot H'(\mu, \tau, \psi, Y_R^r, Y_R^x, \text{tag}, m).
     \]
  4. Outputs the signcryption \( C = (\mu, \tau, \psi, \text{tag}, \sigma) \).

- **Designcrypt.** To designcrypt and verify a signcryption \( C \) from sender \( S \), receiver \( R \) executes as follows.
  1. Computes \( \theta \) as
     \[
     \theta = \left( \frac{\tau}{H_0(\mu, x_R)} \cdot \mu^{-x_R} \right)^{H(\mu, \text{tag})}.
     \]
  2. Computes \( m = \psi/\hat{e}(\theta, g_2) \) if \( \hat{e}(\theta, g) = \hat{e}(\mu, g_1) \), and outputs \((\mu, \tau, \psi, m, \text{tag}, \sigma)\). Otherwise, it outputs \( \bot \).
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- Verify. To verify the validity of a signcryption \((\mu, \tau, \psi, m, \text{tag}, \sigma)\), this algorithm checks the validity of \(\sigma\) via

\[
\text{tag} = g^\sigma \cdot Y_S^{H'(\mu,\tau,\psi,\mu^R,Y_S^R,\text{tag},m)}.
\]

If the equation holds, it outputs \(m\). Otherwise, it outputs \(\perp\).

4.4.3 Proof of Security

We analyze the security of our proposed signcryption scheme against related-key attacks by reducing its CC-RKA security, CM-RKA security and ANON-RKA security in the random oracle model.

**Theorem 4.8** Assuming that the decisional BDH assumption holds in \(G,G_T\), and the computational BDH problem holds in \(G,G_T\), then our signcryption scheme is CC-RKA secure regarding linear related-key deriving functions \(\phi^+\) in the random oracle model.

Assume that algorithm \(\mathcal{A}\) is an adversary algorithm breaking the security of our signcryption scheme, and algorithm \(\mathcal{B}\) is a challenger algorithm simulating the security game. Let \(H', H_0\) be two random oracles controlled by algorithm \(\mathcal{B}\), and let \((\mu^*, \tau^*, \psi^*, \text{tag}^*, \sigma^*)\) be the challenge signcryption of a message \(M_d\) given to algorithm \(\mathcal{A}\) by algorithm \(\mathcal{B}\). Denote Failure by the event that algorithm \(\mathcal{A}\) issues \((\mu^*, \tau^*, \psi^*, Y_1, Y_2, M_0)\) or \((\mu^*, \tau^*, \psi^*, Y_1, Y_2, M_1)\) to random oracle \(H'\), and \((\mu, Y_1)\) to random oracle \(H_0\), where \(\hat{e}(Y_1, g) = \hat{e}(Y_R, \mu^*)\).

In what follows we prove that if the event Failure does not occur, then our signcryption scheme is CC-RKA secure. We conclude this proof by showing that the event Failure has negligible probability of occurrence.

**Lemma 4.9** If the decisional BDH assumption holds in \(G,G_T\), and the event Failure does not happen, then our signcryption scheme is CC-RKA secure.

**Proof.** Assuming that algorithm \(\mathcal{A}\) is an adversary algorithm against the CC-RKA security of our signcrypiton scheme, then we can construct a challenger algorithm \(\mathcal{B}\) that solves the decisional BDH problem, which is given input a BDH instance \((g, g^a, g^b, g^c, Z)\) and outputs 1 if \(Z\) is \(\hat{e}(g,g)^{abc}\) or 0 if \(Z\) is a random element in \(G_T\).

- **Initialization.** Algorithm \(\mathcal{B}\) runs as follows to simulate the system parameters.
1. Chooses a collision resistant hash function $H : G^2 \rightarrow Z_p^*$.
2. Chooses a random $e^* \in Z_p^*$, and computes $tag^* = g^{e^*}$.
3. Chooses a random $x_S \in Z_p^*$, and computes $Y_S = g^{x_S}$.
4. Chooses a random $x_r \in Z_p^*$, and computes
   
   $Y_R = (g^b)^{-H(g^c, tag^*)} g^{x_r}$.

   Note that $x_R = \log_g Y_R = -b \cdot H(g^c, tag^*) + x_r$, which is unknown to
   algorithm $B$.

Algorithm $B$ sets $g_1 = g^b$, $g_2 = g^a$, and sends algorithm $A$ sender $S$’s public and
private key pair $(x_S, Y_S)$, receiver $R$’s public key $Y_R$ and the public parameters
$(g, g_1, g_2, H_0, H, H')$ of which $H_0, H'$ are the random oracles controlled by
algorithm $B$.

- $H_0$-query. At any time algorithm $A$ can query the random oracle on $(\mu, Y_1)$. Algorithm $B$ maintains a list $L_{H_0}$ of tuples $((\mu, Y_1), H_0(\mu, Y_1))$ which is
initially empty. When algorithm $A$ issues a hash query on $Y$, algorithm $B$
performs the following steps to respond.

  - If $(\mu, Y_1)$ already appears in list $L_{H_0}$, algorithm $B$ responds with $H_0(\mu, Y_1)$.
  - Otherwise, algorithm $B$ chooses a random $t_i \in Z_p^*$, sets $H_0(\mu, Y_1) = t_i$,
and adds $((\mu, Y_1), t_i)$ to list $L_{H_0}$.

- $H'$-query. At any time algorithm $A$ can query the random oracle on $(\mu, \tau, 
\psi, Y_1, Y_2, tag, m)$. Algorithm $B$ maintains a list $L_{H'}$ of tuples
$((\mu, \tau, \psi, Y_1, Y_2, tag, m), H'(\mu, \tau, \psi, Y_1, Y_2, tag, m))$ which is
initially empty. When algorithm $A$ issues a hash query on $(\mu, \tau, \psi, Y_1, Y_2, tag, m)$, algorithm $B$ runs
the following procedure to respond.

  - If $(\mu, \tau, \psi, Y_1, Y_2, tag, m)$ already appears in list $L_{H'}$, algorithm $B$
responds with $H'(\mu, \tau, \psi, Y_1, Y_2, tag, m)$.
  - Otherwise, algorithm $B$ chooses a random $s_i \in Z_p^*$, sets $H'(\mu, \tau, \psi, Y_1, 
Y_2, tag, m) = s_i$, sends $s_i$ to algorithm $A$, and adds $((\mu, \tau, \psi, Y_1, Y_2, tag, 
M), s_i)$ to list $L_{H'}$. 

• **Phase 1.** Algorithm \( \mathcal{A} \) adaptively issues the RKA designcryption queries to algorithm \( \mathcal{B} \). For a query \((C, \phi)\) to the RKA.\( \text{Designcrypt} \) oracle where \( C = (\mu, \tau, \psi, \text{tag}, \sigma) \) and \( \phi \) is a related-key deriving function, algorithm \( \mathcal{B} \) executes the following steps to make the response.

1. Algorithm \( \mathcal{B} \) computes \( \theta' \) with \( \phi(x_R) \). To see how algorithm \( \mathcal{B} \) obtains \( \theta \) without \( x_R \), we rewrite \( \tau \) such that

\[
\frac{\tau}{t_i} = (Y_R \cdot g_1^{H(\mu, \text{tag})})^r \\
= \mu^{-bH(g^c, \text{tag}^*) + x_r + bH(\mu, \text{tag})} \\
= (\mu^b)^{H(\mu, \text{tag}) - H(g^c, \text{tag}^*)} \cdot \mu^{x_r} \\
= \theta^{H(\mu, \text{tag}) - H(g^c, \text{tag}^*)} \cdot \mu^{x_r} \\
\Rightarrow \theta = \left( \frac{\tau}{t_i \cdot \mu^{x_r}} \right)^{\frac{1}{H(\mu, \text{tag}) - H(g^c, \text{tag}^*)}}.
\]

On the other hand,

\[
\theta' = \left( \frac{\tau}{t_i} \cdot \mu^{-(x_R + \Delta)} \right)^{\frac{1}{H(\mu, \text{tag})}} \\
= \left( \left( \frac{\tau}{t_i} \cdot \mu^{-\Delta} \right) \cdot \mu^{-x_R} \right)^{\frac{1}{H(\mu, \text{tag})}} \\
= \theta \cdot (\mu^{-\Delta})^{\frac{1}{H(\mu, \text{tag})}}.
\]

Note that this reflects how key homomorphism works in the adaptive trapdoor relation [Wee12].

2. If \( \check{e}(\theta', g) = \check{e}(\mu, g_1) \), algorithm \( \mathcal{B} \) outputs \( m = \psi / \check{e}(\theta', g_2) \). Otherwise, it outputs \( \bot \).

• **Challenge.** Algorithm \( \mathcal{A} \) outputs two messages \( M_0, M_1 \in G_T \) on which it wishes to be challenged. Algorithm \( \mathcal{B} \) chooses random \( s^*, t^* \in Z_p^* \), a random \( d \in \{0, 1\} \), sets \( \mu^* = g^c \), and computes

\[
\tau^* = (g^c)^{x_r} \cdot t^*, \quad \psi^* = Z \cdot M_d, \quad \sigma^* = e^* - x_S \cdot s^*.
\]

Algorithm \( \mathcal{B} \) outputs the signcryption \( C^* = (\mu^*, \tau^*, \psi^*, \text{tag}^*, \sigma^*) \), and adds \(((\mu^*, \tau^*, \psi^*, Y_R^c, Y_R^{x_S}, M_d), s^*)\) to list \( L_{H'} \) and \(((\mu, Y_R^c), t^*)\) to list \( L_{H_0} \).

• **Phase 2.** Algorithm \( \mathcal{A} \) adaptively issues the RKA designcryption queries to algorithm \( \mathcal{B} \). For a query \((C, \phi)\) to the RKA.\( \text{Designcrypt} \) oracle where \( C = (\mu, \tau, \psi, \text{tag}, \sigma) \), algorithm \( \mathcal{B} \) runs the following steps to respond.
\(4.4. \text{Signcryption from RKA Security}\)

- \(H(\mu, \text{tag}) \neq H(g^c, \text{tag}^*)\). Algorithm \(B\) responds as in Phase 1.

- \(H(\mu, \text{tag}) = H(g^c, \text{tag}^*)\), and \((\mu, \tau, \psi, \sigma) \neq (\mu^*, \tau^*, \psi^*, \sigma^*)\). If algorithm \(B\) accepts this signcryption, it means that algorithm \(A\) breaks the security of the CM-RKA security of our scheme, which we will analyze later. Therefore, algorithm \(B\) outputs \(\bot\) except with negligible probability.

- \(H(\mu, \text{tag}) = H(g^c, \text{tag}^*)\), \((\mu, \tau, \psi, \sigma) = (\mu^*, \tau^*, \psi^*, \sigma^*)\) and \(\phi(x_R) \neq x_R\). If algorithm \(B\) accepts this signcryption, it means algorithm \(A\) can output \(\phi \in \Phi\) such that \((\frac{\tau^*}{t^*} \cdot (\mu^*)^{-\phi(x_R)} H(g^c, \text{tag}^*)) \neq H(g^c, \text{tag}^*)\). That is, \(\hat{e}(\theta', g) = \hat{e}(\mu, g_1)\), and to guarantee this,

\[
\left(\frac{\tau^*}{t^*} \cdot (\mu^*)^{-x_R}\right) H(g^c, \text{tag}^*) = \left(\frac{\tau^*}{t^*} \cdot (\mu^*)^{-\phi(x_R)}\right) H(g^c, \text{tag}^*)
\]

\[\Rightarrow x_R = \phi(x_R)\]

should hold. Therefore, algorithm \(B\) outputs \(\bot\) except with negligible probability.

In fact this is the one-wayness property of the adaptive trapdoor relation, which on the other hand reflects how the key fingerprint property (a indispensable property to achieve RKA security according to the definitions given in [BC10, AHI11, Wee12]) works in our construction.

Note that \((C, \phi)\) is not allowed by the definition of the CC-RKA security game if \(C = (\mu, \tau, \psi, \text{tag}, \sigma)\) satisfying \(H(\mu, \text{tag}) = H(g^c, \text{tag}^*), \(\mu, \tau, \psi, \sigma) = (\mu^*, \tau^*, \psi^*, \sigma^*)\) and \(\phi(x_R) = x_R\).

- **Output.** Algorithm \(A\) outputs a guess \(d' \in \{0, 1\}\). If \(d = d'\), algorithm \(A\) wins the game, and algorithm \(B\) outputs 1 indicating \(Z = \hat{e}(g, g)^{abc}\). Otherwise, algorithm \(B\) outputs 0 indicating \(Z\) is random in \(G_T\).

Let \(\epsilon\) be the advantage that algorithm \(A\) breaks the CC-RKA security of the above game. We can see that if the input tuple of algorithm \(B\) is \((g, g^a, g^b, g^c, Z)\) where \(Z = \hat{e}(g, g)^{abc}\), then algorithm \(A\)'s view of this simulation is identical to the real attack, and thus the probability of algorithm \(A\) in outputting \(d' = d\) must satisfy \(Pr[d = d'] = 1/2 + \epsilon\). On the other hand, if the input tuple of algorithm \(B\) is \((g, g^a, g^b, g^c, Z)\) where \(Z \in G_T\), then the advantage of algorithm \(A\) is nil and thus \(Pr[d' = d] = 1/2\). In summary, the probability of algorithm \(B\) in solving the
decisional BDH problem is
\[
\Pr[\mathcal{B}(g, g^a, g^b, g^c, Z)] = \frac{1}{2} \cdot \left( \frac{1}{2} + \epsilon \right) + \frac{1}{2} \cdot \frac{1}{2} = \frac{1}{2} + \epsilon / 2.
\]

In the following, we will prove that the event Failure has negligible probability to occur due to the security of the computational DH problem.

**Lemma 4.10** If the computational BDH problem holds in \(G, G_T\), then the event Failure happens with negligible probability.

**Proof.** Given algorithm \(A\) for which the event Failure happens with noticeable probability, we construct algorithm \(B'\) that solves the computational BDH problem. Specifically, we consider the following game where algorithm \(B'\) solves the computational BDH problem. Suppose that algorithm \(B'\) is given a random tuple \((g, g^a, g^b, g^c)\) as input and outputs \(\hat{e}(g, g)^{abc}\).

- **Initialization.** The same as in Lemma 4.9.

- **\(H_0\)-query.** At any time algorithm \(A\) can query the random oracle on \((\mu, Y_1)\). Algorithm \(B'\) maintains a list \(L_{H_0}\) of tuples \(((\mu, Y_1), H_0(\mu, Y_1))\) which is initially empty. When algorithm \(A\) issues a hash query on \((\mu, Y_1)\), algorithm \(B'\) performs the following steps to respond.
  - If \(\hat{e}(Y_1, g) = \hat{e}(Y_R, g^c)\), algorithm \(B'\) solves the computational BDH problem immediately. To see this, we have
    \[
    Y_1 = Y_R^c = (g^bc)^{-H_0(g^c, \text{tag}^*)} g^c x_r,
    \]
    \[
    \Rightarrow g^{bc} = (Y_1 g^c x_r)^{-1}_{H_0(g^c, \text{tag}^*)},
    \]
    \[
    \Rightarrow \hat{e}(g, g)^{abc} = \hat{e}(g^a, g^{bc}).
    \]
  - If \((\mu, Y_1)\) already appears in list \(L_{H_0}\), algorithm \(B'\) responds with \(H_0(\mu, Y_1)\).
  - Otherwise, algorithm \(B'\) chooses a random \(t_i \in \mathbb{Z}_p^*\), sets \(H_0(\mu, Y_1) = t_i\), and adds \(((\mu, Y_1), t_i)\) to list \(L_{H_0}\).

- **\(H'\)-query.** At any time algorithm \(A\) can query the random oracle on \((\mu, \tau, \psi, Y_1, Y_2, \text{tag}, m)\). Algorithm \(B'\) maintains a list \(L_{H'}\) of tuples \(((\mu, \tau, \psi, Y_1, Y_2, \text{tag}, m), H'(\mu, \tau, \psi, Y_1, Y_2, \text{tag}, m))\) which is initially empty. When algorithm \(A\) issues a hash query on \((\mu, \tau, \psi, Y_1, Y_2, \text{tag}, m)\), algorithm \(B'\) executes as follows to respond.
4.4. Signcryption from RKA Security

– If \( \hat{e}(Y_1, g) = \hat{e}(Y_{R'}, g^c) \), algorithm \( B' \) responds as in \( H_0 \) query.

– If \( (\mu, \tau, \psi, Y_1, Y_2, tag, m) \) already appears in list \( L_{H'} \), algorithm \( B' \) responds with \( H'(\mu, \tau, \psi, Y_1, Y_2, tag, m) \).

– Otherwise, algorithm \( B' \) chooses a random \( s_i \in \mathbb{Z}_p^* \), sets \( H'(\mu, \tau, \psi, Y_1, Y_2, tag, m) = s_i \), sends \( s_i \) to algorithm \( A \), and adds \( ((\mu, \tau, \psi, Y_1, Y_2, tag, m), s_i) \) to list \( L_{H'} \).

• **Phase 1.** The same as in Lemma 4.9.

• **Challenge.** Algorithm \( A \) outputs two messages \( M_0, M_1 \in G_T \) on which it wishes to be challenged. Algorithm \( B' \) chooses random \( r^*, s^*, t^* \in \mathbb{Z}_p^* \), a random \( d \in \{0, 1\} \), and computes

\[
\mu^* = g^{r^*}, \quad \tau^* = (Y_{R'} \cdot g_{1}^{H(\mu^*, tag^*)})^{r^*} \cdot t^*,
\]

\[
\psi^* = \hat{e}(g_1, g_2)^{r^*} \cdot M_d, \quad \sigma^* = c^* - x_S \cdot s^*.
\]

Algorithm \( B' \) outputs the signcryption \( C^* = (\mu^*, \tau^*, \psi^*, tag^*, \sigma^*) \), and adds \( ((\mu^*, \tau^*, \psi^*, Y_{R'}^{r^*}, Y_{R'}^{x_S}, tag^*, M_d), s^*) \) to list \( L_{H'} \), \( (Y_{R'}^{r^*}, t^*) \) to list \( L_{H_0} \).

• **Phase 2.** The same as in Lemma 4.9.

Lemma 4.9 ensures that as long as the event Failure does not happen, then our signcryption scheme preserves the defined CC-RKA security. Lemma 4.10 guarantees that as long as the event Failure does not happen, algorithm \( B' \) is the same as algorithm \( B \) such that algorithm \( A \) cannot differentiate between algorithm \( B \) and algorithm \( B' \).

This completes the proof of Theorem 4.8.

**Theorem 4.11** Assuming that the computational DL problem holds in \( G \), then our signcryption scheme is CM-RKA secure regarding linear related-key deriving functions \( \phi^+ \) in the random oracle.

**Proof.** Supposing that algorithm \( A \) is an adversary that breaks the CM-RKA security of our signcryption scheme, we can construct algorithm \( B \) that solves the computational DL problem which is given as input a random tuple \( (g, g^b) \) and outputs \( b \).

• **Initialization.** Algorithm \( B \) runs as follows to simulate the system parameters.
1. Chooses collision resistant hash functions $H_0 : G^2 \rightarrow G$, $H : G^2 \rightarrow Z_p^*$.

2. Chooses random $a, x_R, x_s \in Z_p^*$, and computes $g_2 = g^a, Y_R = g^{x_R}, Y_S = (g^b)^{x_s}$. Note that $x_S = \log_g Y_S = b \cdot x_s$, which is unknown to algorithm $B$.

3. Sets $g_1 = g^b$, and sends to algorithm $A$ receiver $R$’s public and private key pair $(x_R, Y_R)$, sender $S$’s public key $Y_S$ and the public parameters $(g, g_1, g_2, H_0, H, H')$ of which $H'$ is a random oracle controlled by algorithm $B$.

- **$H'$-query.** At any time algorithm $A$ can query the random oracle on $(\mu, \tau, \psi, Y_1, Y_2, \text{tag}, m)$. Algorithm $B$ maintains a list $L_{H'}$ of tuples $((\mu, \tau, \psi, Y_1, Y_2, \text{tag}, m), H'(\mu, \tau, \psi, Y_1, Y_2, \text{tag}, m))$ which is initially empty. When algorithm $A$ issues a hash query on $(\mu, \tau, \psi, Y_1, Y_2, \text{tag}, m)$, algorithm $B$ executes as follows to respond.

  - If $(\mu, \tau, \psi, Y_1, Y_2, \text{tag}, m)$ already appears in list $L_{H'}$, algorithm $B$ responds with $H'(\mu, \tau, \psi, Y_1, Y_2, \text{tag}, m)$.

  - Otherwise, algorithm $B$ chooses a random $s_i \in Z_q^*$, sets $H'(\mu, \tau, \psi, Y_1, Y_2, \text{tag}, m) = s_i$, sends $s_i$ to algorithm $A$, and adds $((\mu, \tau, \psi, Y_1, Y_2, \text{tag}, m), s_i)$ to list $L_{H'}$.

- **Phase 1.** Algorithm $A$ adaptively issues the RKA signcryption queries to algorithm $B$. Once algorithm $A$ queries $(m, \phi)$ to the RKA.Signcrypt oracle, algorithm $B$ runs the following steps to respond.

  1. Chooses a random $r \in Z_p^*$, and computes $\mu = g^r$.

  2. Chooses random $\sigma, s_i \in Z_p^*$, and computes

     $\text{tag} = g^\sigma \cdot Y_S^{s_i}, \quad \psi = \hat{e}(g_1^r, g_2) \cdot m,$

     $\tau = (Y_R \cdot g_1^{H(\mu, \text{tag})})^r \cdot H_0(\mu, Y_R^r).$

  3. Outputs the signcryption $C = (\mu, \tau, \psi, \text{tag}, \sigma)$, and adds $((\mu, \tau, \psi, Y_R^r, Y_R^{x_S+\Delta}, \text{tag}, m), s_i)$ to list $L_{H'}$.

- **Output.** Algorithm $A$ outputs a signcryption $C^* = (\mu^*, \tau^*, \psi^*, \text{tag}^*, \sigma^*)$, and algorithm $B$ designcrypts it following the designcryption algorithm. If this is a valid signcryption, from the Forking Lemma in [PS96], after a polynomial
replay attack of algorithm $\mathcal{A}$, we obtain two valid signcrypted messages $(\mu^*, \tau^*, \psi^*, \text{tag}^*, \sigma^*)$ and $(\mu^*, \tau^*, \psi^*, \text{tag}^*, \sigma)$ with $s_i \neq s^*$, from which we have

$$
\text{tag}^* = g^{\sigma^*} \cdot Y_S^{s^*} = g^\sigma \cdot Y_S^{s_i}
\Rightarrow Y_S = g^{\sigma^* - s_i} \Rightarrow b = \frac{\sigma - \sigma^*}{x_s \cdot (s^* - s_i)},
$$

and algorithm $\mathcal{B}$ solves the computational DL problem.

This completes the proof of Theorem 4.11.

**Theorem 4.12** Assuming that the computational BDH assumption holds in $G, G_T$, then our signcryption scheme is ANON-RKA secure regarding linear related-key deriving functions $\phi^+$ in the random oracle model.

**Proof.** This proof is similar to that of Theorem 4.8. Assume that algorithm $\mathcal{A}$ is an adversary algorithm breaking the security of our signcryption scheme, and algorithm $\mathcal{B}$ is a challenger algorithm simulating the security game. Let $H', H_0$ be two random oracles controlled by algorithm $\mathcal{B}$, and let $(\mu^*, \tau^*, \psi^*, \text{tag}^*, \sigma^*)$ be the challenge signcryption of a message $M_d$ given to algorithm $\mathcal{A}$ by algorithm $\mathcal{B}$. Denote Failure by the event that algorithm $\mathcal{A}$ issues $(\mu^*, \tau^*, \psi^*, Y_1, Y_2, M^*)$ to random oracle $H'$, and $(\mu, Y_1)$ to random oracle $H_0$, where $\hat{e}(Y_1, g) = \hat{e}(Y_R, \mu^*)$.

We firstly prove that if the event Failure does not occur, our signcryption scheme is ANON-RKA secure; then conclude it by that the event Failure has negligible probability to occur.

If there is an adversary algorithm $\mathcal{A}$ against the anonymity of our RKA secure signcryption scheme, then we can construct a challenge algorithm $\mathcal{B}$ that solves the computational BDH problem, which is given a random tuple $(g, g^a, g^b, g^c)$ as input and outputs $Z = \hat{e}(g, g)^{abc}$.

- **Initialization.** Algorithm $\mathcal{B}$ runs as follows to simulate the system parameters.

1. Chooses a collision resistant hash function $H : G^2 \rightarrow Z_p^*$.
2. Chooses a random $e^* \in Z_p^*$, and computes $\text{tag}^* = g^{e^*}$.
3. Chooses random $x_{S,0}, x_{S,1} \in Z_p^*$, and computes $Y_{S,0} = g^{x_{S,0}}, Y_{S,1} = g^{x_{S,1}}$.
4. Chooses random $x_{r,0}, x_{r,1} \in Z_p^*$, and computes

$$
Y_{R,0} = (g^b)^{-H(g^e, \text{tag}^*)} g^{x_{r,0}}, \quad Y_{R,1} = (g^b)^{-H(g^e, \text{tag}^*)} g^{x_{r,1}}.
$$
Algorithm $\mathcal{B}$ sets $g_1 = g^b$, $g_2 = g^a$, and sends $(g, g_1, g_2, H_0, H, H', (x_{S,0}, Y_{S,0}), (x_{S,1}, Y_{S,1}), Y_{R,0}, Y_{R,1})$ to algorithm $\mathcal{A}$, where $H_0, H'$ are the random oracles controlled by algorithm $\mathcal{B}$.

- **$H_0$-query.** At any time algorithm $\mathcal{A}$ can query the random oracle on $(\mu, Y_1)$. Algorithm $\mathcal{B}$ maintains a list $L_{H_0}$ of tuples $((\mu, Y_1), H_0(\mu, Y_1))$ which is initially empty. When algorithm $\mathcal{A}$ issues a hash query on $(\mu, Y_1)$, algorithm $\mathcal{B}$ runs as follows to respond.

  - If $\hat{e}(Y_1, g) = \hat{e}(Y_{R,e}, g^e)$ for $e \in \{0, 1\}$, algorithm $\mathcal{B}$ solves the computational BDH problem immediately. To see this, we have
    \begin{align*}
    Y_1 &= Y_{R,e} = (g^e)^{-H(g^e, \text{tag}^*)} g^{\epsilon_{x_e}} \\
    \Rightarrow g^{bc} &= (\frac{Y_1}{g^{c_{x_e}}})^{-H(g^{c_{x_e}}, \text{tag}^*)} \\
    \Rightarrow \hat{e}(g, g)^{abc} &= \hat{e}(g^a, g^{bc}).
    \end{align*}

  - If $(\mu, Y_1)$ already appears in list $L_{H_0}$, algorithm $\mathcal{B}$ responds with $H_0(\mu, Y_1)$.

  - Otherwise, algorithm $\mathcal{B}$ chooses a random $t_i \in Z_p^*$, sets $H_0(\mu, Y_1) = t_i$, and adds $((\mu, Y_1), t_i)$ to list $L_{H_0}$.

- **$H'$-query.** At any time algorithm $\mathcal{A}$ can query the random oracle on $(\mu, \tau, \psi, Y_1, Y_2, \text{tag}, m)$. Algorithm $\mathcal{B}$ maintains a list $L_{H'}$ of tuples $((\mu, \tau, \psi, Y_1, Y_2, \text{tag}, m), H'(\mu, \tau, \psi, Y_1, Y_2, \text{tag}, m))$ which is initially empty. When algorithm $\mathcal{A}$ issues a hash query on $(\mu, \tau, \psi, Y_1, Y_2, \text{tag}, m)$, algorithm $\mathcal{B}$ performs the following steps to respond.

  - If $\hat{e}(Y_1, g) = \hat{e}(Y_{R,e}, g^e)$ for $e \in \{0, 1\}$, algorithm $\mathcal{B}$ responds as in $H_0$ query.

  - If $(\mu, \tau, \psi, Y_1, Y_2, \text{tag}, m)$ already appears in list $L_{H'}$, algorithm $\mathcal{B}$ responds with $H'(\mu, \tau, \psi, Y_1, Y_2, \text{tag}, m)$.

  - Otherwise, algorithm $\mathcal{B}$ chooses a random $s_i \in Z_p^*$, sets $H'(\mu, \tau, \psi, Y_1, Y_2, \text{tag}, m) = s_i$, sends $s_i$ to algorithm $\mathcal{A}$, and adds $((\mu, \tau, \psi, Y_1, Y_2, \text{tag}, m), s_i)$ to list $L_{H'}$.

- **Phase 1.** Algorithm $\mathcal{A}$ chooses $(x_S, Y_R)$, where $x_S \in \{x_{S,0}, x_{S,1}\}$, $Y_R \in \{Y_{R,0}, Y_{R,1}\}$, and adaptively issues the RKA designcryption queries to algorithm $\mathcal{B}$. 


For a query \((C, \phi)\) to the RKA.\textsc{Designcrypt} oracle where \(C = (\mu, \tau, \psi, \text{tag}, \sigma)\), algorithm \(B\) executes the following procedure to respond.

1. Algorithm \(B\) computes \(\theta'\) with \(\phi(x_R)\). To see how algorithm \(B\) obtains \(\theta\) without \(x_R\), we rewrite \(\tau\) such that

\[
\frac{\tau}{t_i} = (Y_R \cdot g_1^{H(\mu, \text{tag})})^r
= \mu^{-b \cdot H(g^c, \text{tag}^*) + x_s + b \cdot H(\mu, \text{tag})}
= (\mu^b)^{H(\mu, \text{tag}) - H(g^c, \text{tag}^*)} \cdot \mu^{x_r}
= \theta^H(\mu, \text{tag}) - H(g^c, \text{tag}^*) \cdot \mu^{x_r}
\Rightarrow \theta = \left(\frac{\tau}{t_i \cdot \mu^{x_r}}\right)^{\frac{1}{H(\mu, \text{tag}) - H(g^c, \text{tag}^*)}}.
\]

On the other hand,

\[
\theta' = \left(\frac{\tau}{t_i} \cdot \mu^{-(x_R + \Delta)}\right)^{\frac{1}{H(\mu, \text{tag})}}
= \left(\left(\frac{\tau}{t_i} \cdot \mu^{-\Delta}\right) \cdot \mu^{-x_R}\right)^{\frac{1}{H(\mu, \text{tag})}}
= \theta \cdot (\mu^{-\Delta})^{\frac{1}{H(\mu, \text{tag})}}.
\]

2. If \(\hat{e}(\theta', g) = \hat{e}(\mu, g_1)\), algorithm \(B\) outputs \(m = \psi / \hat{e}(\theta', g_2)\). Otherwise, it outputs \(\perp\).

- **Challenge.** Algorithm \(A\) outputs a message \(M^* \in G_T\) on which it wishes to be challenged. Algorithm \(B\) chooses random \(s^*, t^* \in Z_p^*, d, e \in \{0, 1\}\), \(Z \in G_T\), sets \(\mu^* = g^e\), and computes

\[
\tau^* = (g^c)^{x_{r,e}} \cdot t^*, \quad \psi^* = Z \cdot M^*, \quad \sigma^* = e^* - x_{s,d} \cdot s^*.
\]

Algorithm \(B\) outputs the signcryption \(C^* = (\mu^*, \tau^*, \psi^*, \text{tag}^*, \sigma^*)\), and adds \(((\mu^*, \tau^*, \psi^*, (Y_{R,e})^c, Y_{R,e}^{x_{S,d}}, \text{tag}^*, M^*), s^*)\) to list \(L_{H'}\), \(((g^c, (Y_{R,e})^c), t^*)\) to list \(L_{H_0}\).

- **Phase 2.** Algorithm \(A\) chooses \((x_S, Y_R)\), where \(x_S \in \{x_{S,0}, x_{S,1}\}\), \(Y_R \in \{Y_{R,0}, Y_{R,1}\}\), and adaptively issues the RKA designcryption queries to algorithm \(B\). For a query \((C, \phi)\) to the RKA.\textsc{Designcrypt} oracle where \(C = (\mu, \tau, \psi, \text{tag}, \sigma)\), algorithm \(B\) performs the following steps to make the response.

\[- H(\mu, \text{tag}) \neq H(g^c, \text{tag}^*).\]
4.5 Summary

Traditional security notions cannot meet the requirements in scenarios where the adversaries might get some partial information about the keys by certain physical methods. For instance, under related-key attacks, an adversary can subsequently observe the outcome of the cryptographic primitives under a series of modified keys.

- \( H(\mu, \text{tag}) = H(g^e, \text{tag}^*) \), and \((\mu, \tau, \psi, \sigma) \neq (\mu^*, \tau^*, \psi^*, \sigma^*)\). If algorithm \( B \) accepts this signcryption, it means algorithm \( A \) breaks the security of the CM-RKA security of our scheme. Therefore, algorithm \( B \) outputs \( \perp \) except with negligible probability.

- \( H(\mu, \text{tag}) = H(g^e, \text{tag}^*) \), \((\mu, \tau, \psi, \sigma) = (\mu^*, \tau^*, \psi^*, \sigma^*) \) and \( \phi(x_R) \neq x_R \). If algorithm \( B \) accepts this signcryption, it means that algorithm \( A \) can output \( \phi \in \Phi \) such that

\[
\left( \frac{\tau^*}{t^*} \cdot (\mu^*)^{-\phi(x_R)} \right)_{H(g^*, \text{tag}^*)} \neq \perp.
\]

That is, \( \hat{e}(\theta', g) = \hat{e}(\mu, g_1) \). To guarantee this,

\[
\left( \frac{\tau^*}{t^*} \cdot (\mu^*)^{-x_R} \right)_{H(g^*, \text{tag}^*)} \Rightarrow x_R = \phi(x_R)
\]

should hold.

Therefore, algorithm \( B \) outputs \( \perp \) except with negligible probability.

\textit{Analysis.} Algorithm \( A \) has negligible probability to issue \((g^e, Y_1)\) to the random oracle \( H_0 \) such that \( \hat{e}(Y_1, g) = \hat{e}(g^e, Y_{R,e}) \) for \( e \in \{0, 1\} \). If so, algorithm \( B \) can solve the computational BDH problem immediately. On the other hand, without the value of \( H_0(\mu, Y_{R,e}) \), algorithm \( A \) has no idea of the identity of receiver \( R \) from the challenge signcryption \( C^* \). Likewise, algorithm \( A \) has negligible probability to issue \((\mu^*, \tau^*, \psi^*, Y_1, Y_2, M^*)\) to random oracle \( H' \) such that \( \hat{e}(Y_1, g) = \hat{e}(g^e, Y_{R,e}) \); otherwise, algorithm \( B \) can solve the computational BDH problem immediately. Obviously, without the value of \( H'(\mu^*, \tau^*, \psi^*, Y_{R,e}^c, Y_{R,e}^{xS,d}, M^*) \), algorithm \( A \) cannot distinguish the identity of sender \( S \) from the challenge signcryption \( C^* \) via verification.

This completes the proof of Theorem 4.12.

4.5 Summary
(related to the original key). Motivated by this observation, in this chapter, we focus on establishing secure signcryption schemes under related-key attacks.

Suppose that the parties (both the sender and the receiver) involved are honest in the system. Following the results in [BCM11, AHI11], we define the security notions for a signcryption system resistant to related-key attacks while maintaining the CCA and CMA security, and call them as outsider chosen ciphertext attack security under related-key attacks (OCC-RKA security) and outsider chosen message attack security under related-key attacks (OCM-RKA security), where an adversary is allowed to query the designcryption oracle on linear shifts of the private key of the receiver, and the signcryption oracle on linear shifts of the private key of the sender. In addition, we put forward a specific RKA secure signcryption scheme based on a RKA secure public-key encryption scheme [Wee12].

Furthermore, we extend the above security model for RKA secure signcryption with anonymity, which we call outsider anonymity under related-key attacks (OANON-RKA security), where the ciphertext should be anonymous to anyone except the real receiver. Fortunately, with a slight improvement to our original signcryption scheme, we can obtain an outsider anonymous signcryption scheme which is secure against related-key attacks.

After that, we consider the RKA security in signcryption one step further by removing the requirement that both the sender and the receiver are honest, and call the corresponding security definitions as CC-RKA security, CM-RKA security and ANON-RKA security. Also, we put forward a specific construction of RKA secure signcryption under this improved security model, and prove its CC-RKA security, CM-RKA security and ANON-RKA security in the random oracle model.

Some results of this chapter have been published in “The Seventh International Conference on Provable Security (ProvSec 2013)” and “The Computer Journal”.
Chapter 5

Linear Related-Key Attack Secure Public-Key Encryption Schemes

Public-key encryption, also known as asymmetric encryption, refers to a cryptographic algorithm which requires two separate keys, one private and the other public. Although different, the two elements of this key pair are mathematically linked. The public key is used to encrypt plaintexts whereas the private key is used to decrypt ciphertexts. The goal of this chapter is to explore the methods of achieving related-key attack security in the public-key encryption schemes.

5.1 Introduction

In the traditional security model, it is assumed that the adversary is isolated from the internal states of the honest communication parties. However, with the development of information technologies, the security of cryptographic algorithms in modern cryptography is analyzed in the black-box model, where an adversary may view the algorithm’s inputs and outputs, but the private key as well as all the internal computation remains perfectly hidden. Unfortunately, this idealized assumption is often hard to satisfy in real systems. In many situations, the adversary might get some partial information about private keys through methods which are not anticipated by the designer of the system and, correspondingly, not taken into account when arguing its security. Take related-key attack (RKA) [BCM11, GLM+04] as an example of such kind of attacks, where an adversary tampers with the private key stored in a cryptographic hardware device, and observes the result of the cryptographic primitive under this modified private key. Here the key could be a signing key of a certificate authority or a decryption key of an encryption scheme. In related-key attacks, the adversary attempts to break an encryption scheme by invoking it with several private keys satisfying some known relations. Due to this drawback, in the
last two decades, the security requirement has been relaxed to capture under the scenarios where some information of the keys is leaked to the adversary.

5.1.1 Related-Key Attack Security for Public-Key Encryption

Wee [Wee12] presented the first public-key encryption schemes resistant to linear related-key attacks under standard assumptions and in the standard model from adaptive trapdoor relations via strong one-time signatures, of which the security is analogous to those for obtaining chosen-ciphertext attack (CCA) security from extractable hash proofs [Wee10] and trapdoor functions [KMO10]. Bellare, Paterson and Thomson [BPT12] provided a framework to enable the construction of identity-based encryption schemes that are secure under related-key attacks. Based on this, they constructed the RKA secure schemes for public-key encryption in the standard model.

Informally, a public-key encryption scheme is secure under related-key attacks, then it is chosen-ciphertext attack secure even when the adversary obtains partial information of the message in the scheme under the modified private keys of the adversary. This is modelled by providing the adversary with access to a related-key attack decryption oracle: the adversary can query the decryption oracle with any function \((\phi, C)\), and then receive the decryption result of \(C\) under \(\phi(\text{sk})\), where \(\text{sk}\) is the private key in the system\(^1\). The adversary can query the related-key attack decryption oracle adaptively except those where the decryption of a ciphertext \(C\) with the private key \(\phi(\text{sk})\) equals the decryption of the challenge ciphertext \(C^*\) with the original private key \(\text{sk}\).

In this chapter, we study public-key encryption schemes secure against related-key attacks, and focus on exploring other ways that are different from those in [BPT12, Wee12] to achieve RKA security in public-key encryption schemes under the definition given in [BCM11]. Because related-key attack is on the private key, we consider related-key attacks for an underlying chosen ciphertext attack secure public-key encryption scheme, and the decryption oracle does not proceed if the given ciphertext matches the challenge ciphertext and the related private key equals the original one.

\(^1\)Note that the related-key deriving functions can be chosen depending on the public key, which is known to the adversary.
5.1. Introduction

We view the system consisting of algorithms, public parameters, encryption key and decryption key, of which the keys are subject to related-key attacks. The public parameters are fixed beforehand and independent of users, and the tampering with them is infeasible or could be easily detected.

5.1.2 Our Results

We present several public-key encryption schemes secure against linear related-key attacks [Wee12] in the standard model of which the private keys are composed of more than one element. Specifically, we obtain public-key encryption schemes secure against linear related-key attacks:

1. from the Cramer-Shoup public-key encryption scheme [CS01];
2. from a selective-identity secure identity-based encryption scheme in [BB04];
3. from a public-key encryption scheme in [Kil06].

Our technique is very simple that we try to make use of the randomness to distort the result from the related-key decryption oracle in an underlying public-key encryption scheme. In this way, the challenge ciphertext becomes an invalid ciphertext from the adversary’s view under any private key $\phi(\sk) \neq \sk$.

In the first construction, we firstly describe an attack different from the one described in [Wee12] on the public-key encryption system of Cramer and Shoup [CS01], where we change all parts of the private key with the same linear shift function $\phi$ while in [Wee12] the related-key deriving function only changes one part of the private keys. Then, on the practical side, with a minor modification to the basic cryptosystem of Cramer and Shoup [CS01], we obtain an efficient scheme that is RKA secure based on the decisional Diffie-Hellman assumption.

However, the assumption that the modification to every component of the private key is the same is not practical. In the second and third constructions, we strengthen the RKA security by allowing an adversary to adaptively tamper with the different parts of a private key. We firstly show how an adversary breaks a system if given the power to modify every part of a multi-element private key differently, and then we propose a public-key encryption scheme achieving this RKA security requirement from an identity-based encryption scheme based on bilinear pairings. In addition, based on a public-key encryption scheme, we put forth another public-key encryption scheme that achieves this RKA security without pairings.
5.2 Modeling Related-Key Attacks under Public-Key Encryption

In this section, we define the notion of a chosen-ciphertext attack; in addition, we present a natural extension of this notion to the setting of related-key attacks, as introduced by Bellare, Cash and Miller [BCM11]. Also, we introduce some notions about related-key attacks, as proposed in [AHI11].

Related-key deriving functions. Our definition follows the notion of related-key deriving functions given in [BK03]. Briefly, a class Φ of related-key deriving functions \( \phi : sk \rightarrow sk \) is a finite set of functions with the same domain and range, which map a key to a related key. Additionally, Φ should allow an effective membership test, and \( \phi \) should be efficiently computable. Note that in our concrete constructions, we only consider the class \( \Phi^+ \) as the linear shifts.

CC-RKA Security. A public-key encryption scheme \( \mathcal{PKE} = (\text{Keygen, Encrypt, Decrypt}) \) is \( \Phi \)-CC-RKA secure if for a stateful adversary algorithm \( \mathcal{A} \), the advantage in the following game is negligible in the security parameter \( \lambda \).

1. \( \text{pars} \leftarrow \text{PG}(1^\lambda) \).
2. 
\((sk, pk) \leftarrow \text{KG}(1^\lambda)\).

3. 
\((m_0, m_1) \leftarrow \mathcal{A}^{\text{RKA.\text{Dec}(sk, \cdot, \cdot)}(pk)}\) such that \(|m_0| = |m_1|\).

4. 
\(C^* \leftarrow \text{Enc}(\text{pars}, pk, m_d)\) where \(d \in \{0, 1\}\).

5. 
\(d' \leftarrow \mathcal{A}^{\text{RKA.\text{Dec}(sk, \cdot, \cdot)}(C^*)}\).

6. Output \(d'\).

Here \(\text{RKA.\text{Dec}(sk, \cdot, \cdot)}\) is an oracle that on an input \((\phi, C)\), it returns \(\text{Dec}(\phi(sk), C)\). We constrain that algorithm \(\mathcal{A}\) can only make queries \((\phi, C)\) such that \(\phi \in \Phi\) and \((\phi(sk), C) \neq (sk, C^*)\).

We define the advantage of algorithm \(\mathcal{A}\) as
\[
\text{Adv}_{\text{PKE}, \mathcal{A}}^{\Phi^+ \text{-\,CC-RKA}}(\lambda) \equiv \left| \Pr[d = d'] - 1/2 \right|.
\]

5.3 An Efficient Construction of RKA Secure Public-Key Encryption from the Cramer-Shoup Scheme

In this section, we put forward our construction based on the Cramer-Shoup cryptosystem [CS01], and present its security proof under the DDH assumption. To begin with, we describe a simple linear related-key attack on the Cramer-Shoup public-key encryption scheme, which to some extent illustrates the technical obstacles in achieving the RKA security.

5.3.1 A Related-Key Attack on the Cramer-Shoup Cryptosystem

The family \(\Phi^+\). Any function \(\phi : Z_p \to Z_p\) in this class is indexed by \(\Delta \in Z_p\), where \(\phi_\Delta(sk) := sk + \Delta\).

We constrain that if \(sk\) is composed of several elements as \((sk_1, \ldots, sk_n)\) with \(n \in \mathbb{N}\), for any \(sk_i\) where \(i \in \{1, \ldots, n\}\), \(\phi_\Delta(sk_i) := sk_i + \Delta\) with \(\Delta \in Z_p^n\).

We point out a linear related-key attack on the CCA secure encryption scheme based on the DDH assumption proposed by Cramer and Shoup [CS01]. The details of the Cramer-Shoup public-key encryption scheme is given as follows.
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• Key generation. Choose random $g, f \in G$, $x, y, a, b, \alpha, \beta \in \mathbb{Z}_p$, a collision resistant hash function $H : G^3 \rightarrow \mathbb{Z}_p$, and sets

$$u_1 = g^xf^y, \quad u_2 = g^af^b, \quad u_3 = g^\alpha f^\beta.$$ 

The public key is $PK = (g, f, u_1, u_2, u_3, H)$, and the private key is $SK = (x, y, a, b, \alpha, \beta)$.

• Encryption. To encrypt message $M \in G$,

1. choose random $r \in \mathbb{Z}_p$, and set

$$C_1 = g^r, \quad C_2 = f^r, \quad C_3 = u_1^r \cdot M.$$ 

2. compute $t = H(C_1, C_2, C_3)$, $C_4 = (u_2u_3^t)^r$.

3. output the ciphertext $C = (C_1, C_2, C_3, C_4)$.

• Decryption. To decrypt a ciphertext $C = (C_1, C_2, C_3, C_4)$,

1. compute $t = H(C_1, C_2, C_3)$, and output $\perp$ if

$$C_4 \neq C_1^{a+ta}C_2^{b+t\beta}.$$ 

2. otherwise, output $M = C_3 \cdot C_1^{-x} \cdot C_2^{-y}$.

The attack. Suppose we are given a valid ciphertext $(C_1, C_2, C_3, C_4)$ of some message $M$. We can recover $M$ by making decryption queries to RKA.Decrypt oracle on related secret keys via the following attack. For any $\Delta \in \mathbb{Z}_p$, we change the secret key $(x, y, a, b, \alpha, \beta)$ to $(x + \Delta, y + \Delta, a + \Delta, b + \Delta, \alpha + \Delta, \beta + \Delta)$, then $(C_1, C_2, C_3, C_4 \cdot (C_1 \cdot C_2)^{\Delta+t\Delta})$ can be decrypted to $M \cdot (C_1 \cdot C_2)^{-\Delta}$ under the modified secret keys. As $C_1, C_2$ and $\Delta$ are known to us, we can obtain $M$ easily by computing $M \cdot (C_1 \cdot C_2)^{-\Delta} \cdot (C_1 \cdot C_2)^{\Delta}$.

Obviously in the above cases, message $M$ can be easily recovered given the output of the decryption algorithm on the modified secret keys.

5.3.2 Our Construction

Let $G$ be a group of prime order $p$. Below we present a public-key encryption scheme which is CCA secure under the linear related-key attacks.
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- Key generation. Choose random elements \( g, f, h \in G, x, y, a, b, \alpha, \beta, \gamma \in \mathbb{Z}_p \), a collision resistant hash function \( H : G^4 \to \mathbb{Z}_p \), and sets

\[
\begin{align*}
  u_1 &= g^x f^y, \\
  u_2 &= g^a f^b, \\
  u_3 &= g^{a+\alpha} f^{b+\beta}, \\
  v &= h^\gamma.
\end{align*}
\]

The public key is \( PK = (g, h, f, u_1, u_2, u_3, v) \), and the secret key is \( SK = (x, y, a, b, \alpha, \beta, \gamma) \).

- Encryption. To encrypt message \( M \in G \),

1. choose random elements \( r, r' \in \mathbb{Z}_p \), and set

\[
\begin{align*}
  C_1 &= g^r v^{r'}, \\
  C_2 &= f^r v^{r'}, \\
  C_3 &= h^{r'}, \\
  C_4 &= u_1^r \cdot M.
\end{align*}
\]

2. compute \( t = H(C_1, C_2, C_3, C_4) \)

3. output the ciphertext \( C = (C_1, C_2, C_3, C_4, C_5) \).

- Decryption. To decrypt a ciphertext \( C = (C_1, C_2, C_3, C_4, C_5) \),

1. compute \( t = H(C_1, C_2, C_3, C_4) \), and output \( \perp \) if

\[
C_5 \neq (C_1 \cdot C_3^{-\gamma})^{a+\alpha} (C_2 \cdot C_3^{-\gamma})^{b+\beta}.
\]

2. otherwise, output \( M \) as

\[
M = C_4 \cdot (C_1 \cdot C_3^{-\gamma})^{-x} \cdot (C_2 \cdot C_3^{-\gamma})^{-y}.
\]

**Correctness.** For any sequence of the key generation and encryption algorithms, it holds that

\[
(u_2 u_3^t)^r = (C_1 \cdot C_3^{-\gamma})^{a+\alpha} (C_2 \cdot C_3^{-\gamma})^{b+\beta}
\]

\[
= (g^a f^b (g^a f^\beta)^t)^r,
\]

\[
M = C_4 \cdot (C_1 \cdot C_3^{-\gamma})^{-x} \cdot (C_2 \cdot C_3^{-\gamma})^{-y}
\]

\[
= C_4 \cdot (g^x f^y)^{-r},
\]

and therefore the decryption algorithm is always correct.

**Remarks.** Note that compared to the scheme proposed in [Wee12], our construction is more efficient. The CCA-RKA secure public-key encryption schemes in [Wee12]...
are built from adaptive trapdoor relations [KMO10] to generate a tag for every ciphertext via a strong one-time signature scheme, which implies a trick in it such that the adversary cannot obtain more information if tag of a ciphertext $C$ equals tag$^*$ of the challenge ciphertext $C^*$, not to mention $C = C^*$; while in our construction, we use the Cramer-Shoup public-key encryption scheme [CS01] as the basis, and the strong one-time signature schemes are replaced by the ciphertext to generate tag, such that the RKA.Decrypt oracle will still not facilitate the adversary when a given ciphertext $C$ matches the challenge one $C^*$, as long as $SK$ is not equal to $\phi(SK)$ for any $\phi \in \Phi$.

### 5.3.3 Security Proof

**Theorem 5.1** Assuming the hardness of the decisional DH problem, the above public-key encryption scheme is secure in the CC-RKA security game regarding the linear related-key deriving function $\phi^+$.

**Proof.** The proof of security is based on augmenting the proof of Cramer and Shoup with the ideas of generating a generic construction. Specifically, we show that for any adversary algorithm $A$ that breaks the security of the scheme, we can build a challenger algorithm $B$ that can distinguish between a DH instance and a non-DH instance, which is given a random tuple $(g, f, Z_1 = g^r, Z_2 = f^r) \in G^4$ as input.

- **Setup.** Algorithm $B$ chooses random elements $h \in G, x, y, a, b, \alpha, \beta, \gamma \in \mathbb{Z}_p$, and sets
  
  $$u_1 = g^x f^y, \quad u_2 = g^a f^b, \quad u_3 = g^\alpha f^\beta, \quad v = h^\gamma.$$ 

  Then it chooses a collision resistant hash function $H: G^4 \rightarrow \mathbb{Z}_p$.

  Algorithm $B$ sends the public key $PK = (g, h, f, u_1, u_2, u_3, v)$ to algorithm $A$, and keeps the private key $SK = (x, y, a, b, \alpha, \beta, \gamma)$.

- **Phase 1.** Algorithm $A$ queries $(\phi, C)$ to the RKA.Decrypt oracle. Algorithm $B$ responds using the private key $\phi(SK)$.

- **Challenge.** Algorithm $A$ outputs two messages $M_0, M_1$ on which it wishes to be challenged. Algorithm $B$ chooses a random bit $d \in \{0, 1\}$, a random element $r' \in \mathbb{Z}_p$, and then responds with the ciphertext $C^* = (C^*_{1}, C^*_{2}, C^*_{3}, C^*_{4})$. 
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\[ C_0^* \) where
\[
C_1^* = Z_1 v', \quad C_2^* = Z_2 v', \quad C_4^* = Z_1^x Z_2^y \cdot M_d,
\]
\[
C_3^* = h, \quad t^* = H(C_1^*, C_2^*, C_3^*, C_4^*), \quad C_5^* = Z_1^{a+\alpha t^*} Z_2^{b+\beta t^*}.
\]

- **Phase 2.** Algorithm \( \mathcal{A} \) continues to adaptively issue queries \((\phi, C)\) to the RKA.Decrypt oracle.
  - If \( \phi(SK) = SK \) and \( C = C^* \), such queries are ruled out by the definition of the CC-RKA security game, so algorithm \( \mathcal{B} \) responds with \( \perp \).
  - Otherwise, algorithm \( \mathcal{B} \) responds as in Phase 1.

- **Output.** Algorithm \( \mathcal{A} \) outputs a guess \( d' \in \{0, 1\} \). If \( d' = d \), algorithm \( \mathcal{B} \) outputs 1; otherwise, algorithm \( \mathcal{B} \) outputs 0.

Obviously, if \((g, f, Z_1, Z_2)\) is a DH instance, then the simulation will be identical to the actual attack, such that algorithm \( \mathcal{A} \) has a non-negligible advantage in outputting the bit \( d' = d \).

**Lemma 5.2** If \((g, f, Z_1, Z_2)\) is a DH instance then algorithm \( \mathcal{A} \)'s view is identical to the actual attack.

**Proof.** The actual attack and simulated attack are identical except for the challenge ciphertext. It remains to be proved that the challenge ciphertext has the correct distribution when \((g, f, Z_1, Z_2)\) is a DH instance. Actually, in this case, for a random \( r \in \mathbb{Z}_p \), \( Z_1 = g^r \) and \( Z_2 = f^r \), the ciphertext \( C^* = (C_1^*, C_2^*, C_3^*, C_4^*, C_5^*) \) is as it should be. Assume that the advantage of algorithm \( \mathcal{A} \) in breaking the CC-RKA security of the above scheme is \( \epsilon \), then we can see that the probability of algorithm \( \mathcal{A} \) in outputting the bit \( d = d' \) could be \( 1/2 + \epsilon \).

Next, we show that if \((g, f, Z_1, Z_2)\) is a non-DH instance, then algorithm \( \mathcal{A} \) has a negligible advantage in outputting the bit \( d' = d \). We assume that \((g, f, Z_1, Z_2)\) is a non-DH instance, where \( \log_g Z_1 = r_1, \log_f Z_2 = r_2 \), and \( r_1 \neq r_2 \).

Let \((C_1^*, C_2^*, C_3^*, C_4^*)\) be the challenge ciphertext given to algorithm \( \mathcal{A} \) by algorithm \( \mathcal{B} \). We use Failure to denote the event where for RKA decryption queries \((\phi, C)\) it holds that \((C_1, C_2, C_3, C_4) \neq (C_1^*, C_2^*, C_3^*, C_4^*)\), and \( H(C_1, C_2, C_3, C_4) = H(C_1^*, C_2^*, C_3^*, C_4^*) \). Note that the event Failure has negligible probability to occur.
because the hash function $H$ is collision resistant. We say that a ciphertext $C$ is invalid if for any $\Delta \in \mathbb{Z}_p^n$,
\[
\log_g \frac{C_1}{C_3^{\gamma+\Delta}} \neq \log_f \frac{C_2}{C_3^{\gamma+\Delta}}.
\]

Below we prove that algorithm $\mathcal{A}$ has a negligible advantage in outputting the bit $d' = d$ if the event Failure does not happen. Specifically, we perform it in two cases:

- if the event Failure does not happen, then the RKA decryption oracle rejects all invalid ciphertexts except with negligible probability;
- if the RKA decryption oracle rejects all invalid ciphertexts, then algorithm $\mathcal{A}$ has a negligible advantage in outputting the bit $d' = d$.

We conclude by the fact that the event Failure occurs with negligible probability.

**Lemma 5.3** If $(g, f, Z_1, Z_2)$ is a non-DH instance and the event Failure does not happen, then the RKA decryption algorithm rejects all invalid ciphertexts except with negligible probability.

**Proof.** The probability of the invalid ciphertexts happening in our security game is analogous to that in the Cramer-Shoup public-key encryption scheme [CS01] except that for the RKA decryption oracles, some invalid ciphertexts which will be rejected in the security game of the Cramer-Shoup scheme will be accepted in our security game. Suppose that algorithm $\mathcal{A}$ is given the public key $PK = (g, h, f, u_1, u_2, u_3, v)$, and the challenge ciphertext $C^* = (C_1^*, C_2^*, C_3^*, C_4^*, C_5^*)$. We prove this lemma via considering $(a, b, \alpha, \beta) \in \mathbb{Z}_p$ from algorithm $\mathcal{A}$’s point of view, such that for $k = \log_g f$, $(a, b, \alpha, \beta)$ is uniformly random subject to
\[
\begin{cases}
  \log_g u_2 = a + kb \\
  \log_g u_3 = \alpha + k\beta \\
  \log_g C_5^* = r_1 a + r_2 kb + t^* r_1 \alpha + t^* r_2 k\beta
\end{cases}
\]

Note that algorithm $\mathcal{A}$ learns nothing on $(a, b, \alpha, \beta)$ by querying valid ciphertexts to the decryption oracle. Actually, from submitting a valid ciphertext, algorithm $\mathcal{A}$ learns only a linear combination of the constraint $\log_g u_1 = x + ky$, which is known from the public key.
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We denote \((C_1, C_2, C_3, C_4, C_5) \neq (C_1^*, C_2^*, C_3^*, C_4^*, C_5^*)\) as the first invalid ciphertext queried by algorithm \(A\), where \(C_1 = g^{r_1}v^r\), \(C_2 = f^{r_2}v^r\), \(r_1 \neq r_2\), and \(t = H(C_1, C_2, C_3, C_4)\). In this case, there are three cases we need to take into consideration.

- \((C_1, C_2, C_3, C_4) \neq (C_1^*, C_2^*, C_3^*, C_4^*)\) and \(t = t^*\). This is impossible since we assume that the event Failure does not happen.

Note that the event Failure will never happen because the hash function \(H\) in our construction is collision resistant.

- \((C_1, C_2, C_3, C_4) \neq (C_1^*, C_2^*, C_3^*, C_4^*)\) and \(t \neq t^*\). In this case, if the RKA decryption algorithm accepts the invalid ciphertext, we obtain

\[
\begin{align*}
\log_g u_2 &= a + kb \\
\log_g u_3 &= \alpha + k\beta \\
\log_g C_5^* &= r_1 a + r_2 kb + t^* r_1 \alpha + t^* r_2 k\beta \\
\log_g C_5 &= r_1'(a + \Delta) + r_2' k(b + \Delta) + t r_1'(\alpha + \Delta) + t r_2' k(\beta + \Delta)
\end{align*}
\]

where \(w = \log_g h\).

These equations are linearly independent as long as \(k^2(r_1 - r_2)(r_1' - r_2')(t - t^*) \neq 0\), so algorithm \(A\) can be used to guess \((a, b, \alpha, \beta)\). Therefore, the probability that the decryption algorithm accepts the first invalid ciphertexts is, at most, \(1/p\).

- \((C_1, C_2, C_3, C_4) = (C_1^*, C_2^*, C_3^*, C_4^*)\), \(t = t^*\) but \(C_5 \neq C_5^*\). In this case, if the RKA decryption algorithm accepts the invalid ciphertext, we obtain

\[
\begin{align*}
\log_g u_2 &= a + kb \\
\log_g u_3 &= \alpha + k\beta \\
\log_g C_5^* &= r_1 a + r_2 kb + t^* r_1 \alpha + t^* r_2 k\beta \\
\log_g C_5 &= r_1(a + \Delta) + r_2 k(b + \Delta) + t^* r_1(\alpha + \Delta) + t^* r_2 k(\beta + \Delta) - r' w(\Delta(a + \Delta + t^* (\alpha + \Delta) + b + \Delta + t^* (\beta + \Delta)))
\end{align*}
\]

where \(w = \log_g h\).

These equations are linearly independent as long as \(\Delta \neq 0\), which is ruled out by the definition of the CC-RKA security, so algorithm \(A\) can be used to guess \((a, b, \alpha, \beta)\).
For all the subsequent invalid decryption queries, the above analysis holds except that each time the RKA decryption oracle rejects an invalid ciphertext, algorithm $\mathcal{A}$ can rule out one more value of $(a, b, \alpha, \beta)$.

**Lemma 5.4** If $(g, f, Z_1, Z_2)$ is a non-DH instance and the RKA decryption algorithm rejects all invalid ciphertexts, then algorithm $\mathcal{A}$ has a negligible advantage in outputting the bit $d' = d$.

**Proof.** We prove this lemma by considering the distribution of $(x, y, \gamma) \in \mathbb{Z}_p$ from the view of algorithm $\mathcal{A}$. Algorithm $\mathcal{A}$ is given the public key $PK = (g, h, f, u_1, u_2, u_3, v)$, such that algorithm $\mathcal{A}$’s point of view, $(x, y, \gamma)$ is uniformly random subject to $\log_g u_1 = x + ky$ where $k = \log_g f$ and $\log_g v = k'\gamma$ where $k' = \log_g h$. We suppose that the RKA decryption algorithm rejects all invalid ciphertexts, and note that by querying valid ciphertexts to the RKA decryption oracle, algorithm $\mathcal{A}$ does not learn any more information about $(x, y, \gamma)$ except the relations of the constraint $\log_g u_1 = x + ky$ and $\log_g v = k'\gamma$. Hence, algorithm $\mathcal{A}$ cannot learn any information about $(x, y, \gamma)$ through the RKA decryption queries.

Let $C_1 = Z_1 v'$, $C_2 = Z_2 v'$, $C_3 = h v'$. Note that as long as $k'k(r_1 - r_2) \neq 0$,

$$\begin{cases} 
\log_g u_1 = x + ky \\
\log_g v = k'\gamma \\
\log_g Z_1^x Z_2^y = r_1 x + kr_2 y 
\end{cases}$$

are linearly independent. In the following, we consider two cases.

- $\phi(SK) = SK$ and $(C_1, C_2, C_3, C_4, C_5) = (C_1^*, C_2^*, C_3^*, C_4^*, C_5^*)$. In this case, from the definition of the CC-RKA security game, such queries will be ruled out, therefore the RKA decryption algorithm outputs $\bot$ with noticeable probability.

- $\phi(SK) \neq SK$ and $(C_1, C_2, C_3, C_4) = (C_1^*, C_2^*, C_3^*, C_4^*)$. If the verification of $C_5$ on $(C_1, C_2, C_3, C_4)$ with $\phi(SK)$ fails, the RKA decryption algorithm outputs $\bot$. Otherwise, the RKA decryption algorithm responds as

$$M' = C_4^* \cdot (C_1^* \cdot C_3^{* - \gamma - \delta})^{-\Delta} \cdot (C_2^* \cdot C_3^{* - \gamma - \delta})^{-\Delta - \delta}$$

$$= M_d \cdot g^{-r \cdot \Delta} \cdot h^{r' \cdot \Delta (x + \Delta)} \cdot f^{-r \cdot \Delta} \cdot h^{r' \cdot \Delta (y + \Delta)}$$

$$= M_d \cdot g^{-r \cdot \Delta} \cdot f^{-r \cdot \Delta} \cdot h^{r' \cdot \Delta (x + y + \Delta + \Delta)}.$$
5.3. An Efficient Construction of RKA Secure Public-Key Encryption from the Cramer-Shoup Scheme

We can see that even if all the ciphertexts submitted to the RKA.Decrypt oracle are exactly the same as the challenge ciphertext, algorithm $\mathcal{A}$ learns nothing about $(x, y, \gamma)$ from the RKA decryption queries under $(x + \triangle, y + \triangle, \gamma + \triangle)$, as long as $(x + \triangle, y + \triangle, \gamma + \triangle) \neq (x, y, \gamma)$. On the one hand, without the values of $(x, y, \gamma)$ algorithm $\mathcal{A}$ fails to compute $d' = d$ under the modified secret keys $(x + \triangle, y + \triangle, \gamma + \triangle)$. Therefore the probability of algorithm $\mathcal{A}$ in outputting the bit $d' = d$ is $1/2$.

Lemma 5.3 makes sure that as long as the event Failure does not happen, the RKA decryption algorithm rejects all invalid ciphertexts except with negligible probability. Lemma 5.4 proves that as long as the RKA decryption algorithm rejects all the invalid ciphertexts, algorithm $\mathcal{A}$ has a negligible advantage in outputting the bit $d' = d$. Therefore, we can say that the probability of algorithm $\mathcal{A}$ in outputting the bit $d' = d$ is $1/2$.

To sum up, we can see that if $(g, f, Z_1, Z_2)$ is a DH tuple, algorithm $\mathcal{A}$ wins the CC-RKA game with the probability $1/2 + \epsilon$, such that the probability of algorithm $\mathcal{B}$ in solving the decisional DH problem is $1/2 + \epsilon$; if $(g, f, Z_1, Z_2)$ is a non-DH tuple, algorithm $\mathcal{A}$ wins the CC-RKA game with the probability $1/2$, such that the probability of algorithm $\mathcal{B}$ in solving the decisional DH problem is $1/2$. Denote by $\mathcal{B}(g, f, Z_1, Z_2) = 1$ the event that algorithm $\mathcal{B}$ solves the decisional DH problem. Hence, the probability of algorithm $\mathcal{B}$ in solving the decisional DH problem is

$$
\Pr[\mathcal{B}(g, f, Z_1, Z_2) = 1] = 1/2 \cdot (1/2 + \epsilon) + 1/2 \cdot 1/2 \\
= 1/2 + \epsilon/2.
$$

This concludes the proof of Theorem 5.1.

5.3.4 Efficiency

We compare Wee’s CC-RKA secure public-key encryption scheme from factoring, from BDH, from DDH with weaker security and ours from DDH in Table 1.

In this table, “Pairing-E” means the sum of pairing computation executed during the encryption phase, and “Pairing-D” means the sum of pairing computation executed during the decryption phase. “Ex-E” means the the sum of exponentiation computation executed during the encryption phase, and “Ex-D” means the the sum of exponentiation computation executed during the decryption phase.
5.4 An RKA Secure Public-Key Encryption Scheme from Bilinear Pairings

In this section, we show a related-key attack on an existing public-key encryption scheme where each element of the private key has its own linear related-key deriving function, and propose a public-key encryption scheme secure in this setting of related-key attacks from bilinear pairings, which is CC-RKA secure based on the decisional BDH assumption.

5.4.1 A Related-Key Attack on An Existing Public-Key Encryption Scheme

The family $\Phi^\dagger$. Any function $\phi : Z_p^* \rightarrow Z_p^*$ in this class is indexed by $\Delta \in Z_p^*$, where $\phi_\Delta(sk) = sk + \Delta$. Note that if $sk$ is composed of several elements as $(sk_1, \ldots, sk_n)$ with $n \in \mathbb{N}$, for any $sk_i$ where $i \in \{1, \ldots, n\}$, $\Delta_i \in Z_p^*$.

The algorithms of the CCA secure public-key encryption scheme in [BCHK07] are given as follows, which is claimed to be CCA secure under the related-key attacks where each component of the private key shares the same linear related-key deriving function in [BCM11]. Let $(\text{Mac}, \text{Vrfy})$ denote the message authentication code [BCHK07]. Let $H : \{0, 1\}^* \rightarrow \{0, 1\}^*$ represent a hash function to be second-preimage resistant [BCHK07]. Let $G$ be a group of order $p$, and let $\hat{e} : G \times G \rightarrow G_T$ be a bilinear group.

- Key generation. To generate the public key and secret key of the system,

  1. choose random $g \in G$, $x_1$, $x_2$, $y \in Z_p^*$, and set

     \[ g_1 = g^{x_1}, \quad g_2 = g^{x_2}, \quad g_3 = g^y, \quad \Omega = \hat{e}(g_1, g_3). \]
2. choose a hash function \( h \) from a family of pairwise-independent hash functions [BCHK07].

The public key is \( PK = (g, h, g_1, g_2, g_3, \Omega) \), and the secret key is \( SK = (x_1, x_2, y) \).

- **Encryption.** To encrypt a message \( M \in G_T \),
  1. choose a random \( r \in \{0, 1\}^* \), and set \( k_1 = h(r), ID = H(r) \).
  2. choose a random \( s \in \mathbb{Z}_p^* \), and set \( C = (C_1, C_2, C_3) \) for
     \[
     C_1 = g^s, \quad C_2 = g_2^s g_3^{s-ID}, \quad C_3 = Z^s \oplus (M \circ r)).
     \]
  3. output the ciphertext \((ID, C, \text{Mac}_{k_1}(C))\).

- **Decryption.** To decrypt a ciphertext \((ID, C, \text{Mac}_{k_1}(C))\),
  1. parse \( C \) as \((C_1, C_2, C_3)\), choose a random \( t \in \mathbb{Z}_p^* \), and compute
     \[
     (M \circ r) = C_3 \oplus \hat{e}(C_1^{x_1+y+t(x_2+y-ID)} C_2^{-t}, g).
     \]
  2. set \( k_1 = h(r) \). If \( \text{Vrfy}_{k_1}(C, \text{tag}) = 1 \) and \( H(r) = ID \), output \( M \); otherwise, output \( \bot \).

**The attack.** We point out a related-key attack on the above scheme where each element of the private key has its own linear related-key deriving function. Note that this does not contradict the result in [BCHK07], since we consider a different related-key deriving function from theirs. Suppose we are given a valid ciphertext \((ID, C, \text{Mac}_{k_1}(C))\) of some message \( M \). We can recover \( M \) by making decryption queries to RKA.Decrypt oracle on a related secret key via the following attack. For any \( \Delta_i \in \mathbb{Z}_p^* \), \( i \in \{1, 2, 3\} \), we change the secret key \((x_1, x_2, y)\) to \((x_1, x_2 + \Delta_2, y + \Delta_3)\) where \( \Delta_2 = -ID \cdot \Delta_3 \), then \((ID, C, \text{Mac}_{k_1}(C))\) can be decrypted to \( M \) directly.

5.4.2 **Construction**

Let \( G \) be a group of order \( p \), and let \( \hat{e} : G \times G \to G_T \) be a bilinear group. Based on the selective-identity secure identity-based encryption scheme in [BB04], we construct a CC-RKA secure public-key encryption scheme as follows.
• Key generation. To generate the public key and private key of the system,

1. choose random \( g, h \in G, x_1, x_2, y \in Z_p^* \), and set
   \[
   g_1 = g^{x_1}, \quad g_2 = g^{x_2}, \quad h_1 = h^{y_1}, \quad h_2 = h^{y_2}, \quad \Omega = \hat{e}(g, g)^{x_1 \cdot x_2}.
   \]

2. choose two collision resistant hash functions \( H_1 : G^3 \rightarrow Z_p^*, H_2 : G^3 \times G_T \rightarrow Z_p^* \).

The public key is \( PK = (g, h, g_1, g_2, h_1, h_2, \Omega, H_1, H_2) \), and the private key is \( SK = (x_1, x_2, y_1, y_2) \).

• Encryption. To encrypt a message \( M \in G_T \),

1. choose random \( a, b, c \in Z_p^* \) independently, and set \( u_1 = g^a, u_2 = g^b, \)
   \( u_3 = g^c \).

2. choose a random \( r \in Z_p^* \), compute \( t = H_1(u_1, u_2, u_3) \), and set \( C = (C_1, C_2, C_3, C_4, C_5) \), where
   \[
   C_1 = g^r, \quad C_2 = h^r, \quad C_3 = h_1^r g_2^r t, \quad C_4 = h_2^r g_1^r t, \quad C_5 = \Omega^r \cdot M.
   \]

3. choose a random \( e \in Z_p^* \), and compute
   \[
   \sigma = c + e \cdot a + (H_2(C) + e) \cdot b.
   \]

4. output the ciphertext \((u, e, \sigma, C)\), where \( u = (u_1, u_2, u_3) \).

• Decryption. To decrypt a ciphertext \((u, e, \sigma, C)\),

1. parse \( u \) as \((u_1, u_2, u_3)\), and compute \( t = H_1(u_1, u_2, u_3) \).

2. parse \( C \) as \((C_1, C_2, C_3, C_4, C_5)\), and output \( \perp \) if \( g^e \neq u_3 u_1^e u_2^{H_2(C) + e} \).

3. if \( \hat{e}(C_3, g) = \hat{e}(C_1, h_1) \cdot \hat{e}(C_1, g_2)^t, \hat{e}(C_3, h) = \hat{e}(C_2, h_1) \cdot \hat{e}(C_2, g_2)^t, \)
   \( \hat{e}(C_4, g) = \hat{e}(C_1, h_2) \cdot \hat{e}(C_1, g_1)^t, \hat{e}(C_4, h) = \hat{e}(C_2, h_2) \cdot \hat{e}(C_2, g_1)^t \),
   choose random \( s_1, s_2 \in Z_p^* \), and compute
   \[
   M = \frac{C_5}{\hat{e}(C_1, x_1 + x_2 + s_1 x_2 t + s_2 x_1 t) C_2^{s_1 y_1 + s_2 y_2} C_3^{-s_1} C_4^{-s_2}, g)}.
   \]
Correctness. For any sequence of the key generation and encryption algorithms, it holds that
\[ M = \frac{C_5}{\hat{e}(C_1 z_1 z_2 s_1 z_2 t + z_2 x_1 t + s_2 x_1 t + s_2 y_2 C_2 y_1 + s_2 y_2 C_3 z_1 s_1 C_4 - s_2, g)} \]
\[ = \frac{\hat{e}((g^r) z_1 z_2 s_1 z_2 t + z_2 x_1 t (h^r) y_1 + s_2 y_2 (h_1^r g_2 r t) - s_1 (h_2^r g_1 t) - s_2, g)}{\Omega^r \cdot M} \]
\[ = \frac{\hat{e}(g^{x_2 r}, g)}{\Omega^r \cdot M} \]
and therefore the decryption algorithm is always correct.

5.4.3 Security Proof

Theorem 5.5 The above public-key encryption scheme is secure in the CC-RKA security game regarding linear related-key deriving function \( \phi^+ \) under the decisional BDH assumption.

Proof. We show that given an adversary algorithm \( A \) that breaks the security of the CC-RKA secure public-key encryption scheme, we can build a challenger algorithm \( B \) that solves the decisional BDH problem, which is given a random tuple \((g, g^{x_1}, g^{x_2}, g^{x_3}, Z)\) as input. Algorithm \( B \)'s goal is to determine whether \( Z = \hat{e}(g^{x_1}, g^{x_2})^{x_3} \) or \( Z \) is a random element in \( G_T \).

- **Setup.** Algorithm \( B \) chooses a random \( \gamma \in \mathbb{Z}_p^* \) such that \( h = g^\gamma \), two hash functions \( H_1 : C^3 \rightarrow \mathbb{Z}_p^* \), \( H_2 : C^4 \rightarrow \mathbb{Z}_p^* \), and sets \( g_1 = g^{x_1}, g_2 = g^{x_2}, \) and \( \Omega = \hat{e}(g_1, g_2) \). Also, algorithm \( B \) chooses random \( a, b, c \in \mathbb{Z}_p^* \), and sets \( t^* = H_1(u_1, u_2, u_3) \), where \( u_1^* = g^a, u_2^* = g^b, u_3^* = g^c \). Then algorithm \( B \) chooses random \( y_1, y_2 \in \mathbb{Z}_p^* \), and sets \( h_1 = g_2^{-t^*} h^{y_1}, h_2 = g_1^{-t^*} h^{y_2} \). Algorithm \( B \) sends the public key \( PK = (g, h, g_1, g_2, h_1, h_2, \Omega, H_1, H_2) \) to algorithm \( A \).

- **Phase 1.** Algorithm \( A \) queries \((\phi, (u, e, \sigma, C))\) to the RKA.Decrypt oracle. Algorithm \( B \)
  - parses \( C \) as \((C_1, C_2, C_3, C_4, C_5)\). If \( \hat{e}(C_3, g) \neq \hat{e}(C_2, h_1) \cdot \hat{e}(C_1, g_1)^t \), or \( \hat{e}(C_4, g) \neq \hat{e}(C_2, h_2) \cdot \hat{e}(C_1, g_2)^t \), algorithm \( B \) outputs \( \perp \).
  - parses \( u \) as \((u_1, u_2, u_3)\), and checks the signature \((e, \sigma)\) on \( C \). If \( g^\sigma \neq u_3 u_1^e u_2^{H_1(C) + e} \), algorithm \( B \) outputs \( \perp \).
  - computes \( t = H_1(u_1, u_2, u_3) \). If \( t = t^* \), algorithm \( B \) aborts the simulation. Otherwise, algorithm \( B \) runs the following steps.
1. Chooses random \( s_1, s_2 \in \mathbb{Z}_p^* \), and sets

\[
d_1 = g_1^{-\gamma r t^{-\tau}} \left( g_2 t h_1 \right)^{s_1}, \quad d_2 = g_2^{-\gamma r t^{-\tau}} \left( g_1 t h_2 \right)^{s_2}.
\]

Let \( s'_1 = s_1 - x_1/(t - t^*) \), \( s'_2 = s_2 - x_2/(t - t^*) \), so we have

\[
d_1 = g_1^{-\gamma r t^{-\tau}} \left( g_2 t h_1 \right)^{s'_1} = g_1^{-\gamma r t^{-\tau}} \left( g_2 t h_1 \right)^{s'_1 + \frac{x_1}{t - t^*}} = g_x^{s'_1 t},
\]

\[
d_2 = g_2^{-\gamma r t^{-\tau}} \left( g_1 t h_2 \right)^{s'_2} = g_2^{-\gamma r t^{-\tau}} \left( g_1 t h_2 \right)^{s'_2 + \frac{x_2}{t - t^*}} = g_x^{s'_2 t}.
\]

2. Computes \( M \) as

\[
M = \frac{C_5}{\sqrt{\hat{e}(d_1, C_1) \cdot \hat{e}(C_3^{-s'_1}, g) \cdot \hat{e}(d_2, C_1) \cdot \hat{e}(C_4^{-s'_2}, g)}}.
\]

To see this, we rewrite

\[
M = \frac{C_5}{\sqrt{\hat{e}(d_1, C_1) \cdot \hat{e}(C_3^{-s'_1}, g) \cdot \hat{e}(d_2, C_1) \cdot \hat{e}(C_4^{-s'_2}, g)}}^{1/2} = \frac{C_5}{\hat{e}(g^{x_1}, g^{x_2})^{1/2}}
\]

\[
= \frac{\left[ \hat{e}(d_1, C_1) \cdot \hat{e}(C_3, g^{s'_1}) \cdot \hat{e}(d_2, C_1) \cdot \hat{e}(C_4, g^{s'_2}) \right]^{1/2}}{\hat{e}(d_1, C_1) \cdot \hat{e}(C_3, g^{s'_1}) \cdot \hat{e}(d_2, C_1) \cdot \hat{e}(C_4, g^{s'_2})^{1/2}} = \frac{C_5}{\hat{e}(d_1, C_1) \cdot \hat{e}(C_3, g^{s'_1}) \cdot \hat{e}(d_2, C_1) \cdot \hat{e}(C_4, g^{s'_2})^{1/2}}.
\]

3. Outputs \( M' \) as

\[
M' = \frac{M}{\hat{e}(C_1, g_1^{\Delta x_2 t} g_2^{\Delta x_1 t} g^{\Delta x_1 \cdot \Delta x_2 + (s_1 t \cdot \Delta x_2 + s_2 t \cdot \Delta x_1) + \gamma (s_1 \cdot \Delta y_1 + s_2 \cdot \Delta y_2))}.
\]

From the RKA decryption algorithm, we have

\[
M' = \frac{C_5}{\hat{e}(C_1, g_1^{\Delta x_2 t} g_2^{\Delta x_1 t} g^{\Delta x_1 \cdot \Delta x_2 + (s_1 t \cdot \Delta x_2 + s_2 t \cdot \Delta x_1) + \gamma (s_1 \cdot \Delta y_1 + s_2 \cdot \Delta y_2))}.
\]

where \( \phi(x_1) = x_1 + \Delta x_1 \), \( \phi(x_2) = x_2 + \Delta x_2 \), \( \phi(y_1) = y_1 + \Delta y_1 \), and \( \phi(y_2) = y_2 + \Delta y_2 \).

Thus, as long as the ciphertext from algorithm \( A \) is correctly formulated, the response of algorithm \( B \) is always identical to the RKA decryption algorithm as required.
Note that algorithm $B$ responds the RKA decryption queries without using the private key $SK$.

- **Challenge.** Algorithm $A$ outputs two messages $M_0, M_1 \in G_T$ on which it wishes to be challenged. Algorithm $B$ chooses a random $d \in \{0, 1\}$, and responds with the ciphertext $C^* = (C_1^*, C_2^*, C_3^*, C_4^*, C_5^*)$, where

$$
C_1^* = g^{x_3}, \quad C_2^* = (g^{x_3})^\gamma, \quad C_3^* = (g^{x_3})^{y_1},
C_4^* = (g^{x_3})^{y_2}, \quad C_5^* = Z \cdot M_d.
$$

Hence, if $Z = \hat{e}(g,g)^{x_1x_2x_3} = \hat{e}(g_1,g_2)^{x_3}$, then $C^*$ is a valid encryption of $M_d$ with respect to $t^*$. On the other hand, when $Z$ is a random element in $G_T$, then $C^*$ is independent of $d$ in the view of algorithm $A$.

- **Phase 2.** Algorithm $A$ continues to adaptively issue queries $(\phi, (u, e, \sigma, C))$ to the RKA.Decrypt oracle.
  
  - If $\phi(SK) = SK$ and $C = C^*$, algorithm $B$ responds with $\bot$.
  
  - Otherwise, algorithm $B$ responds as in Phase 1 except that when $H_1(u_1, u_2, u_3) = t^*$, algorithm $B$ outputs

$$M' = \frac{M_d}{\hat{e}(C_1, g_1^{\Delta x_2}g_2^{\Delta x_1}g^{\Delta x_1} \cdot \Delta x_2 g^{(s_1 \cdot t^* \cdot \Delta x_2 + s_2 \cdot t^* \cdot \Delta x_1) + \gamma(s_1 \cdot \Delta y_1 + s_2 \cdot \Delta y_2)}}.$$

Note that without the randomness chosen by algorithm $B$, algorithm $A$ has negligible probability in outputting $M_d$. In other words, $M'$ is independent of $d$ from the view of algorithm $A$.

- **Output.** Algorithm $A$ outputs a guess $d' \in \{0, 1\}$. If $d' = d$, algorithm $B$ outputs 1; otherwise, algorithm $B$ outputs 0.

Let abort be the event that algorithm $B$ aborts during the simulation. To conclude the proof of Theorem 5.5, it remains to be analyzed the probability that algorithm $B$ aborts the simulation for one of the RKA decryption queries from algorithm $A$. We claim that $Pr[\text{abort}]$ is negligible, or one can use algorithm $A$ to forge signatures with at least the same probability. Briefly, we can construct another algorithm $B'$ to simulate the above security game that is given the private key, but is given the signing key as a challenge in an existential forgery game. Algorithm $A$ causes an abort by querying a ciphertext including an existential forgery under
the given signing key. Algorithm $B'$ is able to use this forgery to win the existential forgery game. Note that during the game algorithm $A$ makes only one chosen message query to generate the signature needed for the challenge ciphertext. Thus, Pr[abort] is negligible.

From the analysis of Phase 2, algorithm $A$ definitely has negligible probability in outputting $d' = d$ via the RKA decryption queries, as $M'$ is always consistent with two random $s_1, s_2 \in \mathbb{Z}_p^*$ chosen by algorithm $B$ such that $M'$ is independent of $d$ from the view of algorithm $A$. Let $\epsilon$ be the advantage that algorithm $A$ breaks the CC-RKA security of the above game. Therefore, we can see that if the input tuple of algorithm $B$ is $(g, g^a, g^b, g^c, Z)$ where $Z = \hat{e}(g, g)^{abc}$, then algorithm $A$’s view of this simulation is identical to the real attack, so the probability of algorithm $A$ in outputting $d' = d$ must satisfy $\Pr[d = d'] = 1/2 + \epsilon$. On the other hand, if the input tuple of algorithm $B$ is $(g, g^a, g^b, g^c, Z)$ where $Z \in G_T$, then the advantage of algorithm $A$ is nil, and algorithm $A$’s view of the challenge ciphertext is independent of $d$, so the probability of algorithm $A$ in outputting $d' = d$ is $\Pr[d' = d] = 1/2$. In sum, the probability of algorithm $B$ in solving the decisional BDH problem is

$$\Pr[B(g, g^a, g^b, g^c, Z)] = 1/2 \cdot (1/2 + \epsilon) + 1/2 \cdot 1/2$$

$$= 1/2 + \epsilon/2.$$

This completes the proof of Theorem 5.5.

5.5 A Public-Key Encryption Scheme with RKA Security without Pairings

In this section, we put forward a public-key encryption scheme against related-key attacks without pairings, and reduce its CC-RKA security under the decisional Linear assumption.

5.5.1 Construction

Assume that the scheme is parameterized by a gap parameter generator $G$ [OP01, Kil06], which on input $1^k$, returns the description of a multiplicative cyclic group $G$ of prime order $p$, and the description of a Diffie-Hellman oracle that outputs 1 if an input $(g, g^a, g^b, g^c) \in G^4$ is a Diffie-Hellman tuple; otherwise, it outputs 0.
We present our construction based on the public-key encryption scheme in [Kil06] as follows.

- **Key generation.** To generate the public key and the private key of the system,
  1. choose random \( h \in G, y_1, y_2 \in \mathbb{Z}_p^* \), and set \( h_1 = h^{y_1}, h_2 = h^{y_2} \).
  2. choose two collision resistant hash functions \( H_1 : G^3 \rightarrow \mathbb{Z}_p^*, H_2 : G^7 \rightarrow \mathbb{Z}_p^* \).
  3. choose random \( g, f, z \in G, x_1, x_2 \in \mathbb{Z}_p^* \) such that \( z = g^{x_1} = f^{x_2} \).

The public key is \( PK = (g, f, h, z, h_1, h_2, H_1, H_2) \), and the private key is \( SK = (x_1, x_2, y_1, y_2) \).

- **Encryption.** To encrypt a message \( M \in G \),
  1. choose random \( a, b, c \in \mathbb{Z}_p^* \) independently, and set \( u_1 = g^a, u_2 = g^b, u_3 = g^c \).
  2. choose random \( r_1, r_2 \in \mathbb{Z}_p^* \), compute \( t = H_1(u_1, u_2, u_3) \), and set \( C = (C_1, C_2, C_3, C_4, C_5, C_6, C_7) \) where
     \[
     C_1 = g^{r_1}, \quad C_2 = h^{r_1}, \quad C_3 = f^{r_2}, \quad C_4 = h^{r_2}, \\
     C_5 = z^{r_1} h_1^{r_1}, \quad C_6 = z^{r_2} h_2^{r_2}, \quad C_7 = z^{r_1 + r_2} \cdot M. 
     \]
  3. choose a random \( e \in \mathbb{Z}_p^* \), and compute
     \[
     \sigma = c + e \cdot a + (H_2(C) + e) \cdot b. 
     \]
  4. output the ciphertext \((u, e, \sigma, C)\), where \( u = (u_1, u_2, u_3) \).

- **Decryption.** To decrypt a ciphertext \((u, e, \sigma, C)\),
  1. output \( \perp \) if \( g^\sigma \neq u_3 u_1^e u_2^{H_2(C) + e} \).
  2. parse \( C \) as \((C_1, C_2, C_3, C_4, C_5, C_6, C_7)\), and output \( \perp \) if either \( C_1^{x_1 \cdot t} C_2 y_1 \neq C_5 \), or \( C_3^{x_2 \cdot t} C_4 y_2 \neq C_6 \).
  3. parse \( u \) as \((u_1, u_2, u_3)\), and compute \( t = H_1(u_1, u_2, u_3) \).
  4. choose random \( s_1, s_2 \in \mathbb{Z}_p \), and output
     \[
     M = C_7 \cdot \left( \frac{C_1^{x_1 + s_1 \cdot t} C_2^{s_1 y_1} C_3^{x_2 + s_2 \cdot t} C_4^{s_2 y_2}}{C_5^{s_1} C_6^{s_2}} \right)^{-1}. 
     \]
  Otherwise, output \( \perp \).
Correctness. For any sequence of the key generation and encryption algorithms, it holds that
\[
M = C_7 \cdot \left( \frac{C_1 x_1^{s_1} \cdot t \cdot x_1 C_2^{s_1} \cdot y_1 C_3 x_2^{s_2} \cdot t \cdot x_2 C_4^{s_2} \cdot y_2}{C_5^{s_1} C_6^{s_2}} \right)^{-1}
\]
\[
= z^{r_1 + r_2} \cdot M \cdot \left( \frac{(g^{r_1})^{x_1} h_1^{r_1 - s_1} g^{r_2} x_2^{t \cdot r_2 - s_2} h_2^{r_2 - s_2}}{C_5^{s_1} C_6^{s_2}} \right)^{-1}
\]
\[
= z^{r_1 + r_2} \cdot M \cdot ((g^{r_1})^{x_1} (f^{r_2})^{x_2})^{-1},
\]
and therefore the decryption algorithm is always correct.

5.5.2 Security Proof

Theorem 5.6 The above public-key encryption scheme is secure in the CC-RKA security game regarding linear related-key deriving function \( \phi^+ \) under the decisional LIN assumption relative to a gap parameter generator \( \mathcal{G} \).

Proof. We show that given an adversary algorithm \( \mathcal{A} \) that breaks the security of the CC-RKA secure public-key encryption scheme, we can build a challenger algorithm \( \mathcal{B} \) that can solves the decisional LIN problem, which is given a random tuple \( (g, f, z, g^{r_1}, f^{r_2}, w) \) relative to a gap parameter generator \( \mathcal{G} \) as input. Algorithm \( \mathcal{B} \)'s goal is to determine whether \( w = z^{r_1 + r_2} \) or \( w \) is a random group element.

- Setup. Algorithm \( \mathcal{B} \) runs as follows to generate the public parameters.

1. Chooses random \( \gamma_1, \gamma_2 \in Z_p^* \), and computes \( h = g^{\gamma_1} = f^{\gamma_2} \).
2. Chooses two hash functions \( H_1 : C^3 \to Z_p^* \), \( H_2 : G^7 \to Z_p^* \).
3. Chooses random \( a, b, c \in Z_p^* \), sets \( u_1 = g^a, u_2 = g^b, u_3 = g^c \), and computes \( t^* = H_1(u_1, u_2, u_3) \).
4. Chooses \( c_1, c_2 \in Z_p^* \), and computes \( h_1 = z^{-t^*} g^{c_1}, h_2 = z^{-t^*} f^{c_2} \).

Algorithm \( \mathcal{B} \) publishes the public key \( PK = (g, f, h, z, h_1, h_2, H_1, H_2) \).

Let \( x_1 = \log_g z, x_2 = \log_f z \), such that \( y_1, y_2 \) can be defined as
\[
y_1 = \log_h h_1 = \frac{1}{\gamma_1} \cdot (-t^* \cdot x_1 + c_1),
\]
\[
y_2 = \log_h h_2 = \frac{1}{\gamma_2} \cdot (-t^* \cdot x_2 + c_2).
\]

Note that the value of the private key \( SK = (x_1, x_2, y_1, y_2) \) is unknown to algorithm \( \mathcal{B} \).
5.5. A Public-Key Encryption Scheme with RKA Security without Pairings

- **Phase 1.** Algorithm $\mathcal{A}$ queries $(\phi, (u, e, \sigma, C))$ to the RKA-Decrypt oracle. To make it easier to understand, we ignore the related-key deriving functions for now. Algorithm $\mathcal{B}$ executes as follows to respond.

1. Checks the signature $(e, \sigma)$ on $C$ using the verification key $u$. If the signature is invalid, i.e., $g^\sigma \neq u_3u_1^e u_2^{H_2(C)+e}$, algorithm $\mathcal{B}$ outputs $\perp$.

2. Parses $C$ as $(C_1, C_2, C_3, C_4, C_5, C_6, C_7)$. If neither $(g, z^i h_1, C_1, C_5), (h, z^i h_1, C_2, C_5), (f, z^i h_2, C_3, C_6)$ nor $(h, z^i h_2, C_4, C_6)$ is a Diffie-Hellman tuple, algorithm $\mathcal{B}$ outputs $\perp$.

Note that the Diffie-Hellman oracle of gap parameter generator $\mathcal{G}$ can be obtained using bilinear pairings [BF01].

3. Parses $u$ as $(u_1, u_2, u_3)$. If $H_1(u_1, u_2, u_3) = t^*$, algorithm $\mathcal{B}$ aborts the simulation. Otherwise, algorithm $\mathcal{B}$ computes $t = H_1(u_1, u_2, u_3)$, and outputs

$$M = C^*_7 \cdot (\frac{C_5 C_6}{C_1^{e_1} C_3^{e_2}})^{\frac{1}{t_a}}.$$ 

To see that algorithm $\mathcal{B}$'s response of $M$ is the same as in a real attack, we rewrite

$$C_5 = C_1^{x_1 t} C_1^{-x_1 t^* + c_1} = C_1^{x_1 (t-t^*)} C_1^{c_1},$$

$$C_6 = C_3^{x_2 t} C_3^{-x_2 t^* + c_2} = C_3^{x_2 (t-t^*)} C_3^{c_2}.$$ 

Thus, algorithm $\mathcal{B}$'s response is identical to the decryption algorithm as required.

Denote by $M'$ the result returned from algorithm $\mathcal{B}$ using $\phi(SK)$ to decrypt $(u, e, \sigma, C)$. Algorithm $\mathcal{B}$ chooses random $s_1, s_2 \in \mathbb{Z}_p^*$, and outputs $M'$ as

$$M' = C^*_7 \cdot \left(\frac{C_1^{x_1} C_2^{s_1 (y_1 + \Delta y_1)} C_3^{Y} C_4^{s_2 (y_2 + \Delta y_2)}}{C_5^{s_1} C_6^{s_2}}\right)^{-1}$$

$$= \frac{M}{C_1^{\Delta x_1 + s_1 \cdot t \cdot \Delta x_1} C_2^{s_1 \cdot \Delta y_1} C_3^{\Delta x_2 + s_2 \cdot t \cdot \Delta x_2} C_4^{s_2 \cdot \Delta x_2}}.$$ 

where $X = (x_1 + \Delta x_1) + s_1 \cdot t \cdot (x_1 + \Delta x_1), Y = (x_2 + \Delta x_2) + s_2 \cdot t \cdot (x_2 + \Delta x_2)$.

Note that algorithm $\mathcal{B}$ responds the RKA decryption queries without using the private key $SK$. 

• **Challenge.** Algorithm $A$ outputs two messages $M_0, M_1 \in G$ on which it wishes to be challenged. Algorithm $B$ executes the following procedures to respond.

1. Chooses a random $d \in \{0, 1\}$, and computes $C^* = (C_1^*, C_2^*, C_3^*, C_4^*, C_5^*, C_6^*, C_7^*)$, where
   \[
   C_1^* = g^{r_1}, \quad C_2^* = C_1^{1/\gamma_1}, \quad C_3^* = f^{r_2}, \quad C_4^* = C_3^{1/\gamma_2},
   \]
   \[
   C_5^* = (C_1^*)^{\alpha_1}, \quad C_6^* = (C_2^*)^{\beta_1}, \quad C_7^* = M_d \cdot w.
   \]
   
2. Chooses a random $e^* \in \mathbb{Z}_p^*$, and computes
   \[
   \sigma^* = c + e^* \cdot a + (H_2(C^*) + e^*) \cdot b.
   \]
   
3. Outputs ciphertext $(u, e^*, \sigma^*, C^*)$, where $u = (u_1, u_2, u_3)$.

From the analysis in Phase 1, we can see that $(u, e^*, \sigma^*, C^*)$ is always consistent with the encryption algorithm as required. We can see that if $w = z^{r_1+r_2}$, then $C^*$ is a valid encryption of $M_d$ with respect to $t^*$; if $w$ is a random element in $G$, then $C^*$ is independent of $d$ in the view of algorithm $A$.

• **Phase 2.** Algorithm $A$ continues to adaptively issue queries $(\phi, (u, e, \sigma, C))$ to the RKA.Decrypt oracle.

  – If $\phi(SK) = SK$ and $C = C^*$, algorithm $B$ responds with $\bot$.
  
  – Otherwise, algorithm $B$ responds as in Phase 1 except that when $H_1(u_1, u_2, u_3) = t^*$, algorithm $B$ outputs
    \[
    M' = \frac{M_d}{C_1^{\Delta x_1 + s_1 \cdot t^* \cdot \Delta x_1} C_2^{s_1 \cdot \Delta y_1} C_3^{\Delta x_2 + s_2 \cdot t^* \cdot \Delta x_2} C_4^{s_2 \cdot \Delta y_2}}.
    \]

Note that without the randomness chosen by algorithm $B$, algorithm $A$ has a negligible probability in outputting $M_d$.

• **Output.** Algorithm $A$ outputs a guess $d' \in \{0, 1\}$. If $d' = d$, algorithm $B$ outputs 1; otherwise, algorithm $B$ outputs 0.

Let abort be the event that algorithm $B$ aborts during the simulation. To conclude the proof of Theorem 5.6, it remains to be analyzed the probability that algorithm $B$ aborts the simulation for one of the RKA decryption queries from algorithm $A$. We claim that $\Pr[\text{abort}]$ is negligible, or one can use algorithm $A$ to
forge signatures with at least the same probability. Briefly, we can construct another algorithm $B'$ to simulate the above security game that is given the private key, but is given the signing key as a challenge in an existential forgery game. Algorithm $A$ causes an abort by querying a ciphertext including an existential forgery under the given signing key. Algorithm $B'$ is able to use this forgery to win the existential forgery game. Note that during the game algorithm $A$ makes only one chosen message query to generate the signature needed for the challenge ciphertext. Thus, $\Pr[\text{abort}]$ is negligible.

From the analysis of Phase 2, algorithm $A$ has negligible probability in outputting $d' = d$ via the RKA decryption queries, as $M'$ is always consistent with two random numbers $s_1, s_2 \in Z^*_p$ chosen by algorithm $B$ such that $M'$ is independent of $d$ from the view of algorithm $A$. Let $\epsilon$ be the advantage that algorithm $A$ breaks the CC-RKA security of the above game. We can see that if the input tuple of algorithm $B$ is $(g, f, z, g^{r_1}, f^{r_2}, w)$ where $w = z^{r_1 + r_2}$, then algorithm $A$’s view of this simulation is identical to the real attack, so the probability of algorithm $A$ in outputting $d' = d$ must satisfy $\Pr[d = d'] = 1/2 + \epsilon$. On the other hand, if the input tuple of algorithm $B$ is $(g, f, z, g^{r_1}, f^{r_2}, w)$ where $w \in G$, then algorithm the advantage of $A$ is nil and algorithm $A$’s view of the challenge ciphertext is independent of $d$, so the probability of algorithm $A$ in outputting $d' = d$ is $\Pr[d' = d] = 1/2$. In summary, the probability of algorithm $B$ in solving the decisional LIN problem is

$$\Pr[B(g, f, z, g^{r_1}, f^{r_2}, w)] = 1/2 \cdot (1/2 + \epsilon) + 1/2 \cdot 1/2 = 1/2 + \epsilon/2.$$ 

This completes the proof of Theorem 5.6.

5.6 Summary

Following the work in [BCM11], Wee [Wee12] proposed the first public-key encryption schemes against related-key attacks using adaptive trapdoor relations [Wee10] while paying a small overhead in efficiency, of which the existing public-key set-ups can be maintained without changing. Later, based on a framework to enable the construction of identity-based encryption schemes that are secure under related-key attacks, Bellare, Paterson and Thomson [BPT12] provided a framework to enable the construction of public-key encryption schemes that are secure under related-key attacks. Public-key encryption schemes in [BPT12] are achieved in the standard
model, and they hold the CC-RKA security under reasonable hardness assumptions in the standard model.

In this chapter, we consider whether there are other methods to achieve the CC-RKA security for an underlying public-key encryption scheme, and we mainly concentrate on the setting of the multi-element private key, meaning that the private key is made up of more than one component. Our technique is very straightforward in that we use randomness to disguise the information obtained by the adversary from the related-key decryption oracle.

After pointing out a simple linear related-key attack on the Cramer-Shoup basic CCA secure public-key encryption scheme [CS01], we firstly put forward an efficient public-key encryption scheme with a slight modification to the Cramer-Shoup scheme, and demonstrate its CC-RKA security based on the difficulty of solving the DDH problem under a weaker RKA security model where all the parts of the private key use the same linear shift.

Next, we show that the assumption of weaker RKA security does not make much sense in practice, and the system’s security could be easily broken if different linear shifts are allowed to the private key, which means a stronger notion of RKA security is needed to get around this problem. Based on an efficient selective-identity secure identity-based encryption scheme without random oracles in [BB04], we obtain an RKA secure public-key encryption scheme from bilinear pairings where different parts of the private key can be modified under different linear shifts. In addition, we present another RKA secure public-key encryption scheme without pairings from a public-key encryption scheme in [Kil06], which is secure against this kind of related-key attacks as well.

Some results of this chapter have been published in “The 9th International Conference on Security and Privacy in Communication Networks (SecureComm 2014)” and “The 13h IEEE International Conference on Trust, Security and Privacy in Computing and Communications (IEEE TrustCom-14)”. 
Chapter 6

New Attacks to Publicly Verifiable Proof of Retrievability

The notion of proof of retrievability is introduced to allow users to verify whether their data is still available and can be retrieved when they are stored by third parties. The aim of this chapter is to provide stronger security for publicly verifiable proof of retrievability schemes.

6.1 Introduction

In order to improve network bandwidth and reliability and reduce user reliance on local resources, computing systems are resorting to delegating computing services to outside entities as forms of outsourcing. Meanwhile, users are increasingly using software and data that reside thousands of miles away in machines that they do not own. Cloud computing, grid computing and software as a service calling for data, both personal and business, to be stored by third parties are now important parts in the internet technology. In these scenarios, classical cryptographic security primitives for the purpose of data privacy cannot be applied, and it is more important to achieve retrievability so that the integrity of the stored data can be checked rather than achieve confidentiality. However, because the deployment of outsourced storage has fallen behind, users of outsourced storage are in great danger of the continued availability from their storage providers. As a result, various proof of retrievability systems are introduced in order to allow users to verify whether their data is still available and can be retrieved [FB06, SM06, SDFMB+08, ZX11]. From the role of the verifier in the model, these schemes can be divided into two categories: public verifiability and private verifiability. In these systems, the user and the server engage in a protocol where the user attempts to be convinced by the protocol interaction with the server that its file is being stored. This capability is very important to
storage providers, since users may be reluctant to store their data in an unknown startup, and they need an auditing mechanism to reassure them that their data are indeed still available. Regarding the formal security model, the proof of storage systems all attempt to achieve the following criteria [SW08]:

1. The system should be as efficient as possible in computational complexity and communication complexity of the proof-of-storage protocol, and the storage overhead on the server should be as small as possible.

2. The system should allow unbounded use rather than imposing a priori bound on the number of audit protocol interactions.

3. Verifiers should be stateless and not have to maintain and update state between audits, since such a state is difficult to maintain if the verifier’s machine crashes or if the verifier’s role is delegated to third parties or distributed among multiple machines.

4. The system establishes that any server that passes a verification check for a file is actually storing the file, even for a dishonest server that exhibits possibly arbitrary and malicious behavior.

Statelessness and unbounded use are required for proof of storage systems with public verifiability, in which anyone can undertake the role of verifier in the proof of storage protocol, not just the user who originally stored the file. In fact, it is more rational to equip the verification protocol with public verifiability, which is expected to play a more important role in achieving economies of scale for outsourcing, as the clients themselves might not be able to afford the overhead of performing frequent integrity checks. Unfortunately, none of these existing works has taken physical attacks like side-channel [MR04] attacks into consideration, where given physical access to a hardware device, an adversary would observe some “physical output” of a computation (such as radiation, power, temperature, and running time) and the “logical output” of the computation with methods like fault injection techniques.

6.1.1 Our Contributions

Inspired by the idea of “Cryptography Secure Against Related-Key Attacks and Tampering” [BCM11], where an adversary tampers with the private key stored in a
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cryptographic hardware device and subsequently observes the outcome of the cryptographic primitive under this modified key, we take into account a special attack in proof of retrievability systems with public verification, where the adversary captures the relations among the public keys of the users in an outsourcing infrastructure. We still call this attack as a related-key attack, and we use the related-key deriving functions to describe the relations obtained by the adversary among different public keys.

It is an important ability for the publicly verifiable proof of retrievability protocols to be resistant to this kind of attacks, as related-key attacks could happen in practice. However, most existing proof of retrievability protocols with public verifiability [WWRL10, WWR11, WCW13], following the structure of Shacham and Waters [SW08], do not take related-key attacks into consideration during the initial design phase. In other words, if related-key attacks happen in these systems, they cannot guarantee the availability of user’s data. For example, the server stores the data of user A and user B, and it knows the related-key deriving function between the public keys of user A and user B. Now under related-key attacks, the server could assure a verifier that user A’s (or user B’s) file is kept intact while the fact maybe that user A’s (or user B’s) file has been erased. Another instance is in a situation where a user, who modifies its private key at regular intervals such that these modified keys may exhibit some known relations if they are derived from some related-key deriving function; however, the server, under related-key attacks, can convince a verifier that it updates its storage of this user’s information regularly and correspondingly while the truth is that it does not. From this point of view, it becomes of interest, accordingly, to achieve RKA security in the proof of retrievability systems. In this chapter, we propose a primitive called public verification resistant to related-key attacks, in particular, in the proof of retrievability systems. We first point out a simple linear related-key attack on an existing proof of retrievability scheme with public verifiability, then we describe our concrete construction of a public verification scheme in the setting of related-key attacks, and show its security in the random oracle model.

6.1.2 Related Work

Blum et al. [BEG94] first addressed the task of efficiently checking the correctness of a memory management program in broad generality, and the following work
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has been done on dynamic memory checking in a range of settings. Clarke et al. [CSG+05] considered the case of a trusted entity with a small amount of state and applied a Merkle hash-tree over the contents of this memory. Noar and Rothblum [NR05] first considered the formal model of proof of storage for “authenticators”. Juels and Kaliski [JJ07] focused on memory integrity checking in the static files, and they presented the first security model for “proof of retrievability”. Shacham and Waters [SW08] gave the first proof-of-retrievability schemes with full proofs of security against arbitrary adversaries in the strongest model (compared to that of Juels and Kaliski), relying on homomorphic properties to aggregate a proof into one small authenticator value. Filho and Barreto [FB06] described a cryptographic protocol based on similar principles, through which a prover can demonstrate the possession of an arbitrary set of data known to the verifier without the requirement of having to have this data at hand during the protocol execution. Schwarz and Miller [SM06] used $m/n$ erasure-correcting coding to safeguard the stored data and used algebraic signatures with algebraic properties for verification in which large amounts of storage can be verified with minimal network bandwidth. Sebé et al. [SDFMB+08] presented a remote data possession checking protocol which allows unlimited amount of file integrity verification. Zheng and Xu [ZX11] introduced the concept of fair and dynamic proof of retrievability, a useful extension of static proof of retrievability in practice.

6.1.3 Organization

The remainder of this chapter is organized as follows. In Section 6.2, we briefly present the concepts associated with this work. In Section 6.3, we define the security model of the RKA secure publicly verifiable proof of retrievability systems. In Section 6.4, we describe a publicly verifiable system and related-key attacks on it. In Section 6.5, we propose a public verification scheme secure against related-key attacks. In Section 6.6, we prove its security in the random oracle model. Finally, we conclude this chapter in Section 6.7.

6.2 Preliminaries

In this section, we briefly describe the framework of public verification systems, and then define its security model under the setting of related-key attacks.
6.2.1 Public Verification Scheme

A public verification scheme Pub is composed of the following four algorithms: Pub.Kg, Pub.St, Pub.P and Pub.V [JJ07, SW08].

- Pub.Kg\( (1^\lambda) \). This algorithm takes a security parameter \( \lambda \) as input, and outputs a public and private key pair \((pk, sk)\).

- Pub.St\((sk, M)\). This file-storing algorithm takes a private key \( sk \) and a file \( M \in \{0,1\}^\ast \) as input, it processes \( M \) to output \( M^\ast \), which will be stored on the server side, as well as a tag \( t \), which contains information that names the file being stored (it could also contain additional secret information encrypted under the private key).

- Pub.P, Pub.V. The proving and verifying algorithms define a protocol for proving file retrievability called the proof of retrievability protocol, which can be denoted as

\[
\{0, 1\} \leftarrow (\text{Pub.V}(pk, t) \Rightarrow \text{Pub.P}(pk, t, M^\ast)).
\]

Both algorithms take a public key \( pk \), a tag \( t \) as input during the protocol run. The proving algorithm also takes a processed file description \( M^\ast \) as input. After the protocol execution, Pub.V outputs 1 meaning that the file is being stored on the server side, or 0 meaning that the file is not being stored on the server side.

We require a public verification scheme to be correct if for all key pairs \((pk, sk)\) output by Pub.Kg, for all files \( M \in \{0,1\}^\ast \), and for all \((M^\ast, t)\) output by Pub.St\( (sk, M)\), the verifying algorithm outputs 1 when communicating with the proving algorithm

\[
(Pub.V(pk, t) \Rightarrow Pub.P(pk, t, M^\ast)) = 1.
\]

6.2.2 RKA Secure Signature

Assume that a signature scheme is composed of the following three algorithms: key generation algorithm SKg, signing algorithm SSig and verifying algorithm SVer.

1. SKg\( (1^\lambda) \rightarrow (spk, ssk) \): Taking a security parameter \( \lambda \) as input, this algorithm outputs a verifying (public) key \( spk \) and a signing (private) key \( ssk \).
2. SSig\((m, ssk) \rightarrow \sigma\): Taking a message \(m\), and the signing key \(ssk\) as input, this algorithm outputs a signature \(\sigma\).

3. SVer\((spk, m, \sigma) \rightarrow true/false\): Taking the public parameters \(params\), the verifying key \(spk\), a pair \((m, \sigma)\) of message and signature as input, this algorithm outputs \(true\) for a valid signature or \(false\) for an invalid signature.

We require that a signature scheme \(SIG\) is correct if for any \(\lambda \in \mathbb{N}\), \((spk, ssk) \leftarrow \text{SKg}(1^\lambda)\), and \(\sigma \leftarrow \text{SSig}(m, ssk)\), we have \(\text{SVer}(spk, m, \sigma) = true\).

**Related-key deriving functions.** Our definition follows the notion of related-key deriving functions given in [BK03]. Briefly speaking, a class \(\Phi\) of related-key deriving functions \(\phi: sk \rightarrow sk\) is a finite set of functions with the same domain and range, mapping a key to a related key. Additionally, \(\Phi\) should allow an efficient membership test, and \(\phi\) should be efficiently computable. Note that in this chapter we regard the class \(\Phi^+\) as linear shifts.

*The family \(\Phi^+\).* Any function \(\phi: Z_p^* \rightarrow Z_p^*\) in this class is indexed by \(\Delta \in Z_p^*\), where \(\phi(sk) = sk + \Delta\).

We revisit the RKA security game to a signature scheme \(SIG\) and the RKA specification \(\Phi\) in Figure 6.1. We say \(SIG\) is RKA secure if the advantage function

\[
\text{Adv}^{\text{RKA}}_{\text{SIG}, \Phi}(A) = \Pr[\text{SIG}^A \Rightarrow true]
\]

is negligible in the security parameter \(\lambda\) for any adversary algorithm \(A\).

---

**Figure 6.1:** Game defining RKA security for \(SIG = (\text{SKg}, \text{SSig}, \text{SVer})\).

### 6.3 Security Model for RKA Secure Proof of Retrievability with Public Verification

In this section, we detail the security definition of the RKA security in the proof of retrievability systems with public verifiability.
Following the security definition given in [SW08], we provide a modular proof framework for the security of public verification schemes secure against related-key attacks. This framework enables us to argue about unforgeability, extractability and retrievability with three parts in the setting of related-key attacks on the basis of cryptographic and mathematical techniques.

**RKA-Soundness.** A public verification scheme is sound if any cheating prover that convinces the verifier that it is storing a file $M$ of a user, called Alice, is actually storing the file (together with the latest information) of Alice (not Bob or other users). To give a precise definition of soundness, we formalize an extraction algorithm $\text{Extr}(pk, t, \text{Pub.} P)$ which takes as input the public key $pk$, the file tag $t$, and the description of a mechanism $\text{Pub.} P$ playing the role of the proving algorithm in the public verification system, and outputs the file $M \in \{0,1\}^*$. We consider the following game between an adversary algorithm $A$ and a simulator algorithm $B$.

1. Algorithm $B$ generates a public and private key pair $(pk, sk)$ by running $\text{Pub.} \text{Kg}$, and sends $pk$ to algorithm $A$.

2. Algorithm $A$ makes related-key queries to algorithm $B$. For each query, a file $M$ and a related-key deriving function $\phi \in \Phi$. Algorithm $B$ runs $(M^*, t) \leftarrow \text{Pub.} \text{St}(\phi(sk), M)$ to obtain a processed version $M^*$ of $M$ and a file tag $t$, and sends both of them to algorithm $A$.

3. For any $M$ which has been made a query, algorithm $A$ can execute the proof of retrievability protocol with algorithm $B$, with the corresponding tag $t$, where algorithm $A$ plays the part of the proving algorithm while algorithm $B$ plays the part of the verifying algorithm: $\text{Pub.} \text{V}(pk, t) = A$. When this is completed, algorithm $A$ is given the output of $\text{Pub.} \text{V}$.

4. Finally, algorithm $A$ outputs a challenge tag $t$ return from some query and the description of a proving algorithm $\text{Pub.} P$.

The cheating proving algorithm $\text{Pub.} P$ is $\epsilon$-admissible if it definitely responds an $\epsilon$ fraction of verification challenge:

$$\Pr[(\text{Pub.} \text{V}(pk, t) = \text{Pub.} P) = 1] \geq \epsilon.$$
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Here the probability is over the randomness of the proving and verifying algorithms. Let $M$ be the message input to the query that responds to the challenge tag $t$, as well as a $M$’s processed version $M^*$.

**Definition 6.1** We say a publicly verifiable proof of retrievability system is RKA-sound if there is an extraction algorithm $\text{Extr}$ such that, for any algorithm $A$ playing the above game, whenever algorithm $A$ outputs an $\epsilon$ admissible cheating prover $\text{Pub}P$ for a file $M$ then the probability that extraction fails is negligible. That is, the equation $\text{Extr}(pk, t, \text{Pub}P) = M$ holds, except with negligible probability.

Note that algorithm $A$ is allowed to engage in the proof of retrievability protocol for $M$ in its interaction with algorithm $B$. We require that algorithm $A$ succeeds when it causes $\text{Pub}V$ to accept with any non-negligible probability.

Actually, in publicly verifiable proof of retrievability systems, for a successful related-key attack, it means that the adversary generates a prover that is $\epsilon$-admissible but for which extraction fails.

6.4  A Related-Key Attack on the Shacham-Waters Scheme

In this section, we point out a linear attack on the publicly verifiable scheme based on the computational DH assumption proposed by Shacham and Waters [SW08].

To clarify the presentation of the attack, we simplify the Shacham-Waters publicly verifiable scheme as follows. Let $\hat{e} : G \times G \to G_T$ be a bilinear map over a bilinear group $G$ of prime order $p$ with a generator $g \in G$. Let $H : \{0, 1\}^* \to G$ be a collision resistant hash function. Let $m_1, \ldots, m_n \in \mathbf{Z}_p^*$ for some large prime $q$ be $n$ blocks of an erasure encoded file. A user’s private key is $x \in \mathbf{Z}_p^*$, and its public key is $v = g^x \in G$ along with another generator $u \in G$. The authenticator on block $i$ is $\sigma_i = (H(i)u^{m_i})^x$. The blocks $\{m_i\}$ and authenticators $\{\sigma_i\}$ are stored on the server side. The proof of retrievability protocol runs as follows. The verifier chooses a random challenge set $I$ of $l$ indices along with $l$ random coefficients in $\mathbf{Z}_p^*$. Let $Q$ be the set $\{(i, \nu_i)\}$ of challenge index-coefficient pairs. The verifier sends $Q$ to the prover. On receiving a query $Q = \{(i, \nu_i)\}$, the prover computes and sends back the
response, a pair \((\sigma, \mu)\), as

\[
\sigma = \prod_{(i,\nu_i) \in Q} \sigma_i^{\nu_i}, \quad \mu = \sum_{(i,\nu_i) \in Q} \nu_i \cdot m_i.
\]

The verifier can check that the response is correctly formed by checking that

\[
\hat{e}(\sigma, g) = \hat{e}(\prod_{(i,\nu_i) \in Q} H(i)^{\nu_i} \cdot w^\nu, v).
\]

This scheme has public verifiability as the private key \(x\) is required for generating the authenticators \(\{\sigma_i\}\), but the public key \(v\) is sufficient for the verifier in the proof-of-retrievability protocol.

**The attack.** We show that under related-key attacks, using authenticators \(\sigma'\) for the blocks of a message \(m'\) generated under a related key \(sk + \Delta\), an adversary can generate a proof which the verifier will think is valid for a different message \(m\) under the key \(sk\). Let \((m_1, \ldots, m_n)\) be blocks of an \(n\)-block file. Let the related-key deriving functions \(\phi : sk \rightarrow sk\) be indexed by \(\Delta \in Z_p^*\), where \(\phi(sk) = sk + \Delta\). A query will consist of \(l\) indices along with \(l\) random coefficients in \(Z_p^*\); the authenticator \(\sigma'_i\) on the block \(m'_i\) of a user with public key \(v = g^x\) is \(\sigma'_i = (H(i)w^{m'_i})^{x+\Delta}\). The adversary stores the blocks \(\{m'_i\}\) and the authenticators \(\{\sigma'_i\}\). Now, consider query \(Q = \{(i, \nu_i)\}\) on a user with public key \(v = g^x\), and the adversary responds with

\[
\sigma = \prod_{(i,\nu_i) \in Q} \left(\frac{\sigma'_i}{(H(i)w^{m'_i})^{\Delta}}\right)^{\nu_i}, \quad \mu = \sum_{(i,\nu_i) \in Q} \nu_i \cdot m'_i.
\]

Obviously, the adversary makes

\[
\hat{e}(\sigma, g) = \hat{e}(\prod_{(i,\nu_i) \in Q} H(i)^{\nu_i} \cdot w^\nu, v)
\]

hold without storing the actual authenticators \(\{\sigma_i\}\) on the blocks \(\{m_i\}\), where \(\sigma_i = (H(i)w^{m_i})^x\).

We would like to remark that this attack is outside the security model considered in the Shacham-Waters system [SW08].

### 6.5 A Public Verification System Secure Against Related-Key Attacks

In this section, we put forward a public verification scheme based on the Shacham-Waters scheme [SW08], and present its security proof under the computational DH assumption.
Our construction works in the group $Z_p^*$. When we work in the bilinear setting, the group $Z_p^*$ is the support of the bilinear group $G$, i.e., $\#G = p$. In queries, coefficients will come from a set $B \subseteq Z_p^*$.

To make the system more efficient in certain situations, we assume that after preliminary processing of a file, the file is split into $n \in Z_p^*$ blocks for some large prime $p$, and each block is split into $s \in Z_p^*$ sectors. We will refer to individual file sectors as $\{m_{ij}\}$, with $1 \leq i \leq n$ and $1 \leq j \leq s$.

### 6.5.1 Queries and Aggregation

**Queries.** Let coefficients in queries come from a set $B \subseteq Z_p^*$. A query is an $l$-element set $Q = \{(i, \nu_i)\}$. Each entry $(i, \nu_i) \in Q$ is such that $i$ is a block index in the range $[1, n]$, and $\nu_i$ is a multiplier in $B$. The size $l$ of $Q$ is a system parameter, as is the choice of the set $B$.

When the verifier chooses a random query. First, it chooses an $l$-element subset $I$ of $[1, n]$ uniformly at random. Next, for each element $i \in I$, it chooses an element $\nu_i \in B$ uniformly at random. This procedure implies selection of $l$ elements from $[1, n]$ without replacement but a selection of $l$ elements from $B$ with replacement.

Though the set notation $Q = \{(i, \nu_i)\}$ is space-efficient and convenient for implementation, we will also make use of a vector notation in the analysis. A query $Q$ over indices $I \subset [1, n]$ is denoted by a vector $q \in Z_p^*$ where $q_i = \nu_i$ for $i \in I$ and $q_i = 0$ for all $i \notin I$. Equally, let $u_1, \ldots, u_n$ be the usual basis for $Z_p^*$, we have

$$q = \sum_{(i, \nu_i) \in Q} \nu_i u_i.$$

If the set $B$ does not contain 0 then a random query is a random weight-$l$ vector in $Z_p^*$ with coefficients in $B$. If $B$ does contain 0, then a similar argument can be made, but care must be taken to distinguish the case “$i \in I$ and $\nu_i = 0$” from the case “$i \notin I$”.

**Aggregation.** To respond to a query $Q$, the server computes the value

$$\mu_j = \sum_{(i, \nu_i) \in Q} \nu_i m_{ij},$$

where $1 \leq j \leq s$.

That is, by combining sectorwise the blocks named in $Q$, each with its multiplier $\nu_i$. The response is $(\mu_1, \ldots, \mu_s) \in Z_p^*$. 
Supposing that the message blocks on the server are viewed as an $n \times s$ element matrix $M = (m_{ij})$, then using the vector notation for queries given above, the server’s response is given by $qM$.

6.5.2 Parameter Selection

Let $\lambda$ be the security parameter; typically, $\lambda = 80$. $p$ should be $2\lambda$-bit prime, and the curve should be chosen so that discrete logarithm is $2^\lambda$-secure. For values of $\lambda$ up to 128, Barreto-Naehrig curves [BN05] are the correct choice.

Let $n$ be the number of blocks in the file. We assume that $n \gg \lambda$. Suppose we use a rate-$\rho$ erasure code, i.e., one in which any $\rho$-fraction of the blocks suffices for decoding. Let $l$ be the number of indices in the query $Q$, and $B \subseteq \mathbb{Z}_p^*$ be the set from which the challenge weight $\nu_i$ is drawn. It is the requirement, to guarantee that extraction will succeed from any adversary convincingly answering an $\epsilon$-fraction of queries, provided that $\epsilon - \rho l - 1/\#B$ is non-negligible in the security parameter $\lambda$, that guides the choice of parameters.

A conservative choice is $\rho = 1/2$, $l = \lambda$, $B = \{0, 1\}^\lambda$, which guarantees extraction against any adversary. It has been shown in [SW08] that for 80-bit security, the challenge coefficient $\nu_i$ can be 80 bits long. The smaller these coefficients, the more efficient the multiplications or exponentiations that involve them.

6.5.3 Construction

Let $\hat{e} : G \times G \rightarrow G_T$ be a bilinear map over a bilinear group $G$ of prime order $p$ with a generator $g \in G$. Let $H : \{0, 1\}^* \rightarrow G$ be a collision resistant hash function. Let (SKg, SSig, SVer) be a signature scheme secure against related-key attacks, of which the details about the construction can be found in [BPT12]. Note that our construction essentially follows that of the Shacham-Waters scheme with the exception of the inclusion of $g^\alpha$ within the hash in the definition of $\sigma_i$, thereby addressing well the aforementioned related-key attack problem, which we will detail later in this section. We give the formal description for our public verification system resistant to related-key attacks Pub as follows.

- Pub.Kg($1^\lambda$). Taking a security parameter $\lambda$ as input, this algorithm first generates a random signing key pair $(spk, ssk) \leftarrow$ SKg($1^\lambda$), and then chooses a random $\alpha \in \mathbb{Z}_p^*$, and computes $v = g^\alpha$. The secret key is $sk = (\alpha, ssk)$; the
public key is \( pk = (v, spk) \).

- **Pub.St\((sk, M)\).** Given a file \( M \), this algorithm first splits \( M \) into \( n \) blocks, each \( s \) sectors long: \( \{m_{ij}\} \) (\( 1 \leq i \leq n \) and \( 1 \leq j \leq s \)). Then it chooses a random file name \( name \in \mathbb{Z}_p^* \) and \( s \) random elements \( u_1, \ldots, u_s \in G \). Let \( t_0 \) be \( \text{"name}||n||u_1||\cdots||u_s\text{"} \), and \( t \) be a file tag of \( t_0 \) together with a signature on \( t_0 \) under the private key \( ss k \): \( t = t_0 ||\text{SSig}(ssk, t_0) \). For each \( i, 1 \leq i \leq n \), it computes \( \sigma_i = (H(name||i||g^\alpha) \cdot \prod_{j=1}^{s} u_j^{m_{ij}})^{\alpha}. \)

The processed file \( M^* \) is \( \{m_{ij}\}, 1 \leq i \leq n, 1 \leq j \leq s \) together with \( \{\sigma_i\}, 1 \leq i \leq n \).

- **Pub.P\((pk, t, M^*)\).** For a query \( Q \), an \( l \)-element set \( \{(i, \nu_i)\} \) (\( i \in [1, n] \) and \( \mu_i \in B \)), sent by the verifier, this algorithm computes

\[
\mu_j = \sum_{(i, \nu_i) \in Q} \nu_i m_{ij} \in \mathbb{Z}_q^*, \quad \sigma = \prod_{(i, \nu_i) \in Q} \sigma_i^{\nu_i} \in G,
\]

where \( 1 \leq j \leq s \). The response is the values \( \mu_1, \ldots, \mu_s \) and \( \sigma \).

- **Pub.V\((pk, t)\).** Firstly, this algorithm verifies the signature on \( t \) by \( \text{SVer}(spk, t_0, \text{SSig}(ssk, t_0)) \). If this is an invalid signature, it outputs 0; otherwise, it checks whether

\[
\hat{e}(\sigma, g) = \hat{e}(\prod_{(i, \nu_i) \in Q} H(name||i||v)^{\nu_i} \cdot \prod_{j=1}^{s} u_j^{\mu_j}, v).
\]

If the equation holds, it outputs 1; otherwise, it outputs 0.

### 6.6 Security Proofs

Under the model which we provided in Section 6.3, below we prove the security of our system in three parts.

1. Prove that the verifying algorithm will reject except when the prover’s \( \{\mu_j\} \)
   \( = \sum_{(i, \nu_i) \in Q} \nu_i m_{ij} \) are correctly computed.

2. Prove that a \( \rho \) fraction of the file blocks can be efficiently reconstructed when interacting with a prover providing correctly-computed \( \{\mu_j\} \) response for a fraction of the query space.
3. Prove that a $\rho$ fraction of the file blocks is sufficient for reconstructing the original file.

The first part shows that an adversary can never give a forged response back to a verifier. The second part shows that from any adversary that passes the check we can extract a constant fraction of the blocks. The second step uses the fact that all verified responses must be legal. Lastly, we show that if this constant fraction of blocks is recovered we are able to reconstruct the original file.

Intuitively, the crucial point is under related-key attacks, only the first part of the proof is different from that given in [SW08], the second and third parts of the proof are roughly identical. Consequently, we focus only on the proof of the first part, and review the proofs of the other two.

### 6.6.1 Part-One Proof

**Theorem 6.1** Assuming that the signature scheme used for file tags is existentially unforgeable against the chosen message and related-key attacks, and the computational DH problem holds in $G$, then, in the random oracle, except with negligible probability no adversary against the soundness of our public verification scheme ever causes Pub.V to output 1 in one proof of retrievability protocol instance, except by responding with the correct values of $\{\mu_j\}$ and $\sigma$ generated by Pub.P.

**Proof.** We prove this theorem in a series of games. Note that our proof follows the structure of the proof of Shacham and Waters [SW08] for their scheme, but the reason that their proof errs in a related-key setting while our proof can address this is that the computation of the hash function in their scheme is independent of the key means that their simulation in Game 2 (and similarly Game 3) does not work in a related-key setting, since the adversary can distinguish the simulated hash values from a true random oracle; while in our scheme, the fact that the hash value depends on $g^a$ as well allows us to avoid this issue, and then the rest of the proof can follow as before.

- **Game 0.** This game is simply the security game as defined.

- **Game 1.** Game 1 is the same as Game 0 except that algorithm $B$ keeps a list of all signed file tags including those as part of a storing protocol query under a related-key deriving function $\phi(ssk)$ chosen by algorithm $A$. If algorithm $A$
ever submits a file tag $t$ either in initiating a proof of retrievability protocol or as the challenge file tag that has a valid signature under $ssk$ but is not a file tag signed by algorithm $B$ under $ssk$, algorithm $B$ aborts.

Obviously, if algorithm $A$ can distinguish between Game 0 and Game 1, algorithm $A$ can be used to forge the signature scheme under related-key attacks.

- Game 2. Game 2 is the same as Game 1 except that algorithm $B$ keeps a list of its responses to file storing queries under related-key deriving functions from algorithm $A$. Here algorithm $B$ runs Pub.St under $\phi(sk)$ for the results. Algorithm $B$ observes all the instances of the proof of retrievability protocol with algorithm $A$, whether because of proof of retrievability queries from algorithm $A$, or in the test from Pub.$\mathcal{P}$, or as part of the extraction attempt from Extr. If in any of these instances algorithm $A$ is successful, but the aggregate signature $\sigma$ from algorithm $A$ and $\prod_{(i,\nu_i)\in Q} \sigma_i^{\nu_i}$ are not equal, where $Q$ is the challenge issued by the verifier and $\sigma_i$ are the signatures on the blocks of the file considered in the protocol, algorithm $B$ aborts.

In the following we first describe some notations and obtain some conclusions, and then analyze the probability of success that algorithm $A$ can differentiate between Game 1 and Game 2. Suppose the file that causes algorithm $B$ to abort is $n$ blocks long, has name $name$ and generating exponents $\{u_j\}$, and contains sectors $\{m_{ij}\}$, and that the signatures on blocks issues by Pub.St are $\{\sigma_i\}$. Let $Q = \{(i,\nu_i)\}$ be the query that causes algorithm $B$ to abort, and algorithm $A$’s response to this query be $\mu'_1,\ldots,\mu'_s$ together with $\sigma'$. Assume that the valid response from an honest prover is $\mu_1,\ldots,\mu_s$ for

$$
\mu_j = \sum_{(i,\nu_i)\in Q} \nu_i m_{ij},
$$

$1 \leq j \leq s$, together with

$$
\sigma = \prod_{(i,\nu_i)\in Q} \sigma_i^{\nu_i}.
$$

From the verifying algorithm, we have

$$
\hat{e}(\sigma, g) = \hat{e}(\prod_{(i,\nu_i)\in Q} H(name||i||v)^{\nu_i} \cdot \prod_{j=1}^{s} u_j^{\nu_j}, v).
$$
Because algorithm \( B \) aborted, such that \( \sigma' \neq \sigma \) but

\[
\hat{e}(\sigma', g) = \hat{e}(\prod_{(i, v_i) \in Q} H(name||i||v)^{\nu_i} \cdot \prod_{j=1}^s u_j^{\mu'_j}, v)
\]

holds, where \( v = g^\alpha \) is part of the public key. We can see that \( \sigma' = \sigma \) if \( \mu'_j = \mu_j \) for \( 1 \leq j \leq s \), which contradicts the above assumption. Hence, for \( 1 \leq j \leq s \), there must be at least one of \( \{ \mu'_j - \mu_j \} \) satisfying \( \mu'_j - \mu_j \neq 0 \).

Next, we show that if algorithm \( A \) can distinguish between Game 1 and Game 2, algorithm \( B \) can solve the computational DH problem.

Algorithm \( B \) is given \( g, h, g^\alpha \in G \) as input, and it aims to output \( h^\alpha \). Algorithm \( B \) behaves as in Game 1 except that:

1. Algorithm \( B \) set \( v = g^\alpha \) as the public key, and it has no idea about the value of the private key \( \alpha \).
2. Algorithm \( B \) keeps a list of queries and responses to a random oracle \( H \).
   For a query from algorithm \( A \), it chooses a random \( r_i \in \mathbb{Z}_p^* \) and answers with \( g^{r_i} \in G \). In addition, it answers queries of the form \( H(name||i||V) \), \( V \in G \), in a special way, which we will see below.
3. Algorithm \( A \) issues a storing file query on a related-key deriving function \( \phi(\alpha) = \alpha + \Delta \), which comprises \( n \) blocks \( \{ m_{ij} \} \), \( 1 \leq i \leq n, 1 \leq j \leq s \),
   1. algorithm \( B \) chooses a random name \( name \in \mathbb{Z}_p^* \).
   2. algorithm \( B \) chooses random \( \beta_j, \gamma_j \in \mathbb{Z}_p^* \) for \( 1 \leq j \leq s \), and sets \( u_j = g^{\beta_j} \cdot h^{\gamma_j} \).
   3. algorithm \( B \) chooses a random \( r_i \in \mathbb{Z}_p^* \), and responds to the random oracle of \( name||i||V \) as

\[
H(name||i||V) = g^{r_i}/(g^{\sum_{j=1}^s \beta_j m_{ij}} \cdot h^{\sum_{j=1}^s \gamma_j m_{ij}}).
\]

Since

\[
H(name||i||V) \cdot \prod_{j=1}^s u_j^{m_{ij}} = \prod_{j=1}^s u_j^{m_{ij}} \cdot g^{r_i}/g^{\sum_{j=1}^s \beta_j m_{ij}} \cdot h^{\sum_{j=1}^s \gamma_j m_{ij}} = g^{r_i}.
\]
algorithm $B$ can compute
\[
\sigma_i = (H(name||i||g^\alpha \cdot g^\Delta) \cdot \prod_{j=1}^{s} u_j^{m_{ij}})^{\alpha+\Delta} \]
\[
= (g^\alpha \cdot g^\Delta)^{\tau_i}.
\]

Note that the adversary cannot distinguish the simulated hash value from the real random oracle because the hash value also depends on $g^\alpha$, such that when a related-key deriving function $\phi(\alpha)$ is queried, the hash value will be correspondingly changed.

- Algorithm $A$ continues issuing file storing queries to algorithm $B$ until algorithm $A$ succeeds in responding with a signature $\sigma'$ that is different from the valid signature $\sigma$.

The changes made from Game 0 to Game 1 show that the parameters associated with this protocol instance are generated by algorithm $B$ as part of a Pub.St query; otherwise, execution will have already aborted. In other words, these parameters are yielded according to algorithm $B$’s procedure described above. Therefore, algorithm $B$ obtains
\[
\hat{e}(\sigma'/\sigma, g) = \hat{e}(\prod_{j=1}^{s} u_j^{\mu'_j - \mu_j}, v) = \hat{e}(\prod_{j=1}^{s} (g^{\beta_j} \cdot h^{\gamma_j})^{\mu'_j - \mu_j}, v)
\]
\[
\Rightarrow \hat{e}(\frac{\sigma'}{\sigma} \cdot v^{-\sum_{j=1}^{s} \beta_j (\mu'_j - \mu_j)}, g) = \hat{e}(h, v)^{\sum_{j=1}^{s} \gamma_j (\mu'_j - \mu_j)}
\]
\[
\Rightarrow h^\alpha = \left(\frac{\sigma'}{\sigma} \cdot v^{-\sum_{j=1}^{s} \beta_j (\mu'_j - \mu_j)}\right)^{\sum_{j=1}^{s} \gamma_j (\mu'_j - \mu_j)}.
\]

We can see that algorithm $B$ solves the computational DH problem.

Thus if algorithm $A$ can distinguish Game 1 and Game 2, algorithm $B$ can solve the computational DH problem.

- Game 3. Game 3 is the same as Game 2 except that if in any of the instances of the proof of retrievability protocol, algorithm $A$ is successful but there exists at least one of the aggregate messages $m_j$ that is not equal to the valid $\sum_{(i, \nu_i) \in Q} \nu_i m_{ij}$, where $Q$ is the challenge issued by the verifier, algorithm $B$ aborts.

Suppose the file that causes algorithm $B$ to abort is $n$ blocks long, has name $name$ and generating exponents $\{\mu_j\}$, and contains sectors $\{m_{ij}\}$, and that
the signatures on blocks issues by Pub.St are \( \{ \sigma_i \} \). Let \( Q = \{(i, \nu_i)\} \) be the query that causes algorithm \( \mathcal{B} \) to abort, and algorithm \( \mathcal{A} \)'s response to this query be \( \mu_1', \ldots, \mu_s' \) together with \( \sigma' \). Assume that the valid response from an honest prover is \( \mu_1, \ldots, \mu_s \) for

\[
\mu_j = \sum_{(i, \nu_i) \in Q} \nu_i m_{ij},
\]

\( 1 \leq j \leq s \), together with

\[
\sigma = \prod_{(i, \nu_i) \in Q} \sigma_i^{\nu_i}.
\]

Game 2 assures that \( \sigma' = \sigma \) such that only \( \{ \mu_j' \} \) and \( \{ \mu_j \} \) can make a difference. Again, for \( 1 \leq j \leq s \), there must be at least one of \( \{ \mu_j' - \mu_j \} \) satisfying \( \mu_j' - \mu_j \neq 0 \).

In the following, we prove that if algorithm \( \mathcal{A} \) has non-negligible probability in distinguishing Game 2 from Game 3, then algorithm \( \mathcal{B} \) can solve the DL problem.

Algorithm \( \mathcal{B} \) is given as input \( g, h \in G \), and its aim is to output \( x \) such that \( h = g^x \). Algorithm \( \mathcal{B} \) behaves the same as in Game 2 except with the following differences:

- Upon receiving the storing file queries comprising \( n \) blocks \( \{ m_{ij} \} \) for \( 1 \leq i \leq n \) and \( 1 \leq j \leq s \) from algorithm \( \mathcal{A} \), on a related-key deriving function \( \phi(\alpha) = \alpha + \Delta \), algorithm \( \mathcal{B} \) runs Pub.St to respond except that algorithm \( \mathcal{B} \) chooses random \( \beta_j, \gamma_j \in \mathbb{Z}_p^* \), and sets \( u_j = g^{\beta_j} \cdot h^{\gamma_j} \), for each \( j, 1 \leq j \leq s \).

Note that as the aggregate messages \( \{ \mu_j \} \) have no relation to the private key \( \alpha \), so the related-key deriving function in this case cannot facilitate algorithm \( \mathcal{A} \) any more.

- Algorithm \( \mathcal{A} \) continues issuing file storing queries to algorithm \( \mathcal{B} \) until algorithm \( \mathcal{A} \) succeeds in responding with the aggregate messages \( \{ \mu_j' \} \) that are not equal to the valid aggregate messages \( \{ \mu_j \} \).

From Game 2 we already know that \( \sigma' = \sigma \), so the following equation
holds.

\[
\hat{e}(\sigma, g) = \hat{e}\left(\prod_{(i, \nu_i) \in Q} H(name||i||g^\alpha)^{\nu_i} \cdot \prod_{j=1}^{s} u_j^{\mu_j}, v\right) = \hat{e}(\sigma', g)
\]

\[
= \hat{e}\left(\prod_{(i, \nu_i) \in Q} H(name||i||g^\alpha)^{\nu_i} \cdot \prod_{j=1}^{s} u_j^{\mu_j}, v\right)
\]

\[
\Rightarrow \prod_{j=1}^{s} u_j^{\mu_j} = \prod_{j=1}^{s} u_j^{\prime \mu_j}.
\]

Therefore,

\[
1 = \prod_{j=1}^{s} u_j^{\mu_j - \mu_j} = \prod_{j=1}^{s} (g^{\beta_j} \cdot h^{\gamma_j})^{\mu_j - \mu_j}
\]

\[
= g^{\sum_{j=1}^{s} \beta_j (\mu_j' - \mu_j)} \cdot h^{\sum_{j=1}^{s} \gamma_j (\mu_j' - \mu_j)}
\]

\[
\Rightarrow h = g^{-\frac{\sum_{j=1}^{s} \beta_j (\mu_j' - \mu_j)}{\sum_{j=1}^{s} \gamma_j (\mu_j' - \mu_j)}}
\]

Clearly, algorithm B solves the discrete logarithm problem.

Thus if algorithm A can distinguish Game 2 and Game 3, algorithm B can solve the DL problem.

In Game 3, algorithm A is restricted from answering any verification query with values other than those that would have been computed by Pub.P. As we have assumed that the signature scheme is secure and computational Diffie-Hellman and discrete logarithm are hard in bilinear groups, there is only a negligible difference in the success probability of algorithm A in this game compared to Game 1, where the adversary is not constrained in this manner. Moreover, the difficulty of the CDH problem implies the difficulty of the discrete logarithm problem. This completes the proof of Theorem 6.1, the first part of the security.

Remarks. We discuss only the linear related-key deriving function in the above proof. In fact, the related-key deriving function can also be non-linear such as affine, polynomial. Because for the file storing queries, we require Pub.St to recompute $g^\alpha$ to obtain the result of the hash function $H$, this gadget prevents the adversary from forging authenticators from related-key deriving functions without the value of $\alpha$. 
6.6.2 Part-Two Proof

Below we prove the second part of the security. A cheating prover Pub.$P$ is said to be well behaved if it never causes Pub.$V$ to accept in a proof of retrievability protocol instance except by responding with values $\{\mu_j\}$ and $\sigma$ that are computed correctly [SW08]. Theorem 6.1 guarantees that the cheating provers outputted by the adversaries that win the soundness game with non-negligible probability are well behaved, provided that the employed cryptographic primitives are secure. In Theorem 6.2, we show that the extraction algorithm always succeeds against a well behaved cheating prover. As the file storing queries on related-key deriving functions cannot give further help to Pub.$P$, this part is roughly the same as in [SW08].

**Theorem 6.2** Supposing that a cheating prover Pub.$P$ on an $n$ block file $M$ is well behaved, and it is $\epsilon$ admissible, then it is possible to recover a $\rho$ fraction of the file blocks in interactions with Pub.$P$.

**Proof.** We rewrite Theorem 6.2 as follows. Supposing that a cheating prover Pub.$P$ on an $n$ block file $M$ convincingly answers an $\epsilon$ fraction of verification queries, then provided that $\epsilon - \omega$ is positive and non-negligible where

$$\omega = 1/\#B + (pn)^l/(n-l+1)^l,$$

it is possible to recover a $\rho$ fraction of the encoded file blocks in $O(n/(\epsilon - \omega))$ interactions with Pub.$P$ and in $O(n^2s + (1 + \epsilon n^2)(n)/(\epsilon - \omega))$ time overall [SW08].

In [SW08], it first makes a definition: assume that an adversary algorithm $B$, implemented as a probabilistic polynomial-time Turing machine, that, given a query $Q$ on its input tape, outputs either the correct response ($qM$ in vector notation) or a special symbol $\bot$ to its output tape. Suppose that algorithm $B$ responds with probability $\epsilon$, i.e., on an $\epsilon$ fraction of the query-and-random-tape space. Such algorithm $B$ is said to be $\epsilon$-polite [SW08].

Then it claims that the proof of Theorem 6.2 depends upon the lemma provided below.

**Lemma 6.3** Suppose that algorithm $B$ is an $\epsilon$-polite adversary as defined above. Let $\omega$ equal $1/\#B + (pn)^l/(n-l+1)^l$. If $\epsilon > \omega$ then it is possible to recover a $\rho$ fraction of the encoded file blocks in $O(n/(\epsilon - \omega))$ interactions with algorithm $B$ and in $O(n^2s + (1 + \epsilon n^2)(n)/(\epsilon - \omega))$ time overall.
To apply Lemma 6.3, it is necessary to show that a well-behaved \( \epsilon \)-admissible cheating prover \( \text{Pub.} P \), as output by a setup-game adversary algorithm \( A \), can be turned into an \( \epsilon \)-polite algorithm \( B \). Below is how algorithm \( B \) is implemented, where \( \text{Pub.} P \) is used to construct \( \epsilon \)-algorithm \( B \) [SW08].

1. Given a query \( Q \), interacts with \( \text{Pub.} P \) according to \( \text{Pub.} V(\text{pk}, t) \rightleftharpoons \text{Pub.} P \), playing the role of verifier.

2. If the output of the interaction is 1, writes \((\mu_1, \ldots, \mu_s)\) to the output tape; otherwise, writes \(\perp\).

Every time algorithm \( B \) runs \( \text{Pub.} P \), it provides it with a clean scratch tape and a new randomness tape, effectively rewinding it [SW08]. Since \( \text{Pub.} P \) is well-behaved, a successful response will compute \((\mu_1, \ldots, \mu_s)\) as prescribed for an honest prover. Since \((\mu_1, \ldots, \mu_s)\) is \( \epsilon \)-admissible, on an \( \epsilon \) fraction of interactions it answers correctly. Thus algorithm \( B \) that we have constructed is an \( \epsilon \)-polite adversary.

All that remains to guarantee is that

\[
\omega = 1/\#B + (\rho n)^l/(n - l + 1)^l
\]

is such that \( \epsilon - \omega \) is positive and non-negligible. This simply requires each of \( 1/\#B \) and \( (\rho n)^l/(n - l + 1)^l \) to be negligible in the security parameter.

To prove Lemma 6.3, some arguments in linear algebra are introduced in [SW08]. For a subspace \( D \subseteq \mathbb{Z}_p^* \), denote the dimension of \( D \) by \( \dim D \). Let the free variables of a space, free \( D \), be the indices of the basis vector \( \{u_i\} \) include in \( D \), i.e.,

\[
\text{free } D \overset{\text{def}}{=} \{i \in [1, n] : D \cap u_i = u_i\}.
\]

Here if \( D \) is represented by means of a basis matrix in the row-reduced echelon form, then \( \dim D \) and \( \text{free } D \) can be efficiently computed [SW08].

Next the following two claims are given in [SW08] to support the proof.

**Claim 6.4** Let \( D \) be a subspace of \( \mathbb{Z}_p^* \), and let \( I \) be an \( l \)-element subset of \([1, n]\). If \( I \not\subseteq \text{free } D \), then a random query over indices \( I \) with coefficients in \( B \) is in \( D \) with probability at most \( 1/\#B \).

**Proof.** The proof is exactly the same as in [SW08]. Let \( \Pi \) be the subspace spanned by the unit vectors in \( I \), i.e., by \( \{u_i\}_{i \in I} \). Clearly, \( \dim D \cap \Pi \) is at most \( l - 1 \); if it equalled \( l \), then \( D \cap \Pi = \Pi \) and each of the vectors \( \{u_i\}_{i \in I} \) would be in \( D \), contradicting
the claim statement. Suppose that \( \dim D \cap I = r \). Then there exist \( r \) indices in \( I \) such that a choice of values for the coordinates at these indices determines the values of the remaining \( l - r \) coordinates. This means that there are at most \((\#B)^r \) vectors in \( D \cap I \) with coordinated values in \( B \): a choice of one of \( \#B \) values for each of the \( r \) coordinates above determines the value to each of the other \( l - r \) coordinates; if the values of these coordinates are all in \( B \), then this vector contributes 1 to the count; otherwise it contributes 0. The maximum possible count is thus \((\#B)^r \). By contract, there are \((\#B)^l \) vectors in \( I \) with coordinates in \( B \), and these are exactly the vectors corresponding to each random query with indices \( I \). Thus the probability that a random query is in \( D \) is at most

\[
\frac{1}{(\#B)^l - r} \leq \frac{1}{\#B},
\]

which proves the claim.

**Claim 6.5** Let \( D \) be a subspace of \( \mathbb{Z}_p^* \), and suppose that \( \#\text{free } D = m \). Then for a random \( l \)-element subset \( I \) of \([1, n]\) the probability that \( I \subseteq \text{free } D \) is at most \( \frac{m^l}{(n - l + 1)^l} \).

**Proof.** The proof is exactly the same as in [SW08]. Color the \( m \) indices included in free \( D \) black, and color the remaining \( n - m \) indices white. A query \( I \) corresponds to a choice of \( l \) indices out of all these, without replacement. A query satisfies the condition that \( I \subseteq \text{free } D \) exactly if every element of \( I \) is in free \( D \), i.e., is colored black. Thus the probability that a random query satisfies the condition is just the probability of drawing \( l \) black balls, without replacement, from a jar containing \( m \) black balls and \( n - m \) white balls, and this probability is

\[
\frac{\binom{m}{l}}{\binom{n}{l}} = \frac{m!}{(m - l)!} \frac{(n - l)!}{n!} < \frac{m^l}{(n - l + 1)^l},
\]

as required. Note that if \( m > n - l \) then \( I \subset \text{free } D \) with probability 1; the upper bound given by this claim is a probability greater than 1 in this case, but of course still correct.

Now we begin to prove Lemma 6.3. Assume that the extractor’s knowledge at each point is a subspace \( D \), represented by a \( t \times n \) matrix \( A \) in the row-reduced echelon form [SW08]. Suppose that the query-response pairs contributing to the extractor’s knowledge are

\[
\mathbf{q}^{(1)} M = (\mu_1^{(1)}, \ldots, \mu_s^{(1)}) \quad \cdots \quad \mathbf{q}^{(t)} M = (\mu_1^{(t)}, \ldots, \mu_s^{(t)}),
\]
or $VM = W$, where $V$ is the $t \times n$ matrix whose rows are $\{q^i\}$ and $W$ is the $t \times s$ matrix whose rows are $(\mu_1^{(i)}, \ldots, \mu_s^{(i)})$. The row-reduced echelon matrix $A$ is related to $V$ by $A = UV$, where $U$ is a $t \times t$ matrix with a nonzero determinant computed in applying Gaussian elimination to $V$.

The extractor’s knowledge is initially empty, i.e., $D = \emptyset$. The extractor repeats the following behaviour until $\#(\text{free } D) \geq \rho n$: the extractor chooses a random query $Q$, and it turns algorithm $B$ on $Q$. Suppose that algorithm $B$ chooses to respond, giving answer $(\mu_1, \ldots, \mu_s)$; obviously this happens with probability $\epsilon$. Let $Q$ be over indices $I \in [1, n]$, and denote it in vector notation as $q$. $Q$ can be divided into three types [SW08]: (1) $q \notin D$; (2) $q \in D$ but $I \notin \text{free } D$; (3) $q \in D$ and $I \subseteq \text{free } D$. For queries of the first type, the extractor adds $Q$ to its knowledge $D$, obtaining new knowledge $D'$, as follows. It adds a row corresponding to the query to $V$, obtaining $V'$, and a row corresponding to the response to $W$, obtaining $W'$; it modifies the transform matrix $U$, obtaining $U'$, so that $A' = U'V'$ is again in row-reduced echelon form and spans $q$. The primed versions $D'$, $A'$, $U'$, $V'$ and $W'$ replace the unprimed versions in the extractor’s state. For queries of type 2 or 3, the extractor does not add to its knowledge. Regardless, the extractor continues with another query.

Obviously, a type-1 query increases $\dim D$ by 1. If $\dim D$ equals $n$ then $\text{free } D = [1, n]$ and $\#(\text{free } D) = n \geq \rho n$, so the extractor’s query phase is guaranteed to terminate by the time it has encountered $n$ type-1 queries.

It is not difficult to see that when the simulator is in its query phase, type-1 queries make up at least a $1 - \omega$ fraction of the query space [SW08]. From Claim 6.4, type-2 queries make up at most a $\#B$ fraction of the query space, since

$$\Pr[Q \text{ is type } -2] = \Pr[q \in D \land I \notin \text{free } D]$$
$$= \Pr[q \in D | I \notin \text{free } D] \cdot \Pr[I \notin D]$$
$$\leq \Pr[q \in D | I \notin \text{free } D]$$
$$\leq 1/\#B,$$

where it is the last inequality that follows from the claim (the claim gives a condition for a single $I$ satisfying the condition $I \notin \text{free } D$; the inequality here is over all such $I$; but if the probability never exceeds $1/\#B$ for any specific $I$ then it does not exceed $1/\#B$ over a random choice of $I$, either). Here the probability expressions are all over a random choice of query $Q$, and $I$ and $q$ are the index set and vector form corresponding to the chosen query.
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Similarly, suppose that #(free D) = m. Then by Claim 6.5, type-3 queries make up at most an \( m/(n-l+1)^l \) fraction of the query space, since \( m < \rho n^l \), this fraction is at most \( (\rho n)^l/(n-l+1)^l \) [SW08].

Therefore, the fraction of the query space consisting of type-2 and type-3 queries is at most

\[
\frac{1}{\#B} + \frac{(\rho n)^l}{(n-l+1)^l} = \omega.
\]

Since query type depends on the query and not on the randomness supplied to algorithm \( B \), it follows that the fraction of query-and-randomness-tape space consisting of type-1 and type-2 queries is also at most \( \omega \). Now, algorithm \( B \) must respond correctly to an \( \epsilon \) fraction of the query-and-randomness-tape space. Even if the adversary is as unhelpful as it can be and this \( \epsilon \) fraction includes the entire \( \omega \) fraction of type-2 and type-3 queries, there remains at least an \( (\epsilon - \omega) \) fraction of the query-and-randomness-tape space to which the adversary will respond correctly and in which the query is of type 1 and thereby helpful to the extractor [SW08]. Observe that this fraction is nonempty assuming that \( \epsilon > \omega \).

Since the extractor needs at most \( n \) successful type-1 queries to complete the query phase, and it obtains a successful type-1 query from an interaction with algorithm \( B \) with probability \( O(\epsilon - \omega) \), it follows that the extractor will require at most \( O(n/(\epsilon - \omega)) \) interactions.

With \( D \) represented by a basis matrix \( A \) row-reduced echelon form, it is possible, given a query \( q \) to which the adversary has responded, to determine efficiently which type it is [SW08]. The extractor appends \( q \) to \( A \), and runs the Gaussian elimination algorithm on the new row, a process that takes \( O(n^2) \) time (more specifically, \( O(tn) \) time if \( A \) is a \( t \times n \) matrix for \( t \leq n \)). If the reduced row is not all zeros, then the query is type 1; the reduction also means that augmented matrix \( A' \) is again in row-reduced echelon form, and the steps of the reduction also give the appropriate updates to the transform matrix \( U' \). Since the reduction need only be performed for the \( \epsilon \) fraction of queries to which algorithm \( B \) correctly responds, the overall running time of the query phase is \( O((1 + \epsilon n^2)n/(\epsilon - \omega)) \) [SW08].

Once the query phase is completed, the extractor has matrices \( A, U, V \) and \( W \) such that \( VM = W \) where \( M = (m_{ij}) \) is the matrix consisting of encoded file blocks, \( A = UV \), and \( A \) is in row-reduced echelon form. Moreover, there are at least \( \rho n \) free dimensions in the subspace \( D \) spanned by \( A \) and by \( V \) [SW08]. Suppose that \( i \) is in

\footnote{Otherwise, the extractor would have ended the query phase.}
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Since $A$ is in row-reduced echelon form, there must be a row in $A$, say row $t$, that equals the $i$-th basis vector $u_i$. Multiplying both sides of $VM = W$ by $U$ on the left gives the equation $AM = UW$. For any $j$, $1 \leq j \leq s$, consider the entry at row $t$ and column $j$ in the matrix $AM$. It is equal to

$$u_i \cdot (m_{1,j}, m_{2,j}, \ldots, m_{n,j}) = m_{i,j}.$$

If the matrix product $UW$ is computed, every block of every sector for $i \in \text{free } D$ can thus be read off from it. Computing the matrix multiplication takes $O(n^2s)$ time. The extractor computes the relevant rows, outputs them, and halts.

Note that in the actual proof of retrievability with public verification systems, it does not expect the extractor algorithm to be used in the outsourced storage deployments, so issues such as efficiency of this algorithm are not very important in practice.

This completes the proof of Lemma 6.3, the second part of the security.

6.6.3 Part-Three Proof

**Theorem 6.6** Given a $\rho$ fraction of the $n$ blocks of a file $M^*$, it is possible to recover the entire original file $M$ with all but negligible probability.

**Proof.** To complete the proof of Theorem 6.6, the third part of the security, we need to use coding theory techniques referred in [AL96, Rab89, Riz97].

- For rate-$\rho$ Reed-Solomon codes this is of slight importance, since any $\rho$ fraction of encoded file blocks suffices for decoding$^2$.

**Erasure codes.** It is easier to verify that a server is storing half the blocks of a file or any other constant fraction $r$ than to verify that it is storing all the blocks of a file: probabilistic checks are unlikely to uncover a single file block’s being dropped. Therefore, before storing it on the server, it is preferred to encode an $n$-block file into a $2n$-block file or more generally $(n/r)$-block file with the encoding done in such a way that any $n$ blocks suffice for recovering the original file.

Erasure codes are the codes that provide this property [AL96, Rab89]. The parameter $r$ is called the rate. Some erasure codes are rateless in that for an

---

$^2$For more details about this claim, please refer to Appendix A of [SW08].
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$n$-block file, they allow the generation of arbitrarily many blocks, any $n$ of which suffice for decoding. Some erasure codes, called nearly-optimal, require somewhat more than $n$ blocks for decoding: $n(1 + \epsilon)$ blocks, where $\epsilon$ is a parameter; a choice of $\epsilon$ effects other code parameters.

A important property of erasure codes is the efficiency of their encoding and decoding procedures [SW08]. Ideally, one would like both procedures to have performance linear in $n$. This is especially important for our application, where $n$ can be very large. For instance, if a block is 1000 bytes and the file being stored is 1 GB, the we have $n \approx 2^{20}$. A code where encoding and decoding take $O(n^2)$ time would be extremely slow.

Another important property of erasure codes is the sort of erasure they can correct [SW08]. Ideally, it should correct against arbitrary erasures: any $n$ blocks should suffice for recovering the original file. Some codes, however, correct only against random erasures: any $n$ blocks suffice for decoding with overwhelming probability, whereas a maliciously selected $n$ block set will not suffice.

Unfortunately, no codes are known that provide linear decoding time in the presence of arbitrary erasure. Note that codes that correct random erasures only can still be made use of in private retrievability, but in this case additional secret preprocessing is required that makes public retrievability impossible.

- For rate-$\rho$ linear-time codes, the additional measures described in [SW08]$^{3}$ guarantee that the $\rho$ fraction of blocks retrieved will allow decoding with overwhelming probability. Traditional Reed-Solomon-style erasure codes can be constructed for arbitrary rates allowing recovery of the original file from any $r$ fraction of the encoded file blocks [Riz97]. The encoding and decoding procedures will take $O(n^2)$ time. The code matrix used can be made public and any user can apply the decoding procedure.

It is recommended in [SW08] to use a systematic code in which the first $m$ blocks of the encoded file are in fact the encoded file itself. This can make recovering the file from a server that is not adversarial much more efficient, as it can be achieved by simply asking for the first $m$ blocks.

$^{3}$See Appendix A.1 of [SW08] for the explicit description.
6.7 Summary

Cloud computing, grid computing and software as a service as a service are becoming increasingly popular, but there are many security and privacy problems that have not been well addressed. For example, a specific problem encountered in the context of cloud storage, where users outsource their data (or files) to untrusted cloud storage servers, is to convince the users that their data are kept intact at the storage servers. An important approach to achieve this goal is called proof of retrievability, by which a storage server can convince a user via a concise proof that its data can be recovered. However, under a special attack called related-key attack where the adversary is given the relations among the public keys of the users in an outsourcing infrastructure, for the public verification systems, the existing protocols fail to achieve the soundness property as required by the proof of retrievability systems. With this problem in mind, we come up with the notion of public verification secure against related-key attacks. After defining the security model of publicly verifiable proof of retrievability in the setting of related-key attacks, we put forward the first public verification scheme secure against related-key attacks, and prove its soundness against related-key attacks under the random oracle model.

Some results of this chapter have been published in “IET Information Security”.
Chapter 7

Conclusions

We briefly review the main contributions in this thesis.

1. Achieving security in encryption systems involving third parties. Confidentiality and anonymity under a practical scenario are emphasized in Chapter 3, where a gateway is present for checking the identity of the receiver when a sender communicates with receivers in an anonymous encryption system. To solve this problem, the notion of verifiable and anonymous encryption is put forth. A gateway-based verifiable anonymous encryption is a three-party protocol to enable an outside sender to securely and anonymously transmit a ciphertext to an inside receiver who belongs to a large group of users, taking into account the presence of an untrusted gateway. In addition to the semantic security of the plaintext, anonymity with respect to a malicious gateway and some curious receivers is also provided in the specific constructions. The first scheme is achieved in a broadcast environment, but it is ill designed and vulnerable in the real world, so another two schemes without broadcasting are given from the point of improving the security model step by step.

2. Signcryption secure against related-key attacks. In Chapter 4, the security definitions as indistinguishability, unforgeability and anonymity of signcryption [Zhe97] are considered one step further in the setting of related-key attacks. Under related-key attacks, the adversary in the security games is now allowed to obtain the outcome of the signcryption scheme under the modified private keys of both sides — the sender and the receiver. In order to design signcryption schemes secure against related-key attacks, the corresponding security notions of signcryption secure against related-key attacks are formally defined, and then assuming that the communication parties in the system are honest, a related-key attack secure signcryption scheme without considering
anonymity is proposed. Based on this scheme, anonymity is later achieved as well. After that, the requirement of trusted sender and receiver is removed, and a fully related-key attack resistant signcryption scheme is presented.

3. Related-key attack secure public-key encryption schemes. How to build public-key encryption schemes secure against related-key attacks has been systematically studied in [Wee12, BPT12], and their methods to achieve RKA security in public-key encryption are efficient and easy to perform. However, the constructions of public-key encryption with related-key attack security given in [Wee12, BPT12] are executed in the setting of single-element private keys. Due to this observation, in Chapter 5, other ways different from those described in [Wee12, BPT12] are found to make public-key encryption schemes with multi-element private keys secure against related-key attacks. The first scheme is based on the Cramer-Shoup cryptosystem [CS01], and the second and third schemes with stronger security are on the basis of the systems in [BB04] and [Kil06], respectively. They all achieve linear related-key attack security in public-key encryption with additional randomness.

4. New attacks to publicly verifiable proof of retrievability. As users using outsourcing infrastructures to preserve the data no longer physically possess the storage of their data, it is crucial for the integrity of their data to be guaranteed. Proof of retrievability (PoR) [JJ07] is a protocol from which users can verify the integrity of the data stored at the remote servers without downloading all the data. In Chapter 6, it is claimed that in most existing PoR systems, if an adversary learns the relations among the keys of the users, users’ data privacy will be in danger as the integrity of their data cannot be vouched any more. This statement is then convinced by exposing a related-key attack on the Shacham-Waters proof of retrievability scheme, where an adversary, given the relations among the keys, assures that it owns the data without storing the required data of users. Also, a straightforward and simple method is described to resist such attacks in the proof of retrievability systems.
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