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Abstract—We apply clipping to superposition coded modulation (SCM) systems to reduce the peak-to-average power ratio (PAPR) of the transmitted signal. The impact on performance is investigated by evaluating the mutual information driven by the induced peak-power-limited input signals. It is shown that the rate loss is marginal for moderate clipping thresholds if optimal encoding/decoding is used. This fact is confirmed in examples where capacity-approaching component codes are used together with the maximum a posteriori probability (MAP) detection. In order to reduce the detection complexity of SCM with a large number of layers, we develop a suboptimal soft compensation (SC) method that is combined with soft-input soft-output (SISO) decoding algorithms in an iterative manner. A variety of simulation results for additive white Gaussian noise (AWGN) and fading channels are presented. It is shown that with the proposed method, the effect of clipping can be efficiently compensated and a good tradeoff between PAPR and bit-error rate (BER) can be achieved. Comparisons with other coded modulation schemes demonstrate that SCM offers significant advantages for high-rate transmissions over fading channels.

Index Terms—Capacity, clipping, iterative decoding, peak-to-average power ratio (PAPR), soft compensation, superposition coded modulation (SCM).

I. INTRODUCTION

TRADITIONAL trellis-coded modulation (TCM) [1] is based on uniformly spaced constellations with equal probability for every signaling point. In an additive white Gaussian noise (AWGN) channel, there is an asymptotic gap of about 1.53 dB (the so-called shaping gap) between the achievable performance of TCM (and other schemes based on uniform signaling [2], [3]) and the channel capacity [4]. To narrow this gap, Gaussian signaling (that produces signals with a Gaussian distribution) can be applied using shaping techniques, e.g., by assigning nonuniform probabilities on different signaling points [4]–[8]. The resulting advantage is referred to as the shaping gain [5]. Usually, special shaping codes and algorithms are needed.

Recently, superposition coded modulation (SCM) has been studied as an alternative approach to other bandwidth-efficient coded modulation techniques [9], [10]. With SCM, several coded sequences (each referred to as a layer) are linearly superimposed before transmission. Consequently, when the number of layers is large, the transmitted signal exhibits an approximate Gaussian distribution that matches to an AWGN channel. This provides a more straightforward approach for achieving shaping gain [9], [11]. The work in [9]–[12] shows that such a concept is realizable with practical encoding and decoding methods. Simulation results show that an SCM scheme can operate within the shaping gap over AWGN channels [11], surpassing the theoretical limit of the uniform signaling based methods. (In this paper, it will be shown that SCM also provides a simple and effective means of high-rate transmission over fading channels. By using low-rate component codes, significant diversity gains can be achieved with SCM.)

SCM also finds use in many other contexts, e.g., in the achievability proof of multi-user channel capacity in [13]–[15]. In [10], SCM has also been studied for practical broadcasting channel applications, where it is shown that SCM can provide a significant gain over traditional time-division schemes. Another application is adaptive modulation through adjusting the number of layers (and so rate) according to channel condition [16]. This is more flexible than traditional approaches, such as switching among, say, TCM using 8-PSK (8-ary phase shift keying), 16-QAM (16-ary quadrature amplitude modulation), 32-QAM, etc., for channel adaptation [17]. The latter has the drawbacks of abrupt rate change and high receiver cost due to the need of many different TCM decoders. With SCM, rate change can be achieved smoothly by using a low-rate code for each layer. The receiver cost can be kept low by using the same code for all the layers and time-sharing a common decoder.

However, there is a practical concern with SCM: the Gaussian-like transmitted signal has a relatively high peak-to-average power ratio (PAPR), which may cause a problem for radio frequency amplifier efficiency [18]. The same PAPR problem also exists in other shaped coded modulation schemes [5]–[8] and orthogonal frequency-division multiplexing (OFDM) systems. For OFDM systems, a number of PAPR reduction techniques have been studied (see [18] and references therein). Among these techniques, clipping is the most straightforward but may lead to substantial degradation in the bit-error-rate (BER) performance [18]–[27], especially for high-rate applications.

In this paper, we investigate the use of clipping in SCM schemes. We show by mutual information analysis that the theoretical penalty due to clipping is marginal for practical PAPR values. (Actually, with the same PAPR, the capacity...
of clipped SCM signaling is higher than uniform signaling in low-to-medium rate region, see Fig. 4 later.) This is also verified by simulation results.

We devise a practical soft compensation method to recover the performance loss due to clipping by exploiting the characteristics of clipping noise. This method can provide (at much lower complexity) performance close to the optimal maximum a posteriori probability (MAP) method. It can be easily incorporated into the overall iterative receiver structure based on the low-cost multiuser detection principles developed in [29], [30]. A variety of numerical results for AWGN and fading channels are provided. It is shown that the proposed method can effectively recover the performance loss incurred by clipping.

We also consider the clipping issue for SCM with transform-domain transmission (e.g., OFDM). The soft compensation technique is extended to such cases and we provide performance comparisons between SCM and the well-known bit-interleaved coded modulation (BICM) scheme [31]–[36]. We show that when rate is relatively low, the two schemes have similar performance. However, as the rate increases, the advantage of SCM becomes more significant. In particular, when an underlying OFDM layer is involved, SCM can offer a better tradeoff between PAPR and BER at high rates than alternative schemes.

This paper is organized as follows: Section II introduces the basic system model. Section III contains an information-theoretic analysis of the clipping effect. Iterative decoding techniques are developed in Section IV. Section V addresses the clipping issue for SCM with transform-domain transmission. Comparisons of SCM and BICM are presented in Section VI. Finally, we summarize our main results in Section VII.

II. SYSTEM MODEL

A. Encoding

We consider a K-layer SCM system. The encoding scheme is shown in Fig. 1. A binary data sequence u is partitioned into K subsequences uk. The kth subsequence uk is encoded by a binary encoder (ENC-k) at the kth layer, resulting in a coded bit sequence ck = {ck(j)} of length 2J, where ck(j) ∈ {0, 1} and J is the frame length. The randomly interleaved version vk of ck, from interleaver-k (INTL-k), is then mapped to a quadrature phase shift keying (QPSK) sequence xk(j) = xkRe(j) + jxkIm(j), where i = √-1, the superscripts “Re” and “Im” are used to denote the real and imaginary parts of complex numbers, respectively, xkRe(j) = 1 − 2vk(2j) and xkIm(j) = 1 − 2vk(2j+1). It is clear that xkRe(j) ∈ {+1, −1} and so does xkIm(j).

The output signal at time j is a linear superposition of K independently coded symbols

\[ x(j) = \sum_{k=0}^{K-1} \beta_k x_k(j), \quad j = 0, 1, \ldots, J - 1 \]  

where \( \{\beta_k\} \) are constant weighting factors. The overall rate is \( R = 2 \sum_{k=1}^{K-1} R_k \) in bits/symbol, where \( R_k \) is the rate of the kth binary component code. The selection of \( \{\beta_k\} \) will be discussed in Section II-B.

B. Peak-to-Average Power Ratio

Let \( E[x] \) denote the mathematical expectation and \( |\cdot| \) the amplitude. The PAPR (in decibel) of x(j) is defined as

\[ \text{PAPR} = 10 \log_{10} \left( \frac{\max\{|x(j)|^2\}}{E[|x(j)|^2]} \right). \]  

We assume that all the interleaved coded bits \( \{v_k(j)\} \) are independent and identically distributed (i.i.d.) random variables with \( \Pr(v_k(j) = 0) = \Pr(v_k(j) = 1) = 1/2 \). The PAPR can be very high when K is large. For an SCM scheme with \( \{\beta_0 = \cdots = \beta_{K-1}\} \), the PAPR is K. In order to suppress PAPR, we can clip x(j) to \( \mathcal{T}(j) \) before transmission according to the following rule:

\[ \mathcal{T}(j) = \begin{cases} x(j), & |x(j)| < A \\ \text{ax}(j)/|x(j)|, & |x(j)| \geq A \end{cases} \]  

where A > 0 is the clipping threshold. We define the clipping ratio (CR, \( \gamma \)) in decibel as

\[ \gamma = 10 \log_{10} \left( \frac{A^2}{E[|x(j)|^2]} \right). \]  

The PAPR of the transmitted signal is given by \( \text{PAPR} = 10 \log_{10} \left( A^2/E[|\mathcal{T}(j)|^2] \right) \). We select A according to the desired PAPR value.

The performance of an SCM scheme can be improved by properly choosing the power allocation factors \( \{\beta_k^2\} \). In this paper, \( \{\beta_k^2\} \) are determined using the simulation-based power allocation method [11], [12] for small K and the linear programming method [29] for large K. The phase angles \( \angle{\beta_k} \) can be used to shape the signal constellations and adjust PAPR. For example, for a 4-layer SCM with \( \{\beta_k = 1, \forall k\} \),
the maximum PAPR = 6.02 dB is reached at \( \angle \beta_k = 0, \forall k \). On the other hand, if we set \( \angle \beta_k = k\pi/8, \forall k \), then the PAPR is reduced to 5.16 dB.

**C. Received Signal Model**

The clipped signal \( \tilde{x}(j) \) is then transmitted over a memoryless channel. The received signal is given by

\[
y(j) = h(j)\tilde{x}(j) + w(j), \quad j = 0, 1, \ldots, J - 1
\]

(5)

where \( h(j) \) is the channel coefficient and \( w(j) \) is a complex, zero-mean white Gaussian noise with variance \( \sigma^2 \) per dimension. The ratio of energy per bit \( (E_b) \) to the noise power spectral density \( (N_0 = 2\sigma^2) \) is given by \( E_b/N_0 = E[|\tilde{x}(j)|^2]/(2R\sigma^2) \).

When \( K \) is large, \( x(j) \) can be approximated by a Gaussian random variable from the central limit theorem. Using Price’s theorem for nonlinear systems with Gaussian inputs [28], we can model the clipping operation in (3) as a linear process

\[
\tilde{x}(j) = \alpha x(j) + d(j)
\]

(6)

where \( \alpha \) is a constant attenuation factor, and \( d(j) \) is a Gaussian-distributed distortion term with zero-mean and variance \( \sigma_d^2 \) per dimension, which is statistically uncorrelated with \( x(j) \). In general, \( \alpha \) and \( \sigma_d^2 \) depend on \( \gamma \) and the statistics of \( x(j) \), and can be calculated as [20], [25]

\[
\alpha = \frac{E[|x(j)|^2]}{E[|\tilde{x}(j)|^2]}
\]

(7)

\[
\sigma_d^2 = \frac{E[|\tilde{x}(j)|^2] - \alpha^2 E[|x(j)|^2]}{2}
\]

(8)
where $\ast$ denotes complex conjugate. Then the received signal can be alternatively written as

$$y(j) = oh(j)x(j) + h(j)d(j) + w(j),$$  

(9)

The above modeling will be used in Section IV-E.

III. EFFECT OF CLIPPING ON THE ACHIEVABLE RATES

We now investigate the impact of clipping on the performance limits of SCM systems. Consider a memoryless channel characterized by $Y = HX + W$, where $H$, $X$ and $W$ are, respectively, the channel coefficient, transmitted signal and AWGN. Assume that the receiver has perfect knowledge of $H$. Then for a given distribution of $X$, the capacity is quantified by the average mutual information [13]

$$C = \mathbb{E}_H \left[ I(X; Y | H) \right] = \mathbb{E}_H \left[ -\mathbb{E}_Y [\log(p(Y | H))] - \log(2\pi e\sigma^2) \right]$$  

(10)

where $\mathbb{E}_H[\cdot]$ and $\mathbb{E}_Y[\cdot]$ denote expectation with respect to $H$ and $Y$, respectively. We can apply numerical methods to evaluate $C$. We examine the cases of continuous and discrete $X$ separately below.

A. Continuous Input Signal

We first consider $X$ as a clipped version of a complex, Gaussian random variable with zero mean and variance $1/2$ per dimension. The clipping rule given by (3) is used. The probability density function of $X$ is given by

$$p(x) = \begin{cases} \frac{\exp(-|x|^2/\pi)}{2\pi A}, & |x| < A \\ \delta(|x| - A) / (2\pi A), & |x| = A \end{cases}$$  

(11)

where $\delta(\cdot)$ is the Dirac delta function.

The numerical results based on (10) for the clipped Gaussian signaling and the Shannon limit are shown in Fig. 2. We set $\gamma = 3$ and 2 dB, and the resultant PAPR is 3.64 and 3 dB, respectively. The performance of the clipped Gaussian signaling is close to the Shannon limit if optimal decoding is used. We have also included in Fig. 2 the results (marked by “EAWGN”) for a suboptimal strategy [20] based on (9), in which the clipping distortion $d(j)$ is approximated by an equivalent AWGN. It is seen from Fig. 2 that this suboptimal approach leads to significant performance loss. This motivates us to develop improved techniques.

B. Discrete Input Signal

Next we examine the SCM systems where $X$ is a discrete variable. For the $K$-layer scheme described in Fig. 1, the input signal before clipping is the summation of $K$ complex random variables. When $K$ is large, the distribution of the unclipped signal is approximately complex Gaussian. Hence, the above analysis on clipped Gaussian signaling can provide insights into such cases.

We now focus on the impact of clipping on SCM schemes with a small-to-medium $K$. We take a five-layer scheme as an example. It employs a nonequispaced $4^5 = 1024$-ary signal constellation that is fully determined by $\{\beta_k\}$, as depicted in Fig. 3. The related PAPR without clipping is 5.39 dB. We set $\gamma = 3.5$ dB, and the resultant PAPR is 3.68 dB. The capacities achieved over AWGN and Rayleigh fading channels are shown in Fig. 4. The performance of the conventional 1024-QAM signaling (PAPR $\approx 4.5$ dB) and the Shannon limit are also included for comparison. From Fig. 4, we can make the following observations:

- Without clipping, the differences between the SCM capacity, 1024-QAM capacity and Shannon limit are not significant for low-to-medium rates (e.g., up to about 9 bits/symbol). The SCM capacity is also higher than the 1024-QAM capacity for the most part in this region. For a target rate of 5 bits/symbol, the difference between the required $E_b/N_0$ of SCM and the Shannon limit is only 0.21 dB for AWGN channels, representing a shaping gain of about 0.7 dB over the 1024-QAM signaling.

- Although clipping degrades the achievable rate, the effect is not serious if optimal decoding is applied. We see that in AWGN channels, at a rate of 5 bits/symbol, about 0.2 dB loss in $E_b/N_0$ is introduced by clipping at PAPR $= 3.68$ dB. The clipped SCM, when compared with the conventional 1024-QAM, has lower PAPR but higher capacity in the vicinity of 5 bits/symbol. This reveals that the clipped SCM scheme can provide a good trade-off between PAPR and achievable rate.

IV. ITERATIVE DECODING

Now we turn our attention to practical SCM systems. For simplicity, we only discuss AWGN channels with $h(j) = 1$, $\forall j$, and assume that the weighting factors $\{\beta_k\}$ are real numbers. The discussions below can be easily extended to more general cases.

In Section III-A, we have shown that, from the point of view of capacity, the performance penalty incurred by clipping is not severe for a reasonable clipping ratio. But, as seen from the “EAWGN” curves in Fig. 2, clipping can cause serious problems if treated improperly.

The following observations suggest a possible approach to this issue.

- If $|y(j)|$, the amplitude of the received signal, is large, then the clipping probability (i.e., the probability of $x(j)$ being clipped) is high.

1 In this paper, a “conventional QAM” constellation represents a square QAM constellation in which signal points are equispaced and utilized with equal probabilities [5].
If $|y(j)|$ is small, then the clipping probability is small. We may exploit these facts to compensate for the clipping effect. This is the underlying rationale for the soft compensation method presented here.

A. Overall Iterative Detection Principle

We first outline the basic receiver structure. SCM systems can be treated as perfectly coordinated multiple-access systems by viewing one layer as one user. Hence, multiuser detection principles can be applied. Specifically, due to the similarity between the SCM systems and the interleave-division multiple-access systems, we employ a suboptimal iterative receiver similar to that in [29] and [30].

As illustrated in Fig. 5, the receiver consists of one elementary signal estimator (ESE) and $K$ soft-input soft-output (SISO) decoders (DECs). They are connected by the INTLs and DEINTLs (deinterleavers), operating iteratively. The messages passing between the ESE and the DEC are the so-called extrinsic information values. The turbo-type iterative process basically follows the discussion in [11] and [29] with the ESE outputs used as the DEC inputs and vice versa. We will not discuss the DEC function in detail since it only involves standard a posteriori probability (APP) decoding. We will focus on the ESE that handles the interlayer interference, as well as the clipping distortion.

B. Optimal Realization of the ESE

The function of the ESE is to estimate the transmitted signals $\{x_k(j)\}$ ignoring the coding constraint (i.e., as if $\{x_k(j)\}$ is an
uncoded sequence). The optimal MAP principle can be applied here to compute the following log-likelihood ratio (LLR) for the coded bit \( x_k^R(j) \) (we handle \( x_k^M(j) \) in a similar way)

\[
\text{e}_{\text{ESE}}(x_k^R(j)) = \ln \left( \frac{\Pr(x_k^R(j) = +1 | y(j))}{\Pr(x_k^R(j) = -1 | y(j))} \right) - c_a(x_k^R(j))
\]

(12)

where \( c_a(x) = \ln (\Pr(x = +1)/\Pr(x = -1)) \) is the a priori LLR for \( x \). During iterative decoding, \( c_a(x) \) is approximated by the feedback LLRs from the DECs. See Fig. 5 and [29]. Given the signal constellation (e.g., Fig. 3) at the transmitter, (12) can be evaluated following the standard procedure [33], [37]. The related complexity is proportional to the constellation size.

The constellation size of the SCM (with and without clipping) grows exponentially with the number of layers \( K \), which can be a serious concern for large \( K \). In the following, we present several suboptimal, low-cost alternatives.

C. Suboptimal Realization of the ESE Based on Gaussian Approximation

We first consider unclipped SCM. The following Gaussian approximation (GA) detector forms the basis for all the suboptimal methods discussed in this section. Let us concentrate on layer-\( k \). Rewrite (5) as

\[
y(j) = x(j) + w(j) = \beta_k x_k(j) + \zeta_k(j)
\]

(13)

where

\[
\zeta_k(j) = \sum_{k' \neq k} \beta_{k'} x_{k'}(j) + w(j)
\]

(14)

represents the interference-plus-noise with respect to \( x_k(j) \). We approximate \( \zeta_k(j) \) by an additive complex Gaussian variable. Then we can compute the extrinsic LLRs by (15) below (with much lower complexity than the optimal MAP method)

\[
\text{e}_{\text{ESE}}(x_k^R(j)) = \ln \left( \frac{(2\pi V[c_k^R(j)])^{-1/2}}{\exp \left\{ -\frac{(y_k^R(j)-\beta_k E[c_k^R(j)])^2}{2V[c_k^R(j)]} \right\}} \right) + \frac{E[c_k^R(j)]}{V[c_k^R(j)]}
\]

(15)

where \( V[\cdot] \) denotes the variance function and we have assumed that \( \{\beta_k\} \) are real numbers. The computational details for \( E[c_k^R(j)] \) and \( V[c_k^R(j)] \), as well as the treatments for complex \( \{\beta_k\} \), are given in Appendix.

D. SNR Evolution

The following signal-to-noise ratio (SNR) evolution technique [29] can be used to evaluate the performance of the GA detector. It also provides insight into the convergence properties of the iterative decoding. Denote by \( \text{SNR}_k^Q(k = 0, 1, \ldots, K-1) \) and \( \psi_k^Q(k = 0, 1, \ldots, K-1) \), respectively the average SNR contained in the ESE outputs and the average variance at the output of the DECs, both in the \( q \)th iteration. Let \( Q \) be the number of iterations between the ESE and the DECs. It can be shown that, during the iterative process, these two groups of quantities determine each other recursively as follows.

Initialization: Set \( \{\psi_k^Q = 1, k = 0, 1, \ldots, K-1\} \)

Recursion: For \( q = 1, 2, \ldots, Q, \) compute

\[
\text{SNR}_k^Q = \frac{\beta_k^2}{\sum_{k' \neq k} \beta_{k'}^2 e_k^{(q-1)} + \sigma^2}, \quad k = 0, 1, \ldots, K-1
\]

(16)

\[
\psi_k^Q = f_k(\text{SNR}_k^Q), \quad k = 0, 1, \ldots, K-1.
\]

(17)

An intuitive explanation of (16) is that \( |\beta_k|^2 \) and \( \sum_{k' \neq k} |\beta_{k'}|^2 \psi_k^{Q-1} + \sigma^2 \), respectively, represents the received power and uncertainty with respect to the \( k \)th layer. The uncertainty is caused by the joint effect of the interfering signals from other layers and the channel noise, with the contribution from the \( k \)th layer measured by the variance at the output of DEC-\( k \) scaled by a power factor \( |\beta_k|^2 \). The function \( f_k(\cdot) \) in (17) characterizes the DEC operation and can be obtained using the Monte Carlo method (similar to the treatment of an extrinsic information transfer (EXIT) function [38]).

We also define the BER performance of DEC-\( k \) as a function of \( \text{SNR}_k^Q \) as

\[
\text{BER}_k = g_k(\text{SNR}_k^Q).
\]

(18)

The BER performance can be estimated by substituting \( \text{SNR}_k^Q \) from the final step in (16) into \( g_k(\cdot) \). We show later that this semi-analytic SNR evolution technique provides a fast and reasonably accurate way to predict the performance of the GA detection procedure outlined above. Furthermore, this technique can be used to optimize the weighting factors \( \{\beta_k\} \) following the procedures developed in [29].

E. Modified GA Method (MGA)

We now proceed to consider clipped SCM systems. In this case, the basic GA method in Section IV-C deteriorates if the clipping distortion is ignored. Based on the approximation in (9), an improved method is to treat the clipping distortion \( d(j) \) as an equivalent AWGN. Again, we focus on layer-\( k \). Rewrite (9) as

\[
y(j) = \alpha \beta_k x_k(j) + \zeta_k(j)
\]

(19)
with
\[ \tilde{\zeta}(j) = \alpha \sum_{k \neq k'} \beta_{kj} x_{k'}(j) + d(j) + w(j). \] (20)

Now the GA method can be applied. The performance of this modified GA (MGA) method is still not satisfactory, but it can be used in the initial stage for our simulation results presented below, because it can start without accurate feedback information.

\section*{F. Soft Compensation}

Next, we derive a soft compensation (SC) technique that uses a joint process to treat the interlayer interference and clipping noise. We rewrite (5) as
\[ y(j) = x(j) + u(j) + z(j) = \beta_{kj} x_k(j) + \zeta_k(j) + z(j) \] (21)
where \( \zeta_k(j) \) is given by (14) and \( z(j) = \pi(j) - x(j) \) represents the clipping noise. Consider the detection of \( x_k(j) \) based on (21). We propose the following suboptimal SC method which has complexity only slightly higher than the GA method. We again approximate \( \zeta_k(j) + z(j) \) by an additive complex Gaussian variable. It is important to note that here the statistics of \( \zeta_k(j) + z(j) \) are different for different hypotheses on \( x_k(j) \), since the clipping effect depends on the hypothesis. For simplicity, we omit the time index \( n \) from now on and rewrite (21) as \( y = \beta_{kj} x_k + \zeta_k + z \), and introduce the following notations.
\begin{itemize}
  \item \( E^+ \) and \( E^- \) are, respectively, the means of \( \zeta_k^+ + z^+ \) under the hypothesis \( x_k^+ = +1 \) and \( -1 \).
  \item \( V^+ \) and \( V^- \) are, respectively, the variances of \( \zeta_k^+ + z^+ \) under the hypothesis \( x_k^+ = +1 \) and \( -1 \).
\end{itemize}

Similar to (15), we have
\[ \begin{align*}
  \text{SEE}(x_k^+) &= \ln \left( \frac{(2\pi V^+)^{-1/2} \exp \left\{ -\frac{(y^+ - \beta_k E^+)^2}{2V^+} \right\} }{(2\pi V^-)^{-1/2} \exp \left\{ -\frac{(y^- + \beta_k E^-)^2}{2V^-} \right\} } \right) \\
  &= -\frac{1}{2} \ln \left( \frac{V^+}{V^-} \right) + \frac{(y^+ - \beta_k - E^+)^2}{2V^+} + \frac{(y^- + \beta_k - E^-)^2}{2V^-}.
\end{align*} \] (22)

The conditional means \( E^\pm \) and variances \( V^\pm \) in (22) can be estimated using the method in Section IV-G. Notice that (22) is only slightly more complicated than (15).

\section*{G. Efficient Techniques to Evaluate the Conditional Means and Variances}

We approximately treat \( \zeta_k \) and \( z \) in (21) as independent variables. Since \( \zeta_k \) is exactly the same as that in (14), the key is to find the statistics of \( z \). From (3), \( z \) is given by
\[ z = \begin{cases} 
  0, & |x| < A \\
  Ax/|x| - x, & |x| \geq A.
\end{cases} \] (23)

If the conditional probability density function \( p(x|x_k^+ = \pm 1) \) is available, then \( E^\pm \) and \( V^\pm \) can be evaluated using numerical integration. However, this is difficult in practice due to the excessive computational cost. We propose the following suboptimal strategy based on Gaussian approximation. For clarity, we will omit the superscripts \( ^\pm \) and the method below is applied to both the hypotheses \( x_k^+ = +1 \) and \( -1 \). Let \( C[x] \) be the covariance matrix of \( x \), as defined in Appendix. From (21), we can express \( x \) as
\[ x = \zeta_k - w + \beta_k x_k. \] (24)

Then \( \mu \equiv E[x] \) and \( V \equiv C[x] \) can be obtained from (24), if \( E[x_k] \) and \( C[x_k] \) are given and \( E[\zeta_k] \) and \( C[\zeta_k] \) are available. We now treat \( x \) as a complex Gaussian random variable. Then \( E[x] \) and \( C[x] \) are fully determined by \( (\mu, V) \) from (23). We denote these relationships using the two functions below:
\[ \begin{align*}
  E[x] &= \phi(\mu, V) \quad (25a) \\
  C[x] &= \varphi(\mu, V). \quad (25b)
\end{align*} \]

In general, the functions in (25) can be generated numerically using the Monte Carlo method. We can create two look-up tables to characterize them. Assuming that these two tables are available, then the SC cost is only slightly higher than the GA method in Section IV-C.

Since \( (\mu, V) \) involves five parameters, we need two five-dimensional (5-D) tables. We now consider an approximate technique to reduce memory cost using
\[ V \approx v I \] (26)
where \( v = (V[x_k^+] + V[x_k^m])/2 \) and \( I \) denotes the \( 2 \times 2 \) identity matrix. This is to approximately characterize \( x \) using a symmetric complex Gaussian distribution \( C \mathcal{N}(\mu, v I) \). Now there are only three parameters involved. Furthermore, it is easily shown that
\[ \begin{align*}
  \phi(\mu, v I) &= \frac{\mu}{|v|} \phi(\mu/v, v I) \quad (27a) \\
  \varphi(\mu, v I) &= \Psi \varphi(\mu/v, v I) \quad (27b)
\end{align*} \]

where
\[ \Psi = \frac{1}{|v|} \left[ \mu_{Re} m_{Im} - \mu_{Im} m_{Re} \right]. \] (28)

Therefore we only need two two-dimensional (2-D) tables to characterize \( \phi(\mu/v, v I) \) and \( \varphi(\mu/v, v I) \) and then use (27) to find \( \phi(\mu, v I) \) and \( \varphi(\mu, v I) \) for the SC method.

The SC method is essentially a turbo-type clipping noise cancellation technique based on the extrinsic information produced by the SISO decoders. This distinguishes it from the decision-aided clipping noise cancellation techniques in [25], [27] and the signal reconstruction techniques in [24], [26].

\section*{H. Examples}

We now provide several examples of clipped SCM schemes. We will always assume that the interleavers are randomly generated. We observe that the MGA method based on the approxima-
tion in (9) (see Section IV-E) provides improved performance at the starting stage of the iterative process. In this case, the feedback is not reliable and the SC method (see Section IV-F) is not effective. However, after a few iterations, the feedback from the DECs becomes reliable and the SC method becomes more effective. In the following, we adopt a hybrid strategy in which the MGA method is executed for $Q_M$ iterations, followed by the SC procedure for $Q_S$ iterations. The values of $Q_M$ and $Q_S$ are tabulated in Table II are compared.

<table>
<thead>
<tr>
<th>$K$</th>
<th>$R$</th>
<th>${\gamma_k}$</th>
<th>${\bar{\gamma}_k}$</th>
<th>PAPR (dB)</th>
</tr>
</thead>
<tbody>
<tr>
<td>4</td>
<td>4</td>
<td>1, 1.4523, 2.1086, 3.0626</td>
<td>$k\pi/8, \forall k$</td>
<td>4.74</td>
</tr>
<tr>
<td>5</td>
<td>5</td>
<td>1, 1.4565, 2.1218, 3.0912, 4.5031</td>
<td>$k\pi/10, \forall k$</td>
<td>5.39</td>
</tr>
</tbody>
</table>

1) AWGN Channels: We first consider AWGN channels. The rate-1/2 doped code introduced in [39] is chosen as the component code for each layer. We set $K = 4$ and 5. The parameters and the PAPR without clipping are given in Table I. Clipping with $\gamma = 3.5$ dB is applied to both systems to reduce the PAPR to about 3.68 dB. (Note that the conventional 64-QAM signaling has the same PAPR of 3.68 dB.) The maximum number of iterations in the component DECs [39] is set to 200, and the maximum number of iterations between the DECs and the ESE is set to 6. The entropy-based stopping criterion introduced in [11] is used to terminate the iterations.

The simulated BER performance with different detection methods is shown in Fig. 6(a) and (b) respectively for $K = 4$ and 5. For comparison, the Shannon limit, the 1024-QAM capacity, and the capacity limits of the related SCM signaling are also included.

We can see that when clipping is not used, the GA method and the optimal MAP method perform similarly, and the achieved performance is quite close to the channel capacity. At BER of $10^{-5}$, the difference between the required $E_b/N_0$ and the Shannon limit is only 0.9 and 1.2 dB for $R = 4$ and 5 bits/symbol, respectively.2 Also, we can see that the results predicted by SNR evolution are in good agreement with the simulation results.

On the other hand, from Fig. 6, the SCM performance deteriorates when clipping is used. With the optimal MAP detection, the loss is within 0.2 dB (at BER = $10^{-5}$) for the two examples. This is roughly in line with the loss in capacity due to clipping.

For the suboptimal GA and MGA methods, the performance loss in comparison with the unclipped performance increases significantly, with the MGA method performing better. Using the SC method, however, the differences in performance are reduced to about 0.3 and 0.5 dB for $K = 4$ and 5, respectively. This implies that the SC method can recover most of the performance loss due to clipping and hence provide an efficient solution.

The performance loss of the SC method due to the approximation in (26) is also shown in Fig. 6. Each dimension is quantized to 20 levels. We can see that the difference between the

2For comparison, the best simulation results (to the authors’ knowledge) based on trellis shaping and equspaced QAM constellations for both $R = 4$ and 5 bits/symbol are about 0.8 dB away from the channel capacity, as reported in [7], [8]. However, the associated PAPRs in [7], [8] are relatively high (7.26 and 8.93 dB for $R = 4$ and 5 bits/symbol, respectively).

5-D and 2-D methods is marginal (within 0.1 dB). For the latter, two small tables of size $20 \times 20$ are used for $\phi(\cdot, \cdot)$ and $\bar{\phi}(\cdot, \cdot)$.

Based on the above observations, we only consider the suboptimal detection methods and use 2D tables for SC in the rest of this paper.

2) Fading Channels: Next we consider SCM over fully interleaved Rayleigh fading channels. The detection methods in Sections IV-A–G can be easily extended here. For simplicity, we only consider real $\{\bar{\gamma}_k\}$, and the component code is realized by the serial concatenation of a rate-1/2 nonsystematic convolutional code with generator polynomials $(23, 35)_8$ and a length-$S$ repetition code. The repetition coding is introduced here to average out the fading effect. We fix the total rate $R = 2$ bits/symbol (i.e., $K = 2S$) and the frame length $J = 2048$. Three schemes with different $S$ as tabulated in Table II are compared.

From Fig. 7, we can see that the SCM performance in fading channels can be significantly improved by introducing repetition coding. A gain of about 2.8 dB at BER = $10^{-5}$ can be achieved by increasing $S$ from 1 to 4. Note that the receiver cost increases slightly with $S$, which can be seen as follows,

- The normalized cost (per information bit) of a convolutional decoder is independent of $S$.
- The cost related to the repetition code is negligible [29].
- The ESE cost grows linearly with $S$.
- The dominant factors of the receiver cost are usually related to the convolutional decoders.

In Fig. 7, the results are also shown for the clipped schemes with $S = 4$ and 8 at a PAPR of 2.96 dB, the same as that of the unclipped scheme with $S = 1$. (The clipping ratios are $\gamma = 2.1$ and 2.02 dB, respectively, for $S = 4$ and 8.) In order to reduce the SC cost, we have adopted the following two strategies with marginal performance loss. First, since the number of layers is large, we assume that different hypotheses of the bit to be estimated (e.g., $x_k^{E_k} = +1$ or $-1$) have negligible effect on the estimation of clipping noise. Thus, we use extrinsic information only in evaluating (25). Secondly, we update the soft estimation of clipping noise only when all the extrinsic information from the DECs is renewed.

It is seen that the SC technique can reduce the error floor. The clipped schemes with SC outperform the unclipped scheme with $S = 1$ by about 2 dB at BER = $10^{-5}$. Note that with $S = 8$, a large portion of the transmitted symbols are clipped and the PAPR is reduced by about 9 dB, but the performance loss is within 1 dB. This demonstrates that the SC technique can work effectively for deep clipping.

V. SUPERPOSITION CODED MODULATION WITH TRANSFORM-DOMAIN TRANSMISSION

Define the output signal vector of an SCM encoder as

$$x = [x(0), x(1), \ldots, x(J-1)]$$

(29)

where $x(j)$, $j = 0, 1, \ldots, J - 1$, is the coded symbol given by (1). We now consider the PAPR issue for $X = [X(0), X(1), \ldots, X(J-1)] = F(x)$, where $F(\cdot)$ is a linear transform function with inverse $F^{-1}(\cdot)$. The problem arises, e.g., when the SCM signal is transmitted using an
OFDM scheme where $F(\cdot)$ represents the inverse discrete Fourier transform (IDFT).

The transmitted signal is obtained by clipping $X(m), m = 0, 1, \ldots, J - 1$, to

\[
\hat{X}(m) = \begin{cases} X(m), & |X(m)| < A \\ \frac{X(m)}{|X(m)|}X(m), & |X(m)| \geq A. \end{cases}
\]  (30)

Let $Z(m) = \hat{X}(m) - X(m), m = 0, 1, \ldots, J - 1$, and

\[
z = [z(0), z(1), \ldots, z(J - 1)] = \Gamma^{-1}(Z)
\]  (31)

where $Z$ is defined similarly to (29). The received signal is first transformed back (using $\Gamma^{-1}(\cdot)$) to the original domain, resulting in

\[
y(j) = x(j) + w(j) + z(j), \quad j = 0, 1, \ldots, J - 1
\]  (32)

where $\{w(j)\}$ is the transform of the channel noise. Note that the counterparts of (30)–(32) in the original clipping system are (3), (23) and (21), respectively.

Eqs. (32) and (21) appear the same, but there is a subtle difference. In (21), $z(j)$ is correlated with $x(j)$ since a larger amplitude of $x(j)$ implies a larger clipping probability. On the other hand, in (32), $z(j)$ is the weighted sum of $J$ clipping noise samples (see (31)) and is approximately independent of $x(j)$. Therefore, we will ignore the impact of the hypothesis
of \{x_k(j)\} in estimating clipping noise. We approximate \(z(j)\) by an additive Gaussian random variable that can be treated together with \(\nu(j)\) provided that \(E[z(j)]\) and \(C[z(j)]\) are known. The detection rule in (15) (instead of (22), since the influence of the hypothesis is ignored) can then be applied. We adopt the following steps to estimate \(\{E[z(j)]\}\) and \(\{C[z(j)]\}\).

1. Estimate \(\{E[X(m)]\}\) and \(\{C[X(m)]\}\) from \(\{E[x(j)]\}\) and \(\{C[x(j)]\}\).
2. Find \(\{E[Z(m)]\}\) and \(\{C[Z(m)]\}\) using the look-up table method in Section IV.
3. Generate \(\{E[z(j)]\}\) and \(\{C[z(j)]\}\) from the statistics of \(\{Z(m)\}\).

Here, \(\{E[x(j)]\}\) and \(\{C[x(j)]\}\) are computed using the feedbacks from the DEC's as in Appendix A. Steps 1 and 3 can be performed based on \(X = F(x)\) and \(z = F^{-1}(Z)\).

Note that with OFDM (a typical transform-domain transmission technique), other coded modulation methods also suffer from the PAPR problem. The SCM has a significant advantage in this case, since the SC method can be efficiently applied to SCM to alleviate the clipping effect. For other coded modulation techniques, compensation methods are not so effective [26].

VI. COMPARISON WITH BICM

It is interesting to compare SCM with other alternative coded modulation schemes. In the following, we will focus on comparison with BICM [31]–[36] that has attracted much attention recently for its performance advantages in fading channels.

SCM and BICM are closely related. Denote \(\psi(j) = \{\nu_0(j), \nu_1(j), \ldots, \nu_{M-1}(j)\}\) where \(\nu_m(j) \in \{0, 1\}\) is the \(m\)th coded bit carried by \(x(j)\). With BICM, the transmitted signal \(x(j)\) is generated using, instead of (1), a more general mapping rule:

\[x(j) = \mu(\psi(j)).\]  

The image of \(\mu(\cdot)\) is usually a \(2^M\)-ary constellation of uniformly distributed signaling points, but the principle can be generalized to nonuniform constellations. With this view, some comments are in order.

- SCM is a special case of BICM since (1) is a special case of (33). As such, SCM may not outperform optimized BICM.
- The SCM in Fig. 1 involves multiple encoders while a BICM scheme usually involves only one overall encoder. We have observed that the performance of SCM with multiple encoders is better than that of SCM with a single encoder. (For the latter case, the signals in \(K\) layers are generated by interleaving and segmenting the outputs of a single encoder.)
- For very long codes in AWGN channels, SCM is as good as BICM, since SCM can achieve near-capacity performance (see Fig. 6). Later, in Fig. 8, we will show that for short codes, BICM does have advantages in certain cases.
- With QPSK modulation at each layer, SCM optimization only involves \(K = M/2\) weighting factors \(\{\beta_k\}\) (see Section II and [12]). BICM optimization is a much more complicated issue involving \(2^M\) constellation points [34].
- The detection complexity for SCM is \(O(M)\) while that for BICM is \(O(2^M)\). Therefore SCM has a complexity advantage for large \(M\).
- As demonstrated in Fig. 7, given a target rate, we can achieve diversity gain in SCM by decreasing the rate of each layer (and increasing \(K\) accordingly). The design and detection complexities of SCM grow linearly with \(K\). For BICM, we can increase diversity gain by using larger constellations or rotating the signal constellations [35] but the design and detection complexities of these methods increase very quickly.
- As explained below, both SCM and BICM suffer from the high PAPR problem when OFDM is involved. We show that SCM is more robust to clipping effect compared to BICM.

![Fig. 7. Performance of SCM at R = 2 bits/symbol over fully interleaved Rayleigh fading channels. J = 2048. The number of iterations is 10. For the clipped cases with SC, we set Q_M = 6, and Q_S = 4.](image-url)
In the following, we present several comparison examples based on turbo and convolutional codes.

A. Comparison in AWGN Channels

We first compare SCM and BICM over AWGN channels. We consider $R = 2$ bits/symbol. The rate-1/2 turbo code [41] $(23,35)_8$ is employed in both schemes. For the SCM, we set $K = 2$, $\{\beta_k\} = \{1,1,5,1\}$; PAPR $= 2.83$ dB; the number of iterations is 9 in the DEC and 2 between the DECs and the ESE. For the BICM, the Gray mapping is applied to the 16-QAM constellation; $^3$ PAPR $= 2.55$ dB; the number of iterations in the DEC is 18. The two schemes have nearly the same complexity. Clipping is not considered here since the PAPRs are not significant.

The performance with $J = 2048$ and 32768 is shown in Fig. 8. The BICM performance is better when $J$ is small while the SCM performance surpasses that of BICM for a large $J$. (Similar observations have been made for convolutional codes and QAM constellations [34].) One reason for this is that the suboptimal GA detection is used in SCM while the optimal MAP demapping is used in BICM. Another reason is that the interleaver length for SCM is only $1/K$ of that of BICM at fixed $J$, which affects interleaving gain [40]. (However, when $J$ is large, the impact of interleaver length becomes less significant.)

B. Comparison in Fading Channels

Fig. 9 compares SCM with BICM over fading channels at rates $R = 2, 3$ and 5 bits/symbol. The same component code with $S = 4$ as that in Fig. 7 is again used here for SCM. For comparison, three BICM schemes with iterative decoding (BICM-ID) reported in [33], [34] and [36] are also simulated.

For BICM-ID, the $(23,35)_8$ convolutional code is directly used for $R = 2$, and punctured to rate 3/4 and 5/6 (using the optimal puncture patterns in [42]) for $R = 3$ and 5, respectively. The related parameters, including signaling schemes and PAPRs without clipping, are given in Table III, where SP denotes the set-partitioning mapping [1] and MSP the modified SP mapping [33]. Clipping (with $\gamma = 3$ dB, PAPR $\approx 3.55$ dB) is applied to SCM, but not used for BICM-ID since the related PAPRs are small.

From Fig. 9, we can see that at $R = 2$, BICM-ID exhibits better performance and lower PAPR (2.55 dB). For higher rates, clipped SCM is inferior to BICM-ID at low SNRs. However, SCM provides a lower error floor at high SNRs, since it can achieve higher diversity gains with low-rate component codes. Here we would like to point out that the performance provided in Fig. 9 are based on the best schemes known to us, although it may be possible to improve the BICM-ID performance through further optimization.

With real $\{\beta_k\}$ and the GA method, the detection complexity of SCM is about 6 real multiplications, 6 real additions, and a tanh($\cdot$) operation per coded bit [29]. As a comparison, in BICM-ID schemes employing $2^M$-ary constellations and the log-MAP demapping [33], the demapping complexity is about $2^M$ comparisons, $3 \times 2^M$ real additions and $2^M$ table look-ups per coded bit, which can be very high when $M$ is large (e.g., $M = 6$ for the 64-QAM signaling). We can show that, taking into account the APP decoding cost and the numbers of iterations needed, the overall complexities of the two schemes are comparable.

C. Comparison in Channels Involving OFDM Modulation

Finally, we briefly discuss the channels with OFDM modulation. Both SCM and BICM suffer from the high PAPR problem in this case. We apply clipping with $\gamma = 3$ dB to the two
schemes and compare their performance.\(^4\) The frame length \(J\) is set to 2048 and the number of subcarriers \(N\) is set to 256. (This means that each frame contains \(J/N = 8\) OFDM blocks.) For simplicity, the channel gains over subcarriers are assumed to be independent, Rayleigh-distributed [20]. The coding schemes are the same as those in Fig. 9. The operations related to the cyclic prefix of OFDM are ignored in our simulations.

We observe that the soft compensation strategy is not effective for BICM-ID with the SP and MSP mappings. A similar observation is made in [26] and an explanation is provided there for this observation using the EXIT chart technique. On the other hand, compensation techniques are more effective for BICM with Gray mapping, but the resultant performance is still not satisfactory. Based on this, we adopt the signal model given by (9) and treat the clipping distortion as an equivalent AWGN for clipped BICM-ID. The results are compared with SCM applying SC in Fig. 10. For reference, we have also included in Fig. 10 the results for Gray-mapped BICM with clipping (\(\gamma = 3\) dB) and SC.

It is seen that in general, SCM provides the best solution for clipped systems. The difference becomes significant when rate is high (\(R = 3\) and 5). Notice the serious performance degradation of BICM-ID with clipping at \(R = 5\). At this rate, the channel noise level is very low (due to high working SNR) and, consequently, clipping distortion becomes a dominating problem. Clearly, considering the PAPR problem, SCM provides a better choice than BICM-ID in high-rate OFDM applications.

### VII. Conclusion

We have investigated a peak-power-limited SCM system based on clipping. By evaluating the mutual information achieved with the clipped input signal, we have shown that significant shaping gains can be achieved with reasonable clipping thresholds. To combat the clipping effect for practically coded systems, we have derived an efficient iterative soft compensation method. Simulation results show that a good tradeoff between PAPR and BER can be achieved with the proposed method. We have also compared SCM with BICM over various types of channels. It has been shown that, compared to BICM, SCM provides a simpler and more efficient means of achieving diversity gains for high-rate applications, especially when OFDM modulation with clipping is applied.

---

\(^4\) In this paper, we only consider Nyquist-rate-sampled systems. The oversampled OFDM system [19]–[21] is a more complicated issue and we are currently conducting a comprehensive study on the application of SCM in such systems.
APPENDIX

THE GA METHOD FOR SCM WITH COMPLEX WEIGHTING FACTORS

In this appendix, we extend the Gaussian approximation (GA) detection method to SCM with complex weighting factors \( \{\beta_k\} \) and analyze the complexity. The statistics \( E[\zeta_k(j)] \) and \( V[\zeta_k(j)] \) in (15) (for the case of real \( \{\beta_k\} \)) can also be evaluated by the methods below. When \( \{\beta_k\} \) are complex, we first generate

\[
\hat{g}(j) = \frac{\beta_k}{|\beta_k|} g(j) = |\beta_k| x_k(j) + \zeta_k(j)
\]

(34)

where \( \zeta_k(j) = \frac{\beta_k}{|\beta_k|} \eta_k(j) \) with \( \eta_k(j) \) given by (14). We approximate \( \zeta_k(j) \) by a complex, Gaussian random variable. Referring to (15), we can see that the key to estimate \( x_k^{Re}(j) \) is to find \( E[\zeta_k^{Re}(j)] \) and \( V[\zeta_k^{Re}(j)] \). First, a definition. Let \( x \) be a complex random variable and \( E[x] \) be its mean. Define the covariance matrix of \( x \) as

\[
C[x] = \begin{bmatrix}
V[x^{Re}, x^{Re}] & C[x^{Re}, x^{Im}]
C[x^{Im}, x^{Re}] & V[x^{Im}]
\end{bmatrix}
\]

(35)

where \( C[x^{Re}, x^{Im}] = E[x^{Re} x^{Im}] - E[x^{Re}] E[x^{Im}] \). Following [29], \( E[x_k(j)] \) and \( C[x_k(j)] \) can be estimated as

\[
E[x_k(j)] = \tanh \left( \frac{e_{DEC}(x_k^{Re}(j))}{2} \right)
+ i \tanh \left( \frac{e_{DEC}(x_k^{Im}(j))}{2} \right)
\]

(36a)

\[
C[x_k(j)] = \begin{bmatrix}
1 - (E[x_k^{Re}(j)]^2) & 0 \\
0 & 1 - (E[x_k^{Im}(j)]^2)
\end{bmatrix}
\]

(36b)

where \( e_{DEC}(x_k^{Re}(j)) \) and \( e_{DEC}(x_k^{Im}(j)) \) are the extrinsic LLRs generated by the DECs. We have assumed that the real and imaginary parts of \( x_k(j) \) are uncorrelated, and thus the off-diagonal entries of \( C[x_k(j)] \) are zeros. The initial values of \( e_{DEC}(x_k^{Re}(j)) \) and \( e_{DEC}(x_k^{Im}(j)) \) are set to zeros, implying no \textit{a priori} information. From (1) and (13), we have

\[
E[\beta_k(j)] = \sum_{k=0}^{K-1} \beta_k E[x_k(j)]
\]

(37a)

\[
C[\beta_k(j)] = \sum_{k=0}^{K-1} B_k C[x_k(j)] B_k^T + \sigma^2 I
\]

(37b)

where

\[
B_k = \begin{bmatrix}
\beta_k^{Re} & -\beta_k^{Im} \\
\beta_k^{Im} & \beta_k^{Re}
\end{bmatrix}
\]

(38)

the superscript \( \cdot^T \) denotes transpose of matrixes and \( I \) is the \( 2 \times 2 \) identity matrix. Then, from (13), we have

\[
E[\zeta_k(j)] = E[y(j)] - \beta_k E[x_k(j)]
\]

(39a)

\[
C[\zeta_k(j)] = C[y(j)] - B_k C[x_k(j)] B_k^T
\]

(39b)

Now, we can generate

\[
E[\hat{\zeta}_k(j)] = \frac{\beta_k}{|\beta_k|} E[\zeta_k(j)]
\]

(40a)

\[
C[\hat{\zeta}_k(j)] = \frac{1}{|\beta_k|^2} B_k C[\zeta_k(j)] B_k^T
\]

(40b)

Finally, \( E[\hat{\zeta}_k^{Re}(j)] \) and \( V[\hat{\zeta}_k^{Re}(j)] \) can be obtained from (40) and \( x_k^{Re}(j) \) is estimated as

\[
e_{FSE}(x_k^{Re}(j)) = 2 |\beta_k| \hat{y}_k^{Re}(j) - E[\hat{\zeta}_k^{Re}(j)]
\]

(41)
We now consider the computational cost for the GA method as described by (34)–(41). Some simple methods, such as sharing the results of (37) for all layers, can be applied to reduce the computational cost. Also, some intermediate results can be reused to speed up the computations. It can be shown that the total computational cost of the ESE is about 15 real multiplications, 13 real additions and a few other operations [e.g., \( t_{\text{anh}(\mu)} \)] per coded bit [Note: Each \( x_k(j) \) carries two coded bits], which is independent of the number of layers \( K \). For the case of real \( \{\theta_k\} \), the complexity of the GA method can be further reduced. In contrast, the complexity of the MAP method is linear with \( 4^K \), i.e., the size of the signal constellation.

Compared with the DEC cost, the above ESE cost is quite moderate. As an example, the APP decoding [43] for a 16-state rate-1/2 convolutional code requires about 64 real multiplications, 13 real additions and a few other operations as described by (34)–(41). Some simple methods, such as reduce the computational cost. Also, some intermediate results can be further reduced. In contrast, the complexity of the receiver is dominated by the DECs. Considering that the APP decoding has become a standard function in modern systems employing turbo-like codes, we expect that the cost of the above GA method is acceptable for real applications.
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