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Abstract

Hamiltonians can generate Artificial Neural Dynamical systems dependent on time. Classical methods from optimal control theory, notably Pontryagin's Maximum (Minimum) principle (PMP) can be employed, together with Hamiltonians, in order to determine the optimal weights. Today, although several extended-backpropagation methods using optimization theory have been developed based on the well known standard backpropagation algorithm (SBP), feedforward multilayer perceptron (MLP) neural networks are here employed on differential equations which have characteristics such as admitting neurons and time dependent weight vectors. In this thesis, it is shown that the PMP learning rule obtained using PMP compares favourably with SBP. As a result, the PMP learning rule provides new results with feedforward networks; it can also be applied to recurrent networks, in both continuous-time and discrete-time.
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Chapter 1

Introduction

1.1 Biological Foundation and Artificial Neural Networks (ANNs)

Computers are far superior to humans when it comes to number crunching. However, computers often fall short when it comes to tasks where some sort of intelligence needs to be displayed. The human brain is a very complicated device, which has been studied in detail over many years. The low level operation of the brain is described below.

1.1.1 The structure of the brain

Figure 1-1(a) shows a biological neuron, the basic unit of the brain, which is a stand-alone analogue logical processing unit [1]. The neuron receives chemical signals from the synapses on its dendrites (inputs), and yields an electrical action potential which travels down the axon (output). The axon also branches and forms synapses on the dendrites and cell bodies of other neurons. Thus, small electrical pulses can be transmitted by electrochemical processes from one neuron to another. The synapses determine to what degree a signal from one neuron influences the activation of a postsynaptic neuron, more specifically the degree of signal amplification. The human brain can be perceived as a large number ($10^{10}$ to $10^{11}$) of neurons interconnected through a large number ($10^{13}$ to $10^{14}$) of synapses. Even though the transmission of a signal through a neuron is slow (1 to 10 ms), the massively parallel nature of the interconnections ensures that intensive
analog computation can be performed quickly. Furthermore, the biological brain system learns by association and is very tolerant to noise.

1.1.2 Artificial neural networks and the brain

An artificial neural network (ANN) is a mathematical idealisation of a biological neural network. The neurons are abstracted into processing elements, called nodes, the axons and dendrites into connections between the nodes, and the inhibitory or excitatory potential of a synapse into a scalar, called the weight, associated with each connection. An artificial neuron model is shown in Figure 1-1(b) [1]. Here, $x_1, x_2, \ldots, x_n$ represent the inputs (voltages) received by neuron $j$, the $w_k$'s are the synaptic strengths, called weights, and $y_j$ the output of the neuron. The left half of the neuron model, containing the summation symbol, is an operational amplifier configured as an adder. The quantity $f$ is any suitable nonlinear squashing function, which will be described later. Learning in a biological nervous system is achieved by adjusting the transmission rate of the synapses, whereas learning in an ANN is done by a process of finding a connectivity pattern and set of weights (weight space) which matches the mapping to be learned. Moreover, many ANN models group the individual nodes into layers.

We can conclude that the human brain is the most remarkable computing device known to man. The ANN approach to computing is to simulate or modernize the understanding of the brain at the microlevel, as discussed above. For an overview or detailed description of various ANN models, the reader is referred to [2] [3] [4].
Figure 1-1: Biological and mathematical neurons
1.2 Neurodynamics

In order to develop the science and technology of neural networks to their full potential, it will be important to cultivate a thorough understanding of neurodynamics [5]. In general, neurodynamics can be constructed by the network topology, input patterns, and weight dynamics attributed to learning, notably associative memory models as a function of time. Fixed point attractors serve as associative memory models typified by Hopfield [6], whereas [7][8][9] use applied oscillatory or chaotic attractors for this purpose. Moreover, [10] suggests that chaos, especially of the intermittent variety, might model an idle state in which the mind is prepared to trigger a wide variety of associative memories, which would correspond to the quasi-periodic parts of an intermittently chaotic attractor. Furthermore, the study of neurodynamics seems to be mixed with several optimization methods derived from an understanding of classical optimal control problems, such as first-order and second-order algorithms and dynamical programming methods [11][12].

1.3 Optimization Methods

Learning methods in ANNs can basically be regarded as optimization methods. Training a fixed size network is a form of numerical optimization where the purpose is to minimize or maximize an objective or a cost (error) function $\psi$. The objective function $\psi$ at a given point $w + \Delta w$ in weight space can be expressed by its Taylor series expansion, as follows:

$$\psi|_{w+\Delta w} = \psi|_w + \left. \frac{\partial \psi}{\partial w} \right|_w \Delta w + \frac{1}{2} \left. \Delta w^T \frac{\partial^2 \psi}{\partial w \partial w^T} \right|_w \Delta w + ...$$ (1.3.1)

The matrix $\frac{\partial^2 \psi}{\partial w \partial w^T}$ is called the Hessian matrix.
Numerical analysis has traditionally focused on methods using not only the local gradient of the function but also the second derivative. In recent times, the backpropagation method, which is widely used for learning in multilayered neural networks, uses steepest gradient-descent minimization of a global error function.

In summary, learning algorithms can be classified by their order. Training a network can be viewed as optimizing a cost function $\psi$. First order methods only use the first derivative of the function in order to perform this optimization. Second order methods are characterized by the utilization of information about the curvature of the function (second derivative) as well as the gradient (first derivative).

1.3.1 First order derivative

First order optimisation methods (steepest descent) only use the first two terms of equation (1.3.1) to approximate $\psi$ around the current point in weight space.

1.3.2 Second order derivative

Second order optimisation methods make use of an additional second order term involving the Hessian matrix, thus locally approximating $\psi$ with a paraboloid instead of a plane. The Hessian answers the question of how the gradient changes if one moves from the current point in a certain direction, and may be useful for calculating both search direction and step size [13]. Actually, there are several techniques that can implicitly calculate the Hessian, rather than calculating it explicitly [13][14]. In addition, several second order methods approximate the Hessian by differentiating the gradient between successive steps.
1.4 Thesis aims

Of the existing training algorithms for feedforward neural networks, we first discuss the standard backpropagation algorithm (SBP) in Chapter 2. The disadvantages of this algorithm is that it converges very slowly, behaves very "badly" on large-scale problems, and can become stuck in local minima [15][16]. Therefore, an important direction of research is to devise learning schemes for neural networks that are considerably faster than conventional SBP.

The main approach to developing fast methods for training ANNs is to consider a fixed size network and to focus on methods for minimizing (or maximizing) a given objective function (error cost function) $\psi$ as fast as possible.

- The first aim of this thesis is to develop a new learning algorithm for determining optimal weight equations based on classical optimal control theory.
- The second aim is to compare the new learning algorithm with traditional SBP.

1.5 Thesis outline

The structure of the thesis is as follows:

Firstly, Chapter 2 defines and derives the learning algorithm known as SBP. This is followed by an extension of SBP. A brief presentation follows of feedforward multilayer perceptrons (MLP), a network topology used in later implementation work. This chapter also describes Classical Optimal Control theory, more specifically, Pontryagin’s Minimum (Maximum) principle.
(PMP) [17], used later in this thesis to derive important characteristics of weight solutions.

Chapter 3 describes how a new learning algorithm can be derived for obtaining weight equations, using PMP. In addition, mathematical definitions of the weight equations for both continuous- and discrete-time ANN systems are presented using PMP.

Chapter 4 contains results from comparative simulations of both SBP and the new PMP learning method developed in Chapter 3. These comparative simulations show that convergence to a given tolerance using the PMP learning algorithm is significantly faster (approximately 1.5 times) than with SBP. This chapter also describes how to choose second order derivatives (the Hessian) in quadratic form, such that only one iteration is needed to reach the global minimum.

Chapter 5 draws conclusions based on the results presented in the earlier chapters, and suggests several avenues for further research.

Formal mathematical suggestion and proof are presented in the appendices.
Chapter 2

Mathematical Background

2.1 Standard Backpropagation

Multilayer, feedforward networks are currently the most widely used neural network architecture [18]. This section describes the standard backpropagation (SBP) learning algorithm used in such networks, but firstly we examine the history and evolution of SBP.

Originally, SBP was introduced by Bryson and Ho in 1969 [18] and independently rediscovered by Werbos in 1974, by Parker in the mid 1980's and by Rumelhart, Williams and other members of the PDP group in 1985 (the work of Bryson and Ho was reported in 1988 by le Cun [18]). SBP is also known as the generalized delta rule.

2.1.1 The Multilayer Perceptron

This section explores aspects of the feedforward multilayer perceptron (MLP), in particular the modifications needed to solve complex problems such as XOR. The 3-2-4 network of Figure 2.1 is referred to as a three layer network; it consists of an input layer, an output layer, and a hidden layer. The network is also fully connected with weights initialized to small random values prior to learning.

In feedforward MLPs, connections are formally allowed to be made between any node in layer $\Omega$ and any node in layer $\Xi$, as long as $\Omega < \Xi$ and there are
no resulting feedback loops. This means that units in each respective layer distribute the values they receive to the next layer.

The MLPs used in subsequent comparative studies in this thesis are assumed to have hidden nodes with symmetrical sigmoidal activation functions (Figure 2-2). The input nodes are always assumed to be linear, and we can regard these as performing online data preprocessing. For mapping tasks, the output nodes are usually taken to be linear.
The mathematical neuron used in MLPs comprises \( n \) inputs (i.e., input vector \( x = (x_1, ..., x_n) \)) and a single output \( z \). \( w = (w_1, ..., w_n) \) are the weights (weight vector) applied to the inputs, \( h \) is a threshold, and \( f: \mathbb{R} \rightarrow \mathbb{R} \), acts as the non-linear sigmoidal activation function. The neuron's input-output relation is given by the following equation:

\[
output = f \left( \sum_{i=1}^{n} w_i x_i - h \right)
\]

(2.1.1)

with the sigmoidal activation function:

\[
f(x) = \frac{1}{1 + \exp(-x)}
\]

(2.1.2)

varying smoothly from 0 at \(-\infty\) to 1 at \(\infty\). This nonlinear activation function (2.1.2) provides two computationally useful properties, in contrast to linear systems such as \( f(x) = x \) [19]. One of these properties is a guarantee that the node outputs remain within a bounded range (0,1). The other is the ability to approximate a very general class of system. It can also be shown that a feedforward neural network model can approximate any mapping, given enough hidden nodes [20].

### 2.1.2 MLPs and the standard backpropagation algorithm

In general, the standard backpropagation (SBP) method is applied to feedforward MLP neural networks in order to evaluate the derivatives of the network error with respect to its connections strengths (weights). The basic component in a feedforward network is the single "neuron" model of Section 2.1.1. The feedforward neural network is constructed by interconnecting several such neurons so as to form a network in which all connections are made only in the forward direction from input to output, but without feedback (recurrent) loops. Such networks are described by the following equations, for the discrete-time case:
\[ x_j(t+1) = f(y_j) \]  
(2.1.3)

where

\[ y_j = \sum_{i=1}^{N} w_{ji} x_i(t). \]  
(2.1.4)

based on (2.1.1) with \( h = 0 \) (Figure 2-3). (2.1.4) is the total input to the \( j \)-th neuron; where \( x_i \) is the output from the \( i \)-th neuron in the previous layer.

The thresholding function is alternatively known as the "step", or "Heaviside" function

![Threshold function](image)

Figure 2-3: The thresholding function

### 2.1.3 Error Surfaces

First, we define the function \( \psi_p(w) \), called the mean squared error function of the network:

\[ \psi_p(w) \equiv \lim_{N \to \infty} \frac{1}{N} \sum_{t=1}^{N} \psi'_p \]  
(2.1.5)

with

\[ \psi'_p = \left| f(x'_p) - \Theta(x'_p, w) \right|^2 \]  
(2.1.6)
where, \( l \) denotes layer number and \( \Theta \) is a function of the input vector \( x \), and the network weight vector \( w \). In addition, \( \psi_p' \) is the square of the approximation error made on the \( l \)-th iteration and \( p \) is the number of training patterns.

Notice that \( \psi(w) \geq 0 \), since \( \psi \) is the average of non-negative quantities [18].

The error surface of SBP is the surface defined by the equation \( \psi = \psi(w) \) in the \((\Gamma + 1)\)-dimensional space of vectors \((w, \psi)\), where \( \Gamma \) is the dimension of the vector \( w \). The variable \( w \) ranges over its \( \Gamma \)-dimensional space, and for each \( \Gamma \) a non-negative surface height \( \psi \) is defined by \( \psi(w) \).

Now if we consider the shape of this error surface, SBP (or generalized delta rule) has the property that, given any starting point \( w_0 \) on the error surface that is not a minimum, the learning rule will modify the weight vector \( w \) so that \( \psi(w) \) decreases.

Figure 2-4 shows the error surface (2.1.5) for a single (symmetrical) sigmoidal node attempting to learn the mapping \( x \rightarrow \sin(x) \) for 32 different values of \( x \) uniformly distributed in the interval \([0, 2\pi]\) [21]. Even though the error surface in Figure 2-4 is from a single node, some of the properties of the depicted surface are believed to carry over to higher dimensions [21]. It is not unusual for error surfaces of the kind represented by equation (2.1.5) to contain large plateaus, cliffs, troughs and ridges [22].

Now backpropagation error surfaces will contain local minima at error levels above the levels of the global minima for that surface. However finding the global minima is not easy. Moreover, several techniques exist for avoiding local minima. The existence of the global minimum can be proven by showing that all of the first order partial derivatives of the mean squared error function reach zero at a fixed point, and the Hessian (the
matrix of second order partial derivatives) is strongly positive-definite at this fixed point.

Figure 2-4: Error surface for a single symmetrical sigmoidal node
From Aleksander Ohm (1993); reprinted with permission
2.1.4 The SBP learning algorithm

Here we describe the SBP learning algorithm, which in its most common form uses gradient descent. To assist in the derivation of this learning algorithm, we introduce the following notation:

\[ x_{l}^{i} \]: output of the \( i \)-th node in layer \( l \)  
\[ w_{l}^{ji} \]: weight which connects the \( j \)-th node in layer \( l-1 \) to \( i \)-th node in layer \( l \)  
\[ u_{p} \]: \( p \)-th training sample  
\[ x_{0i} \]: \( i \)-th component of the input vector  
\[ d_{j}(u_{p}) \]: desired response of the \( j \)-th output node for the \( p \)-th training sample  
\[ N_{l} \]: number of nodes in layer \( l \)  
\[ L \]: number of layers  
\[ P \]: number of training patterns

For convenience we let the 0-th layer of the network hold the input vector components i.e., in our notation \( x_{0i} = x_{j} \), where \( x_{j} \) is the \( j \)-th component of the current input vector. Moreover, we define the 0th component of the input vector to each layer to be equal to 1, i.e., \( x_{0}^{l} = 1 \) and \( w_{j0}^{l} \) the bias weight.

We define the output of a node in layer \( l \) by

\[
x_{l}^{j} = f\left( \sum_{i=0}^{N_{l}-1} w_{ji}^{l} x_{i}^{l-1} \right)
\]

where, \( f(\cdot) \) is the sigmoid nonlinearity. This function has a simple derivative:

\[
f'(\sigma) = \frac{df(\sigma)}{d\sigma} = f(\sigma)(1-f(\sigma))
\]
The most common learning algorithm for the MLP uses a gradient search technique, in order to find the network weights that minimize an objective function. The objective function to be minimized is the following Sum-of-Squared-Error cost function:

\[
\psi(w) = \sum_{p=1}^{P} \psi_p(w) \tag{2.1.9}
\]

where, \( \psi_p(w) \) is the total squared error for the \( p \)-th pattern (2.1.5):

\[
\psi_p(w) = \frac{1}{2} \sum_{q=1}^{N_k} (x^*_q(u_p) - d^*_q(u_p))^2 \tag{2.1.10}
\]

and \( N_L \) is the number of nodes in the output layer as defined above.

The weights of the network are determined iteratively:

\[
w^i_{ji}(k+1) = w^i_{ji}(k) - \mu \left. \frac{\partial \psi(w)}{\partial w^i_{ji}} \right|_{w^{(k)}}
\]

\[
= w^i_{ji}(k) - \mu \sum_{p=1}^{P} \left. \frac{\partial \psi_p(w)}{\partial w^i_{ji}} \right|_{w^{(k)}}
\tag{2.1.11}
\]

where \( \mu \) is a positive constant, called the learning rate. In order to implement this algorithm we need to develop an expression for the partial derivative of \( \psi_p \) with respect to each weight in the network.

For with an arbitrary weight in layer \( l \) this can be obtained using the following chain rule:

\[
\frac{\partial \psi_p(w)}{\partial w^l_{ji}} = \frac{\partial \psi_p(w)}{\partial x^l_j} \frac{\partial x^l_j}{\partial w^l_{ji}}
\tag{2.1.12}
\]

where,
\[
\frac{\partial x'_i}{\partial w'_{ji}} = \frac{\partial}{\partial w'_{ji}} \left[ f \left( \sum_{m=0}^{N_l-1} w'_{jm} x'_{m} \right) \right] \\
= f' \left( \sum_{m=0}^{N_l-1} w'_{jm} x'_{m} \right) \frac{\partial}{\partial w'_{ji}} \left[ \sum_{m=0}^{N_l-1} w'_{jm} x'_{m} \right] \\
= f' \left( \sum_{m=0}^{N_l-1} w'_{jm} x'_{m} \right) x'_i \\
\tag{2.1.13}
\]

Substituting from (2.1.8) for the first term, we obtain

\[
\frac{\partial x'_i}{\partial w'_{ji}} = x'_i (1 - x'_i) x'_i \\
\tag{2.1.14}
\]

Thus, (2.1.12) becomes

\[
\frac{\partial \psi_p(w)}{\partial w'_{ji}} = \frac{\partial \psi_p(w)}{\partial x'_i} x'_i (1 - x'_i) x'_i \\
\tag{2.1.15}
\]

The term \( \frac{\partial \psi_p(w)}{\partial x'_i} \) represents the sensitivity of \( \psi_p(w) \) to the output of node \( x'_i \). The node \( x'_i \) exhibits its influence on \( \psi_p \) through all of the nodes in the succeeding layer. Therefore, \( \frac{\partial \psi_p(w)}{\partial x'_i} \) can be expressed as a function of the sensitivities to nodes in the next highest layer as follows

\[
\frac{\partial \psi_p(w)}{\partial x'_i} = \sum_{m=1}^{N_l-1} \frac{\partial \psi_p(w)}{\partial x'_{m}} \frac{\partial x'_{m}}{\partial x'_i} \\
= \sum_{m=1}^{N_l-1} \frac{\partial \psi_p(w)}{\partial x'_{m}} \frac{\partial}{\partial x'_i} \left[ f \left( \sum_{q=0}^{N_l-1} w'_{mq} x'_{q} \right) \right] \\
\tag{2.1.16}
\]
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This process can be continued for \( \frac{\partial \psi_p(w)}{\partial x_{ji}^{l+1}} \) and so on, until we reach the output layer. At the output layer we reach a boundary condition where the sensitivities of the nodes in the last layer are derived from (2.1.10):

\[
\frac{\partial \psi_p(w)}{\partial x_{ji}^L} = x_{ji}^L(u_p) - d_j(u_p)\quad (2.1.17)
\]

This is called the output error. The corresponding expression for hidden layer nodes in (2.1.16) is often referred to as the hidden layer error.

Equation (2.1.15) seems to be working its way forward to the output layer, however, the sensitivity of a node is actually computed from the output layer backwards. Since the "hidden layer error" is computed from the output layer backwards, it has historically been called the backpropagation error, and the learning algorithm the (standard) Backpropagation Algorithm.

The results in (2.1.15)-(2.1.17) can be combined with (2.1.11) in order to implement a gradient search. Typically, the summation in (2.1.11) is replaced with an estimate of the gradient based on a single sample. This means, \( \frac{\partial \psi(w)}{\partial w_{ji}'} \) is approximated such that (2.1.11) becomes [21]:

\[
w_{ji}'(k + 1) = w_{ji}'(k) - \mu \frac{\partial \psi_{k mod P(w)}}{\partial w_{ji}'} |_{w(k)}\quad (2.1.18)
\]
where \((k \mod P)\) is the index of the pattern used to estimate the gradient at the \(k\)-th iteration.

(2.1.15)-(2.1.18) comprise the Backpropagation learning algorithm. The weights are initialized to small random values. Moreover, the learning rates can be chosen in a number of different ways. They can be the same for every weight in the network, different for each layer, different for each node, or different for each weight in the network. It is generally difficult to determine the best learning rate, but a useful rule of thumb is to make the learning rate for each node inversely proportional to the average magnitude of vectors feeding into the node[21]. In fact several attempts have been made to adapt the learning rate as a function of the local curvature of the surface[23][24][25]. The simplest approach is to add the following momentum term:

\[
\alpha(w'_{ji}(k) - w'_{ji}(k-1))
\]

to each weight update, where \(0 < \alpha < 1\). This term also determines the effect of past weight changes on the current direction of movement in weight space. This provides a sort of momentum in weight space that effectively filters out high frequency variations of the error surface [3]. This is useful in spaces containing long ravines that are characterized by sharp curvature across the ravine and a gently sloping floor. In areas of the weight space where the gradient is approximately constant, adding the momentum term has the same effect as increasing the step size by a factor of \(\frac{1}{1-\alpha}\) [26]. Consequently, adding momentum of the following form (2.1.19) usually speeds convergence.

\[
\Delta w(k) = -\mu \frac{\partial y}{\partial w}|_{w(k)} + \alpha \Delta w(k-1)
\]  

(2.1.19)
2.2 Extended Backpropagation

Numerical analysis has traditionally focused on methods using not only the local gradient of the function as described in Section 2.1, but also its second derivative. Standard backpropagation of the error gradient function $\psi_p(w)$ can be extended using the second derivative, as in conjugate direction and Newton Methods. Now it is well known that such extended backpropagation algorithms require much shorter training times compared with steepest gradient descent. We firstly consider the conjugate gradient method.

2.2.1 Conjugate Direction Methods (CD)

Recently, there has been a focus on training feedforward neural networks with conjugate (gradient) direction methods. References [28], [29] and [30] describe the theory of general conjugate gradient methods and how to apply the methods in feedforward neural networks. In addition, they conclude that the conjugate method is an order of magnitude faster than the SBP when tested on the parity problem.

Conjugate direction (CD) methods can be regarded as being somewhere between steepest descent and Newton's method. Their use is motivated by a desire to accelerate the slow convergence associated with steepest descent, while avoiding the storage and computation overhead associated with the Hessian matrix [31]. Unlike steepest descent, CD methods retain some memory of the directions they have previously searched in. At each successive step, CD methods choose a downwards direction on the error surface, at the same time preventing them going upwards in directions it has previously searched. This means the direction is always chosen such that the minimization steps in all previous directions are not spoiled.
2.2.2 Conjugate gradients and SBP

A geometrical interpretation of the method of conjugate gradients (CG) might aid in understanding the algorithm. The idea is to assume a quadratic surface $\psi$ in (1.3.1) and to transform the weight space $W$ into a space $\Sigma(W)$ which causes elliptical contour curves of $\psi$ in $W$ to become scalar in $\Sigma(W)$. This transformation $\Sigma$ is determined by the Hessian matrix $H$ as follows:

$$\Sigma(w) = \sqrt{H}w \quad (2.2.1)$$

The CG algorithm also allows one to iteratively develop an orthogonal basis for $\Sigma(W)$, which results in a more direct path towards the minimum of $\psi$ than with ordinary steepest descent.

Any point $w$ can be written as a linear combination of the basis vectors. More specifically, a difference vector between two points can be written as:

$$w^* = w + \sum_{k=0}^{n-1} \mu(k)d(k) \quad (2.2.2)$$

where, $d(k); 0 \leq k \leq n-1$ form a basis of $\mathbb{R}^n$ (the Euclidean space).

Equation (2.2.2) can be viewed as an iterative algorithm to compute a solution point $w^*$ from a starting point $w$, each step of which consists of adding a term $\mu(k)d(k)$. The vector $d(k)$ represents the search direction at step $k$, whereas $\mu(k)$ corresponds to the step size.

$$w(k+1) = w(k) + \mu(k)d(k) \quad (2.2.3)$$

Now this process is guaranteed to converge to the solution $w^*$ within $n$ steps.
If the error surface $\psi$ is quadratic, the above CG algorithm can recursively yield expressions for $d(k)$ that lead to a minimum of $\psi$ in at most $n$ steps. Furthermore, the search directions are conjugate:

$$d(i)^T \mathbf{H} d(j) = 0 \quad \text{(for all } i \neq j) \quad (2.2.5)$$

Equation (2.2.5) also implies that $\Sigma(d(i))$ and $\Sigma(d(j))$ are orthogonal. The vectors $d(k)$ are determined by the following:

$$d(k) = \begin{cases} -\frac{\partial \psi}{\partial w}|_w^{(k)} & \text{for } k = 0 \\ -\frac{\partial \psi}{\partial w}|_w^{(k)} + \beta(k-1)d(k-1) & \text{otherwise} \end{cases} \quad (2.2.6)$$

where $\beta(k-1)$ is a scalar value which acts like an adaptive momentum term $\alpha$ in (2.1.19), and which can take on different forms [31].

Now the following two rules apply to the coefficient $\beta(k-1)$, the first being the Polak-Ribiere rule [32], and the second the Hestenes-Stiefel rule [33].

1. **The Polak-Ribiere rule:**

$$\beta(k-1) = \frac{\left( \frac{\partial \psi}{\partial w}|_w^{(k)} - \frac{\partial \psi}{\partial w}|_w^{(k-1)} \right)^T \frac{\partial \psi}{\partial w}|_w^{(k)}}{\frac{\partial \psi}{\partial w}|_w^{(k-1)} \frac{\partial \psi}{\partial w}|_w^{(k-1)}} \quad (2.2.7)$$

2. **The Hestenes-Stiefel rule:**

$$\beta(k-1) = \frac{\left( \frac{\partial \psi}{\partial w}|_w^{(k)} - \frac{\partial \psi}{\partial w}|_w^{(k-1)} \right)^T \frac{\partial \psi}{\partial w}|_w^{(k)}}{d(k-1)^T \frac{\partial \psi}{\partial w}|_w^{(k-1)}} \quad (2.2.8)$$
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The factor $\mu(k)$ in equation (2.2.3) can be approximated by a line search:

$$\mu(k) = -\frac{d(k)^T}{d(k)^T H_{w(k)} d(k)} \frac{\partial \psi}{\partial w}_{w(k)}$$

(2.2.9)

Now (2.2.9) is usually avoided due to the effort involved in finding the Hessian. However, techniques for computing the product $H_{w(k)} d(k)$ in $O(n)$ time have recently surfaced [14].

It can be immediately concluded that (2.2.6)-(2.2.9) implement the standard backpropagation learning method described in (2.1.18) through (2.1.19), with learning parameter $\mu$ and momentum $\beta$ chosen such that subsequent search directions are conjugate [28]. Therefore, CG is an extension of SBP with momentum, which uses second-order information. In addition to CG, a version also exists in which the one-dimensional minimization is replaced by a scaling of the step size that depends on success in error reduction and goodness of fit of a one-dimensional quadratic approximation -this is Moller's Scaled CG [33].

### 2.2.3 Newton's method

Newton's method can be considered as the basic local method which uses second-order information. It is usually used for finding roots of equations, but can also be used for minimization (if we view minimizing $\psi$ as finding a root of $\frac{\partial \psi}{\partial w}$). The method is based on approximating $\psi$ around the current point in weight space by a paraboloid in (1.3.1). The next point in weight space is then set directly to the minimum of the estimated paraboloid.

It is important to emphasize that its applicability to MLP is hampered by the fact that it requires calculation of the Hessian matrix.
The above process is repeated until some stopping criterion is reached. This results in the following iterative algorithm:

\[ w(k+1) = w(k) - H^{-1} \left. \frac{\partial \psi}{\partial w} \right|_{w(k)} \]

(2.2.10)

where, \( H^{-1} \) is the inverse Hessian matrix.

If \( \psi \) has continuous second-order partial derivatives and the Hessian \( H \) is positive definite at points near a minimum point \( w^{\text{min}} \), then the method is well defined near the solution \( w^{\text{min}} \) [31].

It can be concluded that Newton's method is very unstable in the general case, but if the criterion that the starting point is sufficiently close to the solution point is met, it converges quadratically [31]. In addition, for certain problems, the set of points from which Newton's method converges to a solution has a fractal shape [32].
2.3 Optimal Control Problems

Optimal control problems have received a great deal of attention since the early 1960s. They often involve finding a control decision rule with respect to certain constraints, which minimizes some deviation from ideal behaviour. Such a measure is commonly known as a performance criterion or performance index. Performance index of an optimal control system is a measure or indicator of the cumulative deviation of the system from the desired or ideal state. When the performance index involves the economic consequences of a given control, the index is called the cost function.

The general structure of an optimal control system is straightforward. In the simplest version, there is a given dynamical system (linear or nonlinear, discrete-time or continuous-time) for which input functions can be specified. Solving optimal control problems involves selecting the input function so as to optimize (maximize or minimize) the performance index.

In formulating an optimal control problem, the quantities appearing in the optimization process are state variables, control variables, and system parameters. Briefly, an optimal control problem can be formulated using the following information:

(a) state and output
(b) control variables or vector
(c) problem constraints
(d) performance index
(e) system parameters

In addition, a mathematical definition of an optimal control problem can be expressed in either continuous or discrete-time form.
2.3.1 The state equations

A nontrivial part of any control problem is modelling the process. The objective is to obtain the simplest mathematical description that adequately predicts the response of the physical system to all anticipated inputs. First we define the state variables of the process at time $t$. Our discussion here is restricted to systems described by the continuous-time case, because continuous-time problems are notationally simpler than discrete-time ones. However, discrete-time problems can be readily extended to continuous-time problems.

If

$$x_1(t), x_2(t), \ldots, x_n(t)$$

are the state variables of the process at time $t$, and

$$w_1(t), w_2(t), \ldots, w_m(t)$$

are the control inputs to the process at time $t$, then the system may be described by $n$ first-order differential equations:

$$\begin{align*}
\dot{x}_1(t) &= g_1(x_1(t), x_2(t), \ldots, x_n(t), w_1(t), w_2(t), \ldots, w_m(t)) \\
\dot{x}_2(t) &= g_2(x_1(t), x_2(t), \ldots, x_n(t), w_1(t), w_2(t), \ldots, w_m(t)) \\
&\quad \vdots \\
\dot{x}_n(t) &= g_n(x_1(t), x_2(t), \ldots, x_n(t), w_1(t), w_2(t), \ldots, w_m(t))
\end{align*}$$

(2.3.1)

We define
as the state vector of the system, and

\[
x(t) = \begin{bmatrix} x_1(t) \\ x_2(t) \\ \vdots \\ x_n(t) \end{bmatrix}
\]

as the control vector. The state equations can thus be written

\[
x(t) = g(x(t), w(t)) \quad (2.3.1)
\]

where \( g \) is defined in (2.3.1).

### 2.3.2 The performance index

In order to evaluate the performance of a system quantitatively, the designer selects a performance index measure. An optimal control is defined as one that minimizes (or maximizes) the performance index measure.

In all that follows it will be assumed that the performance of a system is evaluated by a measure of the following form:
\[ J = h(x(t_f)) + \int_{t_0}^{t_f} \psi(x(t),w(t))dt \]  \hspace{1cm} (2.3.2)

where \( t_0 \) and \( t_f \) are the initial and final time; \( t_f \) may be specified or "free" depending on the problem statement [34].

Starting from a fixed initial state \( x(t_0) = x_0 \) and applying a control vector \( w(t) \) with respect to \( t \in [t_0,t_f] \) causes a system to follow some state trajectory. This means the performance index assigns a unique real number to each trajectory of the system.

2.3.3 State variable representation of systems

The starting point for optimal control problems is a mathematical model in state variable form. In this section, we need to summarize the results and notation to be used in the subsequent discussion.

Why use state variables?

Having the mathematical model in state variable form is convenient because:

1. Differential equations are ideally suited for digital or analog solution.
2. The state form provides a unified framework for the study of both nonlinear and linear systems.
3. The state variable form is invaluable in theoretical investigations.
4. The concept of state has a strong physical motivation.

Definition of State of a system

In referring to the state of a system, the following definition is needed:
The state of a system is a set of quantities \( x_1(t), x_2(t), \ldots, x_n(t) \) which if known at \( t = t_0 \) are determined for \( t \geq t_0 \) by specifying the inputs to the system for \( t \geq t_0 \).

**System Classification**

Systems are described by the terms linear, nonlinear, time-invariant, and time-varying. We classify systems based on the form of their state equations.

Nonlinear, time-invariant systems are generally represented by state equations of the following form:

\[
x(t) = g(x(t), w(t)) \tag{2.3.3}
\]

If a system is linear and time-varying, its state equations are

\[
x(t) = A(t)x(t) + B(t)w(t) \tag{2.3.4}
\]

where \( A(t) \) and \( B(t) \) are \( n \times n \) and \( n \times m \) matrices with time-varying elements. Similarly, state equations for linear, time-invariant systems have the form:

\[
x(t) = Ax(t) + Bw(t) \tag{2.3.5}
\]

where \( A \) and \( B \) are constant matrices.
2.3.4 Solution of the optimal control problem

In this section, the optimal control problem for a continuous-time system, defined by (2.3.1)' to (2.3.2) is solved. Both sufficient conditions (the Hamilton-Jacobi equation) and necessary conditions (the Minimum Principle) are used to obtain the solutions. Because of the fact that the derivation of the Minimum Principle is, in general, lengthy [35], we provide a complete derivation of the Hamilton-Jacobi equation first and then simply state the Minimum Principle.

2.3.5 The Hamilton-Jacobi Equation

We consider the system described by (2.3.1)' and its initial condition:

\[ x(t_0) = x_0 \]  

(2.3.6)

It is desired to find the optimal control \( w^{OPT}(t) \), \( t_0 \leq t \leq t_f \), which minimizes the cost function (2.3.2), assuming that \( g(\cdot), \psi(\cdot), \) and \( h(\cdot) \) are smooth functions of their arguments. Other than this restriction, \( g(\cdot) \) can be arbitrary and \( \psi(\cdot) \) and \( h(\cdot) \) nonnegative to reflect their physical meaning in the optimal control formulation [35].

We provide the following definition:

\[ J'[x(t)] = \min J[x(t), w(t)] \]  

(2.3.7)

where \( J'(\cdot) \) represents the minimum value of \( J(\cdot) \) which we are required to find. Notice that \( J'[x(t)] \) is independent of \( w(t) \), because the knowledge of \( x(t_0) \) and \( t \) intuitively determine \( w(t) \), by the requirement that the control minimizes \( J[x(t), w(t)] \). We can evaluate (2.3.7) for all \( t \) and \( x(t) \) to find the optimal control which minimizes \( J(\cdot) \). Assuming that an optimum \( J' \)
exists in terms of \( x(t) \) and \( t \), together with the optimal control, we solve the optimization problem defined by (2.3.1)' and (2.3.2) by setting \( t_0 = t \).

For an arbitrary value of \( t_0 \leq t \leq t_f \) we can describe the optimal value \( J^* \) in (2.3.7) by

\[
J^*[x(t)] = \min_{w(t_0,t_f)} \left[ \int_{t_0}^{t_f} \psi[x(\tau),w(\tau)]d\tau + h[x(t_f)] \right] = \min_{w(t_0,t_f)} \left\{ \int_{t_0}^{t_f} \psi[x(\tau),w(\tau)]d\tau + \min \left[ \int_{t_0}^{t_i} \psi[x(\tau),w(\tau)]d\tau + h[x(t_f)] \right] \right\}
\]

(2.3.8)

Thus, (2.3.8) can be described as follows

\[
J^*[x(t)] = \min_{w(t_0,t_i)} \left[ \int_{t_0}^{t_i} \psi[x(\tau),w(\tau)]d\tau + J^*[x(t_i)] \right] \]

(2.3.9)

Here, if we let \( t_i = t + \Delta t \) in (2.3.9), for small \( \Delta t \) and expand its right-hand side by a Taylor's series expansion, then we obtain:

\[
J^*[x(t)] = \min_{w(t_0,t_i+\Delta t)} \left\{ \Delta t \psi[x(t + a\Delta t),w(t + a\Delta t)] + J^*[x(t)] + \frac{\partial J^*}{\partial x}[x(t)] \frac{dx(t)}{dt} \Delta t + \frac{\partial J^*}{\partial t}[x(t)] \Delta t + O(\Delta t^2) \right\}
\]

(2.3.10)

where \( 0 \leq a \leq 1 \) is a constant.

Recalling (2.3.1) and solving for the last derivative term, this becomes:
\[
\frac{\partial J^*}{\partial t}[x(t)] = -\min_{w(t) \in \mathcal{W}} \left\{ \psi[x(t + a\Delta t), w(t + a\Delta t)] + \left[ \frac{\partial J^*}{\partial x}[x(t)] \right]^T g[x(t), w(t)] + O(\Delta t) \right\}
\]

(2.3.11)

Now, if \( \Delta t \) approaches zero, then (2.3.11) becomes:

\[
\frac{\partial J^*}{\partial t}[x(t)] = -\min_{w(t)} \left\{ \psi[x(t), w(t)] + \left[ \frac{\partial J^*}{\partial x}[x(t)] \right]^T g[x(t), w(t)] \right\}
\]

(2.3.12)

Here, \( J^* \) is the unknown quantity, whereas \( g \) and \( \psi \) are known functions. Moreover, this is one form of the Hamilton-Jacobi equation. In fact, we can define the Hamiltonian \( H \) as follows:

\[
H(x(t), w(t), \frac{\partial J^*}{\partial x}[x(t)]) = \psi[x(t), w(t)] + \left[ \frac{\partial J^*}{\partial x}[x(t)] \right]^T g[x(t), w(t)]
\]

Thus, (2.3.12) can be represented as follows

\[
\frac{\partial J^*}{\partial t}[x(t)] = -\min_{w(t)} H(x(t), w(t), \frac{\partial J^*}{\partial x}[x(t)])
\]

or

\[
0 = \frac{\partial J^*}{\partial t}[x(t)] + \min_{w(t)} H(x(t), w(t), \frac{\partial J^*}{\partial x}[x(t)])
\]

(2.3.12')

This equation is the well known continuous-time form of the Hamilton-Jacobi equation.
Now the value of $w(t)$ which minimizes the right-hand side of (2.3.12) depends on $x(t)$, $\frac{\partial J^*}{\partial t}$ and $t$. We assume that this minimizing control can be denoted by
\[
\tilde{w}\left[x(t), \frac{\partial J^*}{\partial t}, t\right]
\]
Thus, (2.3.12) becomes
\[
\frac{\partial J^*}{\partial t} = -\psi\left[x(t), \tilde{w}\left[x(t), \frac{\partial J^*}{\partial t}, t\right]\right] + \frac{\partial J^*}{\partial x} \left[g\left[x(t), \tilde{w}\left[x(t), \frac{\partial J^*}{\partial t}, t\right]\right]\right]
\]
The above equation is a first-order partial differential equation with $J^*$ as the dependent variable and $x(t)$ and $t$ as independent variables (since $\psi(\cdot), g(\cdot)$, and $\tilde{w}$, and accordingly, the minimum value of this performance index with respect to $w(\cdot)$ is also $h[x(t_f)]$), i.e.
\[
J^*[x(t_f)] = h[x(t_f)]
\]
As with the Hamilton-Jacobi equation, we have to seek the optimal control for the problem defined by (2.3.1) to (2.3.2). Here, it is assumed that a solution to (2.3.12) and (2.3.13) exists such that $J^*[x(t)]$ is a known function of its arguments. This solution $w^{sol}[x(t)]$ is defined as follows:
\[
w^{sol}[x(t)] = w^{sol}\left[x(t), \frac{\partial J^*}{\partial x}(x(t))\right]
\]
This new control function has two important attributes:

1. $w^{sol}[x(t)]$ represents the control which minimizes
\[
J[x(t), w(\cdot)] = h[x(t_f)] + \int_t^{t_f} \psi[x(\tau), w(\tau)]d\tau
\]
This indicates that in order to obtain the optimal performance index $J'[x(t)]$, we begin with control $w^{Sol}[x(t)]$. This point is implicit in the arguments leading to (2.3.12), as previously shown.

(2) The optimal control $w^{Opt}$ for the optimal minimization problem is defined by (2.3.1) through (2.3.2), with $t_0$ as the initial time and $t$ as an intermediate value of time. It is related to $w^{Sol}(\cdot)$ by

$$w^{Opt}(t) = w^{Sol}[x(t)]$$  \hspace{1cm} (2.3.16)

where, $x(t)$ is the state at time $t$ arising from the application of $w^{Opt}(\cdot)$ over $[t_0, t_f]$.

A few further points need to be mentioned. The first is that $w^{Sol}[x(t)]$ is independent of $t_0$, which implies that the optimal control at an arbitrary time $t$ for the minimization of

$$J[x(\theta), w(\cdot)] = \int_{\theta}^{t_f} \psi[x(\tau), w(\tau)] d\tau + h[x(t_f)]$$ \hspace{1cm} (2.3.17)

is also $w^{Sol}[x(t)]$. This means the control $w^{Sol}[x(\cdot)]$ is the optimal control for the whole class of problems (2.3.16) with respect to variables $\theta$ and $x(\cdot)$. The second point is that the optimal control at time $t$ is expressed in terms of the state $x(t)$ at time $t$, even though its functional dependence on the state may not be constant; it is generally a time-varying function of the state. Theoretically, the optimal control is implemented with a feedback law. It should be noted that other approaches (such as the Minimum Principle in the next section and the Euler-Lagrange equations for computing optimal control) are normally expressed as a certain function of time.
The final point is that the remarks leading to the Hamilton-Jacobi equation can be reversed. In other words, if a suitable solution to the equation is known, this solution must be the optimal performance index $J^*[x(t)]$.

2.3.6 The Pontryagin’s Minimum Principle

The Hamilton-Jacobi equation (2.3.12) or (2.3.12)' provides a sufficient condition for the solution of the optimal control problem. If the set of admissible controls is not restricted, we may use the calculus of variations [34] in order to derive a set of necessary conditions for optimization. When the set of admissible control is bounded in some manner, unrestricted variations of $w(t)$ are not allowed [35]. If the minimum occurs at the boundary, then it is no longer true for the first variation because the slope vanishes at that point. Pontryagin’s minimum principle, which was first produced by Pontryagin et al. [17] for control problems, can be used to find important characteristics of the optimal solution. It yields a necessary condition that an optimal control must satisfy, and has become the basic method for computing optimal controls. In a sense, it can also be thought of as an extension of the calculus of variations to the case of bounded control variables.

First we consider an autonomous system:

\[ \dot{x} = g(x, w) \]  \hspace{1cm} (2.3.18)

with initial state,

\[ x(t_0) = x_0 \]  \hspace{1cm} (2.3.19)

a class of admissible controls,

\[ w(t) \in W \]  \hspace{1cm} (2.3.20)
and performance index,

\[ J(x_0, w) = h[x(t_f)] + \int_{t_0}^{t_f} \psi[x(t), w(t)] dt \]  \hspace{1cm} (2.3.21)

where, \( \psi(\cdot) \) is continuously differentiable in \( \mathbb{R}^n \times W \).

Here, we provide the following definition for a scalar function, i.e.,

Let \( H(x, w, p) \) denote the real-valued scalar function of the \( n \)-dimensional vector \( x \), the \( m \)-dimensional vector \( w \), and the \( n \)-dimensional vector \( p \), given by

\[ H(x, w, p) = \psi(x, w) + p^T g(x, w) \]  \hspace{1cm} (2.3.22)

or using (2.3.18):

\[ H(x, w, p) = \psi(x, w) + p^T x \]  \hspace{1cm} (2.3.23)

where \( p \in \mathbb{R}^n \) is called the Lagrange multiplier or the costate vector; \( H(\cdot) \) is the Hamiltonian.

Now, we can state Pontryagin's minimum principle by the following theorem.

**Theorem** \hspace{1cm} (Pontryagin et al. 1962)

Suppose that \( w^{opt} \) is an optimal control for this problem and optimal states \( x^{opt} \) is the corresponding state trajectory. Then there exists a nonzero vector \( p(t) \) such that

\[ \dot{x} = \frac{\partial H}{\partial p} = g(x, w) \]  \hspace{1cm} (2.3.24)
\[ \dot{p} = -\frac{\partial H}{\partial x} = -\frac{\partial \psi}{\partial x} - \left( \frac{\partial g}{\partial x} \right)^T p \]  

(2.3.25)

\[ H(x^{opt}, w^{opt}, p^{opt}) = \min_{w \in W} H(x^{opt}, w, p^{opt}) \]  

(2.3.26)

where, the optimal costate vector is \( p^{opt} \).

Furthermore, \( H(x^{opt}, w^{opt}, p^{opt}) \) is constant for \( 0 \leq t \leq t_f \). The costate vector differential (2.3.25) is accomodated with a final condition which is known as the transversality condition. This condition depends on the final condition \( x_f(t) \) and final time \( t_f \), which is detailed in [35].

The minimum principle is principally set with the following boundary condition:

\[ x^{opt}(t_0) = x_0, \quad x^{opt}(t_f) \in S \]

(2.3.27)

where \( S \) is a smooth \( k \)-fold in \( \mathbb{R}^n \). This means, if a set \( S(g_1, g_2, ..., g_{n-k}) \) is said to be a smooth \( k \)-fold in \( \mathbb{R}^n \) for every point \( x_0 \in S \), then the \( n-k \) vectors \( (\partial g_1 / \partial x)(x_0), ..., (\partial g_{n-k} / \partial x)(x_0) \) are linearly independent.

For example, if \( x(t_f) = x_f \), a fixed point, then regardless of \( t_f \), these would be no boundary condition on \( p(t_f) \). For a free-end point situation, that is, \( x(t_f) \in \mathbb{R}^n \) fixed and free \( t_f \), then the boundary condition (2.3.25) would be:

\[ p(t_f) = \frac{\partial h(x(t_f))}{\partial x(t_f)} \]  

(2.3.28)

The relation (2.3.25) consitutes a set of \( m \) static equations. This means, \( m \) inequalities for a constrained control \( w(t) \in W \) or a set of \( m \) algebraic equations:
\[
0 = \frac{\partial H}{\partial w} = \frac{\partial \psi}{\partial x} + \left( \frac{\partial g}{\partial x} \right)^T p \tag{2.3.29}
\]

for unconstrained \( w(t) \).

If (2.3.29) is satisfied, then the matrix

\[
\frac{\partial^2 H}{\partial w^2}(x^{opt}, w^{opt}, p^{opt})
\]

becomes crucial.

If this matrix is positive definite, this is sufficient to guarantee that \( w^{opt} \)
causes \( H \) to be a local minimum.

If the Hamiltonian \( H \) can be expressed in the following form:

\[
H(x(t), w(t), p(t)) = g(x(t), p(t))
+ [c(x(t), p(t))]^T w(t) + \frac{1}{2}w^T(t)R(t)w(t) \tag{2.3.30}
\]

where \( c \) is an array that does not have any terms containing \( w(t) \), then the
satisfaction of (2.3.30) and a positive definite \( \frac{\partial^2 H}{\partial w^2} \geq 0 \) are necessary and
sufficient conditions for \( H(x^{opt}, w^{opt}, p^{opt}) \) to be a global minimum.

If \( H \) is shown in (2.3.30), then we have

\[
\frac{\partial^2}{\partial w^2}H(x^{opt}, w^{opt}, p^{opt}) = R(t) \tag{2.3.31}
\]

Here, if \( R(t) \) is positive definite, then we obtain:

\[
w^{opt}(t) = -R^{-1}(t)c(x^{opt}(t), p^{opt}(t)) \tag{2.3.32}
\]
which globally minimizes the Hamiltonian.

Several well-known numerical techniques exists for obtaining the optimal controls $w^{Opt}(t)$ for example the two-point boundary-value (TPBV). The TPBV is constituted by (2.3.24) and (2.3.25) together with initial and final conditions on $x(t)$ and $p(t)$, such as (2.3.19) and (2.3.29). In other words, neither a complete set of initial nor final conditions for all equations is available [35].

**Additional Necessary Conditions**

Pontryagin and his co-workers derived other necessary conditions for optimality that we will find useful. We now state, without proof, two of these necessary conditions [34]:

1. If the final time is fixed and the Hamiltonian does not depend explicitly on time, then it must be a constant when evaluated on an extreme trajectory:

   $$H(x^{Opt}, w^{Opt}, p^{Opt}) = \text{const} \quad \text{for all } t \in [t_0, t_f]$$

2. If the final time is free, and the Hamiltonian does not explicitly depend on time, then it must be identically zero when evaluated on an extreme trajectory:

   $$H(x^{Opt}, w^{Opt}, p^{Opt}) = 0 \quad \text{for all } t \in [t_0, t_f]$$

Moreover, the Hamiltonian-Jacobi equation of Section 2.3.5 is another formulation of PMP (Appendix B).
2.3.7 The discrete-time Maximum principle

Our discussion so far has been devoted to the optimal control of continuous-time systems. Pontryagin's minimum principle of Section 2.3.6 is extended to discrete-time systems here. The discrete maximum principle can be considered as an extension of Pontryagin's minimum principle. Strictly speaking, the application of the discrete maximum principle reduces to an investigation of the system convexity. First, we consider the following nonlinear discrete-time system:

\[ x(k + 1) = g[x(k), w(k)] \quad (2.3.33) \]

with initial state:

\[ x(k_0) = x_0 \quad (2.3.34) \]

and performance index

\[ J = h[x(k_f)] + \sum_{k=k_0}^{k_f} \psi[x(k), w(k)] \quad (2.3.35) \]

The term \( h[x(k_f)] \) is known as the terminal cost. This term would be required as the terminal condition, if \( x(k_f) \) is not fixed [35]. The design problem is to find the optimal control \( w^{opt} \) on \([k_0, k_f]\) such that the performance index (2.3.35) is minimized with respect to the equality constraints (2.3.33) and (2.3.34).

We define an \( n \times 1 \) costate vector \( p(k) \), the above optimization is equivalent to minimizing

\[ J_1 = h[x(k_f)] + \sum_{k=k_0}^{k_f-1} \psi[x(k), w(k)] + p^T(k + 1)[x(k + 1) - g[x(k), w(k)]] \quad (2.3.36) \]
Here, we define a scalar Hamiltonian, for the discrete-time case:

\[
H[x(k), w(k), p(k+1)] = \psi[x(k), w(k)] - p^T(k+1)g[x(k), w(k)] \quad (2.3.37)
\]

As with the maximum principle, the Hamiltonian must be maximum along the optimal trajectory [35].

Substituting \( H(\cdot) \) of (2.3.37) into (2.3.36) leads to the following objective function:

\[
J_1 = h[x(k_f)] + \sum_{k=k_0}^{k_f-1} \{H[x(k), w(k), p(k+1)] - p^T(k+1)x(k+1)\} \quad (2.3.38)
\]

This is the maximum principle. We let the state vectors \( x(k), x(k+1), \) control \( w(k) \) and costate vector \( p(k+1) \) have the following variations:

\[
x(k) = x^{opt}(k) + \varepsilon \zeta(k) \quad (2.3.39)
\]
\[
x(k + 1) = x^{opt}(k + 1) + \varepsilon \zeta(k + 1) \quad (2.3.40)
\]
\[
w(k) = w^{opt}(k) + \vartheta \rho(k) \quad (2.3.41)
\]
\[
p(k+1) = p^{opt}(k+1) + \nu \lambda(k+1) \quad (2.3.42)
\]

Now, (2.3.38) can be described as follows:

\[
J_1 = h[x^{opt}(k_f)] + \sum_{k=k_0}^{k_f-1} H[x^{opt}(k) + \varepsilon \zeta(k), w^{opt}(k)]
+ \vartheta \rho(k), p^{opt}(k+1) + \nu \lambda(k+1)]
- [p^{opt}(k+1) + \nu \lambda(k+1)]^T [x^{opt}(k+1) + \varepsilon \zeta(k+1)] \quad (2.3.43)
\]

Moreover, expanding \( h(x(k_f)) \) into a Taylor series about \( h(x^{opt}(k_f)) \) yields

\[
h(x(k_f)) = h(x^{opt}(k_f)) + \varepsilon \zeta^T(k_f) h_x^{opt} + \cdots \quad (2.3.44)
\]
Where \( h_{x_{opt}}^{opt} \equiv \frac{\partial h_{opt}}{\partial x^{opt}} \).

Similarly, the above Hamiltonian can be extended into a Taylor series about \( x^{opt}(k), w^{opt}(k), p^{opt}(k + 1) \) and \( x^{opt}(k + 1) \),

\[
H[x(k), w(k), p(k + 1)] = H[x^{opt}(k), w^{opt}(k), p^{opt}(k + 1)] \\
+ \epsilon \xi_T(k) H_{x_{opt}}^{opt}(k) + \vartheta \rho_T(k) H_{w_{opt}}^{opt}(k) + \psi \lambda_T(k + 1) H_{p_{opt}}^{opt}(k + 1) + \ldots
\]

(2.3.45)

where \( H^{opt}(k) = H[x^{opt}(k), w^{opt}(k), p^{opt}(k + 1)] \) (2.3.46)

Substituting (2.3.45) and (2.3.46) into (2.3.38), we perform the following necessary conditions for minimizing \( J_x \):

\[
\frac{\partial J_x}{\partial \epsilon} \bigg|_{\epsilon = 0, \vartheta = 0} = 0 \quad (2.3.47)
\]

\[
\frac{\partial J_x}{\partial \vartheta} \bigg|_{\epsilon = 0, \vartheta = 0} = 0 \quad (2.3.48)
\]

\[
\frac{\partial J_x}{\partial \psi} \bigg|_{\epsilon = 0, \vartheta = 0} = 0 \quad (2.3.49)
\]

This results in

\[
\xi_T(k_f) h_{x}^{opt}(k_f) + \sum_{k=k_0}^{k_f-1} \xi_T(k) H_{x_{opt}}^{opt}(k) - \sum_{k=k_0}^{k_f-1} (p_{opt})^T(k + 1) \xi(k + 1) = 0 \quad (2.3.50)
\]

\[
\rho_T(k) H_{w_{opt}}^{opt}(k) = 0 \quad (2.3.51)
\]

\[
\lambda_T(k + 1) H_{p(k+1)}^{opt}(k + 1) - x_{opt}(k + 1) = 0 \quad (2.3.52)
\]
The last equation (2.3.52) leads to

\[
x_{0}^{*}(k+1) = H_{p(k+1)}^{opt}(k+1) \tag{2.3.53}
\]

\[
H_{w}^{opt}(k) = \frac{\partial H^{opt}(k)}{\partial w(k)} = 0 \tag{2.3.54}
\]

which represents the necessary condition for the maximization (or minimization) of the Hamiltonian along the optimal trajectory with respect to the optimal control.

The final set of necessary conditions for optimality stems from the last term on the left-hand side of (2.3.50) which can be described as follows:

\[
\sum_{k=k_{0}}^{k_{f}-1}(p_{0}^{opt})^{T}(k+1)\zeta(k+1) = \sum_{k=k_{0}+1}^{k_{f}}(p_{0}^{opt})^{T}(k)\zeta(k)
\]

\[
= \sum_{k=k_{0}}^{k_{f}-1}(p_{0}^{opt})^{T}(k)\zeta(k) + (p_{0}^{opt})^{T}(k_{f})\zeta(k_{f}) \tag{2.3.55}
\]

\[
- (p_{0}^{opt})^{T}(k_{0})\zeta(k_{0})
\]

Now \(x(k_{0})\) is known. Moreover, if \(\zeta(k_{0}) = 0\), then (2.3.55) becomes

\[
\sum_{k=k_{0}}^{k_{f}-1}(p_{0}^{opt})^{T}(k+1)\zeta(k+1) = \sum_{k=k_{0}+1}^{k_{f}}(p_{0}^{opt})^{T}(k)\zeta(k) + (p_{0}^{opt})^{T}(k_{f})\zeta(k_{f}) \tag{2.3.56}
\]

Now, by substituting this into (2.3.50) and rearranging terms, we obtain the following equation:

\[
[h_{x}^{opt}(k_{f}) - p^{opt}(k_{f})]^{T}\zeta(k_{f}) + \sum[H_{x}^{opt}(k) - p(k)]^{T}\zeta(k) = 0 \tag{2.3.57}
\]

Since the variations of \(p(k)\) and \(p(k_{f})\) are mutually independent [35], the only way to satisfy (2.3.57) is respectively
Thus, we precisely provide the following necessary conditions for the discrete-time maximum principle:

\[ p_{\text{opt}}^{(k_f)} = h_{x_{\text{opt}}}(k_f) \]  \hspace{1cm} (2.3.58)

and

\[ p_{\text{opt}}(k) = H_{x_{\text{opt}}}(k) \]  \hspace{1cm} (2.3.59)

Equations (2.3.60) through (2.3.63) represent a discrete-time TPBV problem and are referred to as \textit{canonical state difference equations}. More specifically, (2.3.63) provides a means for finding the optimal control, while equations (2.3.61) and (2.3.63) represent the transversality and the initial state, respectively. Notice that if any component of the final state \( x(t_f) \) is fixed, the corresponding transversality condition of \( p_{\text{opt}}^{(k_f)} \) no longer applies [35].
3.1 Optimal Control Problems and ANNs

Classical control system design by ways of optimal control problems is generally a trial-and-error process in which various methods of analysis are used iteratively to determine the design parameters of an "acceptable" system [36]. In the previous chapter, we saw that the objective of optimal control theory is to determine the control signals that cause a process to satisfy the physical constraints and at the same time minimize (or maximize) some performance index. In ANN research, optimal control problems are mainly applied in order to determine optimal weights for ANNs whose task is defined as the optimization of a specific performance index, as will be discussed in this section. We shall begin with the previous work on neurodynamics in optimal control problems, including that of Ramacher et al. [37], who used a single first-order Hamilton-Jacobi equation (as described previously in Section 2.3.5). It will then be shown how this theory fits into the framework of neural optimal control theory.

3.1.1 The form of state equations in continuous-time and discrete-time systems

Ramacher [37] considered the following neuron differential equation:

\[
x(t) = g(in(t), x(t), w(t))
\] (3.1.1)
where \( \text{in}(t) \) represents the neuron inputs, \( x(t) \) the neuron outputs, and \( w(t) \) the weights.

We consider an \( n \)-dimensional continuous-time neural network with describing state equation as follows

\[
\dot{x}(t) = g(x(t), w(t)) \tag{3.1.2}
\]

with initial condition :

\[
x(0) = x_0 \tag{3.1.3}
\]

Moreover, (3.1.2) is a quite general form, which readily extends into ANNs, by reformulating the following system of differential equation, called \textit{recurrent networks} by [38] :

\[
\tau \dot{x}_j(t) = -x_j(t) + f(y_j) \tag{3.1.4}
\]

subject to (2.1.4), where \( f(\cdot) \) is the sigmoidal activation function which is represented by (2.1.2).

The types of training problem which can be presented to recurrent neural networks are more numerous than those which make sense for feedforward networks. Moreover, it is possible to train a recurrent temporally continuous generalization of back-propagation networks.

Equation (3.1.4) is apparently for the continuous-time case, but notice that (2.1.3) is indeed a discrete version of (3.1.4). Alternatively, an ANN can be represented by the following system equation :

\[
\tau \dot{x}_j(t) = -x_j(t) + \sum_{i=1}^{n} w_{ji}(t)f(x_i(t)) \tag{3.1.4}'
\]
Accordingly, we adopt the following forms for equation (3.1.2):

\[
x(r) = s(x(t)) + w(t)f(x(t))
\]  
(3.1.5)

and

\[
x_j(t) = s(x_j(t)) + \sum_{i=1}^{n} w_{ij}(t)f(x_i(t))
\]  
(3.1.6)

Similarly, for an \(n\)-dimensional discrete-time system, the state equation can be approximated (see section 2.3.7) by

\[
x(k + 1) = s(x(k)) + w(k)f(x(k))
\]  
(3.1.7)

and

\[
x_j(k + 1) = s(x_j(k)) + \sum_{i=1}^{n} w_{ij}(k)f(x_i(k))
\]  
(3.1.8)

3.1.2 The performance index in Continuous-time ANN systems

We consider the performance \(J^C\) in continuous-time ANN systems which is defined by (2.3.21):

\[
J^C = h(x(t_f)) + \int_{0}^{t_f} \psi(x(t), w(t))dt
\]  
(3.1.9)

where \(x\) represents the (neuron) state variable and \(w\) the controls, which in our application are ANN weight vectors. The performance index, which includes the objective function \(h(x(t_f))\), is to be minimized at final time \(t_f\), which may be specified or free depending on the problem statement [35].
Here, we define the Hamiltonian for the continuous-time case, as follows

\[ H^C(x(t), w(t), p(t)) = p^T(t)g(t) + \psi(x(t), w(t)) \] (3.1.10)

where \( p^T \) is a set of the costate vector as has been defined in section (2.2.6), and the cost function \( \psi \) can be interpreted as the potential which forces the system to move along the desired trajectory [36], as will be discussed later.

Furthermore, when the Hamiltonian \( H \) is also defined as in (3.1.10), the performance index becomes

\[ J^C = h(x(t_f)) + \int_{t_0}^{t_f} \left[ H^C(x(t), w(t), p(t)) - p^T(t)g(t) \right] dt \] (3.1.11)

### 3.1.3 The performance index in Discrete-time ANN systems

Similarly, we can extend this treatment to optimal control problems in discrete-time systems (See section 2.3.7), as follows

\[ J^D = h(x(k_f)) + \sum_{k=0}^{k_f-1} \psi(x(k), w(k)) \] (3.1.12)

where \( J^D \) means the performance index in discrete-time ANN systems. In addition, \( x \) represents the (neuron) state variable and \( w \) the controls, which in our application are ANN weight vectors. The performance index, which includes the objective function \( h(x(k_f)) \), is to be minimized at final time \( k_f \).

Here, we define the Hamiltonian for the discrete-time case, as follows

\[ H^D(x(k), w(k), p(k+1)) \equiv \] 
\[ p^T(k+1)g(k) + \psi(x(k), w(k)) \] (3.1.13)
where \( p^T \) is a set of the costate vector as defined in Section (2.2.6), and the cost function \( \psi \) can be interpreted as the potential which forces the system to move along the desired trajectory [36], as will be discussed later.

Furthermore, when the Hamiltonian \( H \) is also defined as in (3.1.10), the performance index becomes

\[
J^D = h(x(k_f)) + \sum_{k=0}^{k_f-1} [H(x(k),w(k),p(k+1)) - p^T(k+1)g(k)]
\]  

(3.1.14)

### 3.2 Learning Potential Functions and Pontryagin's principle

As described previously in Section 2.3, the solution of an optimal control problem can be obtained through two basic approaches. The first is by the application of the Hamiltonian equation which constitutes a sufficiency condition. The other approach is Pontryagin's minimum principle which constitutes necessary conditions for optimality. However, the Hamiltonian-Jacobi equation is an alternative formulation of the minimum principle, as shown in Appendix B. Ramacher has applied a partial differential equation (PDE) of Hamilton-Jacobi type in order to describe neurodynamics [37], whereas we shall employ the minimum principle in order to find significant characteristics of the optimal solution. It yields a necessary condition that an optimal control must satisfy, and has become the basic method for computing optimal controls [39]. In a sense, it can also be thought of as an extension of the method of Lagrange multipliers (costate) to dynamical optimization and control problems. Firstly, we attempt to apply the quadratic cost function \( \psi(\cdot) \) as the learning potential function, first proposed by Amari [40] for dynamical ANNs.
3.2.1 Squared error function

We let $\psi(w)$, defined in (2.1.9), be a loss function. When an input signal is processed by a layered net of feedforward connections, we generally apply the following squared error as the cost function $\psi(\cdot)$ (as described in Section 2.1.4):

$$\psi(w) = E(x,d) = \frac{1}{2}\|x - d\|^2$$  \hspace{1cm} (3.2.1)

where $\| \cdot \|$ is the Euclidean norm, $x$ is the value of the output vector, and $d$ the target vector or desired response of the output vector.

Alternatively, this can be represented by considering the number of training patterns:

$$\psi_p(w) = E_p(x,d) = \frac{1}{N_t} \sum_{q=1}^{N_t} (x_q^L(u_p) - d_q(u_p))^2$$  \hspace{1cm} (3.2.2)

where, $x_q^L$ is the output of the $q$-node in layer $L$, and $d_q$ the desired response of the $q$-th output node. In addition, $u_p$ is the $p$-th training sample.

Notice that if we here apply the first order algorithm (the steepest gradient descent method) of Section 2.1.4 as weight equations with (3.2.1) or (3.2.2), the standard backpropagation learning algorithm is obtained. However, we consider on alternative cost function of $\psi(\cdot)$ instead of (3.2.1) or (3.2.2) in the next section to yield a new algorithm.
3.2.2 The learning potential function in Continuous-time and Discrete time systems

We here define the following quadratic cost function as the potential function [34][41], in order to apply it to optimal control problems. This general cost function \( \psi(\cdot) \) is capable of generating a versatile class of dynamical systems while providing some useful algebraic simplifications, as will be shown later.

In the continuous-time case, the learning potential is assumed to be of quadratic form, i.e.,

\[
\psi^c(w) = \frac{1}{2}[x^T(t)Qx(t) + w^T(t)Rw(t)]
\] (3.2.3)

subject to (3.1.5).

Similarly, in the discrete-time case,

\[
\psi^d(w) = \frac{1}{2}[x^T(k)Qx(k) + w^T(k)Rw(k)]
\] (3.2.4)

subject to (3.1.7).

Here, \( Q \) is a real symmetric positive semidefinite matrix, and \( R \) is a real symmetric positive definite matrix.

3.2.3 Linear regulator problems and Resulting optimal weight equations

In this section, we shall apply the linear regulator problem using the Pontryagin principle in order to obtain the optimal weight equations of
ANNs, as an alternative to the first-order and second-order methods described previously in Sections 2.1 and 2.2, respectively. In Section 2.3.6, the necessary condition of the minimum principle was denoted by equations (2.3.24), (2.3.25) and (2.3.26):

\[
\dot{x} = \frac{\partial H}{\partial p} = g(x, w)
\]

\[
\dot{p} = -\frac{\partial H}{\partial x} = -\frac{\partial \psi}{\partial x} \left( \frac{\partial g}{\partial x} \right)^T p
\]

\[
H(x^{\text{opt}}, w^{\text{opt}}, p^{\text{opt}}) = \min_{w \in \mathcal{W}} H(x^{\text{opt}}, w, p^{\text{opt}})
\]

where, \(x^{\text{opt}}\) is the optimal state, \(w^{\text{opt}}\) the control vector and the costate vector.

In addition, we previously considered the following system equation (3.1.5), for the continuous-time case:

\[
\dot{x}(t) = s(x(t)) + w(t)f(x(t))
\]

The performance index (3.1.11) that we are considering is also

\[
J^C = h(x(t_f)) + \int_{t_0}^{t_f} [H^C(x(t), w(t), p(t)) - p^T(t)g(t)]dt
\]

The boundary condition, consistent with (2.3.25), is

\[
p(t_f) = \frac{\partial h(x(t_f))}{\partial x(t_f)}
\]

For free \(t_f\)

Furthermore, the Hamiltonian (3.1.10) is then defined as follows:
\[ H^C(x(t), w(t), p(t)) = p^T(t)g(t) + \psi(x(t), w(t)) \]

If we now apply the linear regulator problem to (3.1.11), then we obtain the following equation [35]:

\[
J^C = \frac{1}{2} x^T(t_f)Fx(t_f) + \frac{1}{2} \int_{t_0}^{t_f} \left[ x^T(t)Qx(t) + w^T(t)Rw(t) \right] dt
\]  

(3.2.5)

without loss of generality, the matrix \( F \) may be assumed to be symmetric. In addition, we require it to be positive semidefinite.

The linear regulator problem is to find an optimal weight (control) vector \( w^{opt}(t) \) which satisfies the system equation (3.1.5) while minimizing the performance index \( J^C \) in (3.2.5). The Hamiltonian, in (3.1.10), is given by

\[
H^C \equiv \psi^C(w) + p^Tg = \frac{1}{2} [x^T(t)Qx(t) + w^T(t)Rw(t)]
\]  

(3.2.6)

+ \( p^T(t)[s(x(t)) + w(t)f(x(t))] \)

with the costate equation (2.3.25), and the control equation (2.3.29) for the weights given as follows:

\[
0 = \frac{\partial H}{\partial w} = \frac{\partial \psi}{\partial x} + \left( \frac{\partial g}{\partial x} \right)^T p
\]

Now, since we are considering the continuous-time case, it assumed that \( H = H^C \).

Thus, (2.3.29) will be
Then $w^{opt}(t)$ can be eliminated from (3.2.7), which yields:

$$w^{opt}(t) = -R^{-1}f^T(x(t))p(t)$$

(3.2.8)

which minimizes (globally) the Hamiltonian $H^C$ defined in (3.2.6). This derivation is presented fully in Appendix III. Equation (3.2.8) is a general formulation for Linear-Regulator problems in optimal control theory. In addition, (3.2.8) satisfies the necessary condition (2.3.25) and the boundary condition (2.3.28), respectively.

Equation (3.2.8) is the continuous-time optimal equation for ANNs we have been seeking.

In a similar manner we can obtain the optimal equation for discrete-time ANNs. In Section 2.3.7, the necessary condition for the discrete-time Maximum principle was denoted by equations (2.3.62) and (2.3.60):

$$x^{opt}(k+1) = \frac{\partial H^{opt}(k)}{\partial p^{opt}(k+1)}$$

$$p^{opt}(k) = \frac{\partial H^{opt}(k)}{\partial x^{opt}(k)}$$

where, $x^{opt}(k)$ is the optimal state, $p^{opt}(k)$ is the costate vectors, and $H^{opt}(k)$ is the optimal Hamiltonian.

In addition, we considered the following system equation (3.1.7), for the discrete-time case:

$$x(k+1) = s(x(k)) + w(k)f(x(k))$$
The performance index (3.1.14) that we are considering is also

\[ J^0 = h(x(k_f)) \]

\[ + \sum_{k=0}^{k_f-1} [H(x(k), w(k), p(k+1)) - p^T(k+1)g(k)] \]

Then, the boundary condition (2.3.61) is

\[ p^{opt}(k_f) = \frac{\partial h^{opt}(k_f)}{\partial x^{opt}(k_f)} \]

Furthermore, the Hamiltonian (3.1.13) was defined as follows:

\[ H^0(x(k), w(k), p(k+1)) = p^T(k+1)g(k) + \psi(x(k), w(k)) \]

If we now apply the linear regulator problem to (3.1.14), then we obtain the following equation [35]:

\[ J^0 = \frac{1}{2} x^T(k_f)Fx(k_f) + \frac{1}{2} \sum_{k=0}^{k_f-1} [x^T(k)Qx(k) + w^T(k)Rw(k)] \quad (3.2.9) \]

where matrix \( F \) is assumed to be positive semidefinite.

The linear regulator problem is to find an optimal weight (control) vector \( w^{opt}(k) \) which satisfies the system equation (3.1.7) while minimizing the performance index \( J^0 \) in (3.2.9). The Hamiltonian (3.1.13) is given by

\[ H^0 = \psi^0(w) + p^Tg \]

\[ = \frac{1}{2} [x^T(k)Qx(k) + w^T(k)Rw(k)] + p^T[k(s(x(k)) + w(k)f(x(k)))] \quad (3.2.10) \]
with the costate equation (2.3.60), and the control equation (2.3.64) for the weights given as follows,

\[ H_{w}^{opt}(k) = 0 \]

Now since we are considering the discrete-time case, it assumed that \( H = H^D \).

Thus, (2.3.64) will be

\[ 0 = H_{w}^{D}(k) = Rw(k) + f^T(x(k))p(k) \]  \hspace{1cm} (3.2.11)

Then \( w^{opt}(k) \) can be eliminated from (3.2.11), which yields:

\[ w^{opt}(k) = -Rf^T(x(k))p(k) \]  \hspace{1cm} (3.2.12)

which minimizes (globally) the Hamiltonian \( H^D \) defined in (3.2.10). Equation (3.2.12) is a general formulation for discrete-time Linear-Regulator problems in optimal control theory. In addition, (3.2.12) satisfies the necessary condition (2.3.60) and the boundary condition (2.3.61), respectively.

Equation (3.2.12) is the discrete-time optimal equation for ANNs we have been seeking.

### 3.3 The PMP learning algorithm

In Section 3.2, the new optimal equations for weights were contrasted with the weight equations obtained using steepest gradient descent backpropagation (SBP) described in Section 2.1.4. The obtained weight equation comprises both the learning algorithm kernel as well as backpropagation, since the aim is to minimize the quadratic cost function, and thus give rise
to a modification for each connection weight. First of all, the conventional SBP weight equation is reviewed.

### 3.3.1 Optimal weight equations

SBP or the Generalized Delta Rule (GDR) for obtaining optimal weights proposed by Rumelhart et al [3], (Section 2.1.4) has become very popular since its initial publication (1986). The GDR for updating the weights \( w \) is given by the differential equation (2.1.19):

\[
\Delta w(k) = -\mu \frac{\partial \psi}{\partial w} \bigg|_{w(k)} + \alpha \Delta w(k-1)
\]

Here, we set \( \alpha = 0 \):

\[
\Delta w(k) = -\mu \frac{\partial \psi}{\partial w} \bigg|_{w(k)}
\]  

(3.3.1)

where, \( \psi \) is squared cost error function, and \( \mu \) is the learning rate coefficient (or learning gain term).

Alternatively, we obtain

\[
\Delta w_{jk}(k) = -\mu \nabla_{w_{jk}} \psi
\]  

(3.3.2)

where, \( \nabla_{w_{jk}} \) is the partial derivative with respect to \( w_{jk} \), connecting the \( j \)-th node in a layer to the \( i \)-th node in the subsequent layer.

Notice that equations (3.3.1) and (3.3.2) provide us with the insight that a positive definite matrix \( R \) in both optimal equations (3.2.8) and (3.2.11) will have the following analogous relationships with the learning rate coefficient \( \mu \).
Now, assuming for both (3.2.8) and (3.2.11):

\[ w_{opt} = \Delta w, \]
\[ R^{-1} = \mu \]  \hspace{1cm} (3.3.3)

then we obtain the following optimal weight equation:

\[ \Delta w(k) = -\mu f^T(x(k))p(k) \]  \hspace{1cm} (3.3.4)

Similarly, we can consider the optimal weight equation for the continuous-time case:

\[ \Delta w(t) = -\mu f^T(x(t))p(t) \]  \hspace{1cm} (3.3.5)

Now it is possible to reformulate this optimal weight equation (3.3.4) using Pontryagin's principle, and thus replace Rumelhart's conventional SBP learning algorithm (Section 3.3.1).

### 3.3.2 Learning Dynamics and its equation

In order to find the optimal weights, we let the costate vector \( p \) be chosen to satisfy the boundary condition (2.3.28) for the continuous-time case ((2.3.61) for the discrete-time case), with respect to the final free time (Sections 2.3.6 and 2.3.7):

\[ p(t) = \frac{\partial h(x(t))}{\partial x(t)}, \text{ in continuous time} \]

\[ p(k) = \frac{\partial h(x(k))}{\partial x(k)}, \text{ in discrete-time} \]

In this manner, we can obtain the following optimal weight equations with respect to (3.3.4) and (3.3.5), respectively:
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\[ \Delta w(t) = -\mu \frac{\partial h(x(t))}{\partial x(t)} f(x(t)) \quad (3.3.6) \]

and

\[ \Delta w(k) = -\mu \frac{\partial h(x(k))}{\partial x(k)} f(x(k)) \quad (3.3.7) \]

An early learning equation was qualitatively formulated by Hebb in 1949, and constitutes the basic mechanism of neural learning [42]. This equation may be simply quantified using the discrete-time formula:

\[ w^{\text{New}}(k) = w^{\text{Old}}(k) + \Delta w(k) \quad (3.3.8) \]

Alternatively,

\[ w_{ji}(k) = w_{ji}(k - 1) + \Delta w_{ji}(k) \quad (3.3.9) \]

Thus, we obtain the following learning rule for (3.3.2):

\[ w_{ji}(k) = w_{ji}(k - 1) - \mu \nabla_{w_{ji}} E \quad (3.3.10) \]

In general, this is well known as the (standard) back propagation analog of the Widrow-Hoff rule or LMS (least mean square) algorithm [43]. In addition, the continuous time version of (3.3.10) is:

\[ \frac{dw_{ji}(t)}{dt} = -\mu \nabla_{w_{ji}} E \]

The above system of ordinary differential equations (ODEs) is usually stiff, and the stability of numerical methods for solving stiff systems of ODEs is discussed in detail by Gear [44].

Now we obtain the following rule in discrete-time, using (3.3.7):
\[ w_{ji}(k) = w_{ji}(k-1) - \mu \nabla_j h(x) f(x) \]  

which can be represented as follows:
\[ w_{ji}(k) = w_{ji}(k-1) - \mu \frac{\partial h(x)}{\partial x_j} f(x) \]  

This suggests that the development of the new learning law as above will provide a faster descent to the bottom of the error surface of Figure 2-4.

The objective function \( h(x) \) is minimized at \( x^* \), such that \( h(x^*) = \min_x h(x) \), where \( h(x) \) has continuous second order derivatives (or twice-continuously differentiable), so the objective function can have the following gradient vector [45]:
\[ \nabla_j h(x) = \left[ \frac{\partial}{\partial x_1} h(x) \ldots \frac{\partial}{\partial x_n} h(x) \right]^T \]  

To obtain the optimum convergence rate for this gradient vector, the update rule (3.3.13) should use the following Hessian matrix:
\[ \nabla^2_{x_j} h(x) = \begin{bmatrix} \frac{\partial^2}{\partial x_1^2} h(x) & \ldots & \frac{\partial^2}{\partial x_1 \partial x_n} h(x) \\ \vdots & \ddots & \vdots \\ \frac{\partial^2}{\partial x_n \partial x_1} h(x) & \ldots & \frac{\partial^2}{\partial x_n^2} h(x) \end{bmatrix} \]  

In short, [45] suggests that second order derivatives be used in the numerical determination of the optimal state.
Chapter 4

Results and Conclusion

4.1 Numerical Example and Performance Evaluation

In this chapter, the performance of the PMP learning algorithm is evaluated by comparison with classical SBP. In order to gain a quantitative implementation, we used the C-language on a Sun SPARCstation. First we need to define the form for the continuous second-order derivatives $h(\cdot)$. Newton’s method which utilizes the Hessian matrix is the well known basic local method [28] for determining the second order derivatives in ANNs. It is also far superior with respect to learning time (number of iterations) [16]. Before describing the quantitative implementation, we first define the form of second order derivatives $h(\cdot)$.

4.1.1 The form of second order derivative $h(\cdot)$

We consider the objective function $h(\cdot)$, to have the following quadratic form :

$$h(x) = x^T \varphi x$$

The description of the $l$-th layer will be :

$$h_l'(x) = \sum_{i=1}^{n} \sum_{k=1}^{n} \varphi_{ik} x_i' x_k'$$

$l = 1,2,\ldots, +\infty$
where, a diagonal symmetric matrix \( \Phi = (\Phi_{ik}), \Phi_{ik} = \Phi_{ki}; i, k = 1, 2, ..., n \) can be either positive or negative, definite or indefinite. It determines both the gradient vector \( \nabla h(x) = \Phi x \) and the constant diagonal Hessian matrix \( \nabla^2 h(x) = \Phi \), which can always be diagonalized by choosing a basis of eigenvectors. Sufficient conditions for a strong local minimum to the point \( x^* \) are that \( |\nabla^2 h(x^*)| = 0 \). Notice that if the Hessian matrix is positive definite and the quadratic model is correct, one iteration only is sufficient to reach the global minimum. However, even if the Hessian is not positive definite, it can be shown that the quadratic form can be effective on such minimization problems [28].

4.1.2 The application of the continuous first order derivative \( f(\cdot) \)

The activation function \( f(\cdot) \) is adequately represented by the following nonlinear sigmoid equation [46][47][48]:

\[
 f(x) = \frac{1}{1 + \exp(-x)}
\]

The main properties of sigmoidal activation have been discussed in Section 2.1.1.

4.1.3 Numerical Result

In order to evaluate the performance of the proposed learning algorithm, we compare it with the classical SBP algorithm for solving the XOR problem. The network architecture that we use has three layers as shown in Figure 4-1. Each input node in Figure 4-1 has a signal strength or activation function of the sigmoid type previously described in Section 2.1.1. For the current implementation, the network comprises eleven input nodes, two
Figure 4-1: Three-Layer Back Propagation with Feed-forward network (11-2-1)
hidden nodes and one output node. The network is also fully connected with weights initialized randomly prior to learning. The value of any initial weight $w$ is such that $0.03 \leq |w|$. In addition, the learning coefficients for the two methods are $\eta = 0.5$, and $\mu = 0.0005$, respectively.

Eleven inputs are presented to the network, and the output trained to reproduce the logical exclusive—or truth table. The 11-2-1 network can be described as follow:

\[
\begin{align*}
0 & 0 0 0 0 0 0 0 0 0 0 0 0 \quad \text{-----}\rightarrow 0 \\
0 & 1 0 0 0 0 0 0 0 0 0 0 0 \quad \text{-----}\rightarrow 1 \\
1 & 0 0 0 0 0 0 0 0 0 0 0 0 \quad \text{-----}\rightarrow 1 \\
1 & 1 1 1 1 1 1 1 1 1 1 1 1 \quad \text{-----}\rightarrow 0 \\
\end{align*}
\]

This is an extension of XOR into 11 dimensions, where the eleventh dimension is obtained by successively ANDing the first two. For example:

\[
\begin{align*}
0 & 1 0 0 0 0 0 0 0 0 0 0 0 \quad \text{(Inputs)} \\
0 & 0 0 0 0 0 0 0 0 0 0 0 0 \\
0 & 0 0 0 0 0 0 0 0 0 0 0 0 \\
0 & 0 0 0 0 0 0 0 0 0 0 0 0 \\
0 & 0 0 0 0 0 0 0 0 0 0 0 0 \\
0 & 0 0 0 0 0 0 0 0 0 0 0 0 \\
0 & 0 0 0 0 0 0 0 0 0 0 0 0 \\
0 & 0 0 0 0 0 0 0 0 0 0 0 0 \\
0 & 0 0 0 0 0 0 0 0 0 0 0 0 \\
0 & 0 0 0 0 0 0 0 0 0 0 0 0 \\
0 & 0 0 0 0 0 0 0 0 0 0 0 0 \\
0 & 0 0 0 0 0 0 0 0 0 0 0 0 \\
0 \quad \text{-----}\rightarrow \text{the 11th input}
\end{align*}
\]
For inputs \((0, 0, 0, 0, 0, 0, 0, 0, 0, 0)\) and \((1, 0, 0, 0, 0, 0, 0, 0, 0, 0)\), the eleventh input \((0)\) can be obtained in a similar manner.

The performance of the new PMP algorithm depends on the choice of the constant Hessian matrix \(\varphi = (\varphi_{ik})\) previously described in Section 4.1.1., which is adjusted in order to obtain the best performance for this task. We here apply the following simple Hessian matrix:

\[
\varphi'_{ik} = \varphi_{ik} + \delta_{ik} \quad \text{\(k\): constants}
\]

where, the rule \(\delta_{ik}\) is the Kronecker delta:

\[
\delta_{ik} = \begin{cases} 1 & (i = k) \\ 0 & (i \neq k) \end{cases} \quad i,k = 1,2,...,n
\]

A recommended strategy for changing the Hessian in order to reach the minimum is, in fact, that of adding to it a simple diagonal matrix of the form \(|\mathbb{I}|\), \(l\) being the identity matrix as above [28]. An algorithm for efficiently computing just the diagonal of the Hessian [49]. Effective use of the optimum quadratic Hessian has been analyzed by [50][51].
The results are presented in Figure 4-2. Convergence to a tolerance of 0.001 took 640 and 1012 iterations for the new PMP learning algorithm and classic SBP respectively. This clearly demonstrates that traditional SBP requires more than 1.5 times as many iterations as the new PMP method. We next changed the positive constants $\kappa$ of the Hessian matrix. From Figure 4-3, we see that larger values of $\kappa$ result in faster convergence for a fixed error tolerance (0.001).
Figure 4-2: Comparison of the new algorithm and the SBP ($\kappa = 1.0 \times 10^4$)

Figure 4-3: Relationships of error and iterations as the parameter ($\kappa$) is varied
Moreover, the results of Figure 4.4 and table 1 are based on training using the same rule \( \phi_i^a(i,k=1,2,\ldots,n) \), but different constants \( K \). In particular, notice that for \( K = 10 \times 10^4 \) the network converges 220 times faster than for \( K = 1.5 \times 10^4 \). Thus as \( K \) increases, the number of iterations to convergence decreases exponentially.

![Figure 4-4: Description of iterations as changing constants \((K)\)
Iteration to convergence (0.001)](image)

<table>
<thead>
<tr>
<th>Constants ((K))</th>
<th>Iterations</th>
</tr>
</thead>
<tbody>
<tr>
<td>15000</td>
<td>429</td>
</tr>
<tr>
<td>20000</td>
<td>324</td>
</tr>
<tr>
<td>50000</td>
<td>131</td>
</tr>
<tr>
<td>80000</td>
<td>37</td>
</tr>
<tr>
<td>90000</td>
<td>2</td>
</tr>
<tr>
<td>100000</td>
<td>2</td>
</tr>
</tbody>
</table>

Table 1 shows the number of iterations at convergence (0.001) when the constants \((K)\) are applied for training, based on Figure 4-4.
4.1.4 Discussion

It is well recognised that the selection of initial weights in neural network training can significantly influence the speed of convergence. The usual procedure is to start with small, random values. Ideally, we would prefer to commence training with *optimal* weight values. Now PMP provides us with such, since this new learning algorithm is derived from minimisation theory (by regarding the weights as control variables). Moreover, such minimisation is readily represented in terms of either first or second-order derivative methods. Especially, the latter (which utilise the Hessian matrix). Similar second-order techniques are the basis for so-called "expanded" SBP methods, including PMP, all of which are capable of outperforming standard SBP.

4.2 Summary and Suggestions for Further work

We have shown that a method based on classical optimal control theory, notably Pontryagin's minimum (maximum) principle (PMP), is suited to Hamiltonian Neural Network systems. In Section 3.1, we showed that neurons and weights, being control variables in the network, are able to obey a continuous-time differential equation, generally called *the state equations*. The ANN's state equation (3.1.4) for recurrent (feedback) network models can be modelled as the neuron state e.g., (3.1.4)', being also continuous-time. Furthermore, (3.1.4)' can be extended to *discrete-time* systems under optimal control theory. As a result, the ANN's state equations, in both continuous-time and discrete-time, can yield optimal weights equations, using the new PMP learning method.

In Section 3.2, we showed that it is possible to describe the learning potential function as cost functions in Hamiltonian Neural Network systems. However, developing criteria for selecting appropriate learning potential functions is left for further research. Finally, the new learning algorithm
was numerically compared with the traditional SBP algorithm, and found to yield superior performance. PMP has yet to be compared against second-order extensions to SBP however (such as Conjugate Gradient or Newton’s Method), this exercise is left for further research.

Our work suggests that we could obtain better rules for obtaining optimal network topology for weight dynamics attributed to learning. Although the quadratic rule leads to several successful results for some networks, alternative forms for the second order derivatives (Section 4.1.1) might be needed for others. Moreover, the obtained weight equation in continuous-time could be investigated (we have only implemented the discrete-time case here). Lastly, we expect applications using Hamiltonian control systems (Appendix A) would lead to further useful results with respect to neurodynamics research. For example, we would fully expect PMP to yield better generalisation ability, since Hamiltonian Control Theory is a more general formulation of (modern) Optimal Control Theory.
Appendix A

Hamiltonian control system and PMP
Here we show how classical optimal control theory such as PMP is organized under Hamiltonian (affine) control systems in "mechanical nonlinear control system" [52][53]. In short, the well known Euler-Lagrange or Hamiltonian equations of motion have been described in terms of "Classical mechanics" by [54][55], however here they will be discussed in the context of "mechanical nonlinear control systems". Firstly, we review the Euler-Lagrangian and Hamiltonian equations of motion from "Classical mechanics". Then we extend this control theory into Hamiltonian (affine) control systems.

Consider a mechanical system with $n$ degrees of freedom: The following equations of motion are derived with $n$ generalized configuration (position) coordinates $x = (x_1, x_2, ..., x_n)$:

\[
\frac{d}{dt} \left[ \frac{\partial L_0}{\partial \dot{x}_i} \right] - \frac{\partial L_0}{\partial x_i} = 0 \quad i \in n \tag{A.1}
\]

Here, $L_0 = L_0(x_i, \dot{x}_i)$ (A.1) is called the Lagrange equation of motion, and is a set of $n$ second order differential equations in which $x_i = (x_1, x_2, ..., x_n)$ are the generalized velocities. Moreover, the Hamiltonian equations of motion in a mechanical system [54] are given by

\[
\dot{x}_i = \frac{\partial H_0}{\partial \lambda_i} \quad i \in n \tag{A.2.a}
\]

\[
\dot{\lambda}_i = -\frac{\partial H_0}{\partial x_i} \quad i \in n \tag{A.2.b}
\]

$H_0 = H_0(x_i, \lambda_i)$ is defined as the Hamiltonian or canonical equation of motion, in which $\lambda = (\lambda_1, \lambda_2, ..., \lambda_n)$ are the generalized momenta.
Now the Euler-Lagrangian or Hamiltonian equations from general mechanics as above, which can be extended to control systems, or to be more precise, mechanical nonlinear control systems [52].

Consider a mechanical control system with $n$ degrees of freedom, described by the Lagrangian $L(x,\dot{x},w)$, which also depends directly on $w$, being the controls. Then the equations of motion are:

\[
\frac{d}{dt}\left[ \frac{\partial L(x,\dot{x},w)}{\partial \dot{x}_i} \right] - \frac{\partial L(x,\dot{x},w)}{\partial x_i} = 0 \quad i \in n \tag{A.3}
\]

where

\[
L(x,\dot{x},w) = L_0(x,\dot{x}) + \sum_{j=1}^{n} x_j w_j \tag{A.4}
\]

We call (A.3) a Lagrangian control system. In addition, defining $T(x,\dot{x})$ as the kinetic energy of the system and $V(x)$ as the potential energy function, we obtain the following form for $L_0(x,\dot{x})$ [54]:

\[
L_0(x,\dot{x}) = T(x,\dot{x}) - V(x) \tag{A.5}
\]

As with the Lagrangian control system of (A.3), we define the generalized momenta as follows

\[
\lambda_i = \frac{\partial L(x,\dot{x},w)}{\partial \dot{x}_i} \quad i \in n \tag{A.6}
\]

Now the Hamiltonian function $H(x,\lambda,w)$ can be defined as the Legendre transform of $L(x,\dot{x},w)$, as follows:
\[ H(x, \lambda, w) = \sum_{i=1}^{n} \lambda_i \hat{x}_i - L(x, \dot{x}, w) \]  
(A.7)

where \( \dot{x} \) and \( \lambda \) are related by (A.6). Moreover, it is well-known that (A.6) and (A.7) constitute the Euler-Lagrange equations of motion:

\[ \dot{x}_i = \frac{\partial H(x, \lambda, w)}{\partial \lambda_i} \quad i \in n \]  
(A.8)

\[ \dot{\lambda}_i = -\frac{\partial H(x, \lambda, w)}{\partial x_i} \]

We call (A.8) a Hamiltonian control system. We now define the natural outputs of the Hamiltonian control system, as being

\[ y_j = -\frac{\partial H(x, \lambda, w)}{\partial w_j} \quad j \in n \]  
(A.9)

In particular, if we confine ourselves to Hamiltonian (affine) control systems, equation (A.8) is defined with the following Hamiltonian form:

\[ H(x, \lambda, w) = H_0(x, \lambda) - \sum_{j=1}^{n} H_j(x, \lambda) w_j \]  
(A.10)

Now we obtain the Hamiltonian (affine) control system as follows [52]:

\[ x_i = \frac{\partial H_0(x, \lambda)}{\partial \lambda_i} - \sum_{j=1}^{n} \frac{\partial H_j(x, \lambda)}{\partial \lambda_i} w_j \quad i \in n \]  
(A.11)

\[ \dot{\lambda}_i = -\frac{\partial H_0(x, \lambda)}{\partial x_i} - \sum_{j=1}^{n} \frac{\partial H_j(x, \lambda)}{\partial x_i} w_j \]

\[ y_j = H_j(x, \lambda) \quad j \in n \]
where, defining the Hamiltonian function $H_0$ as the internal Hamiltonian in [52].

Let

$$\frac{dH_0(x,\lambda)}{dt} \quad (A.12)$$

Thus, we obtain the following result from (A.10) and (A.11):

$$\frac{dH_0}{dt} = \sum_i \left( \frac{\partial H_0}{\partial x_i} \dot{x}_i + \frac{\partial H_0}{\partial \lambda_i} \dot{\lambda}_i \right)$$

$$= \sum_i \left( \frac{\partial H_0}{\partial x_i} \right) + \sum_{i,j} \left( \frac{\partial H_0}{\partial \lambda_i} \right) w_j$$

$$= \sum_{i,j} \left( \frac{\partial H_0}{\partial x_i} - \sum_k w_k \frac{\partial H_k}{\partial x_i} + \sum_k w_k \frac{\partial H_k}{\partial \lambda_i} \right) w_j$$

$$= \sum_j \frac{dH_j}{dt} w_j \quad (A.13)$$

$$= \sum_j \gamma_j w_j \quad k \in m$$

If $w_j = 0 \ (j \in n)$, (A.13) is

$$\frac{dH_0(x,\lambda)}{dt} = 0 \quad (A.14)$$

Therefore, $H_0(x,\lambda)$ is a **conserved quantity**, which expresses the conservation of total energy, and which may be represented as

$$H_0(x,\lambda) = T(x,\lambda) + V(x) = \text{total energy}.$$
Appendix B

PMP and the HAMILTONIAN-JACOBI Equation
The Hamiltonian-Jacobi equation is defined as follows [56]:

\[- \frac{\partial J^*}{\partial t} = H^*(x(t), \lambda^T(t)) \quad (B.1)\]

where

\[H^*(x(t), \lambda^T(t)) = \min_{w} H(x(t), w(t), \lambda^T(t))\]

\[\lambda^T(t) = \frac{\partial J^*}{\partial x}\]

\[J = h(x(t,f)) + \int_{t_0}^{t_f} \phi(x(t), w(t)) dt\]

\[H(x, \lambda, w) = \varphi(x, w) + \lambda^T(t) f(x, w), \quad x(x, w) \equiv f(x, w)\]

\[J^*(x) \equiv \min_{w} J(x, w)\]

Let \[\frac{d\lambda^T}{dt}\]

then we have

\[\frac{d\lambda^T}{dt} \equiv \frac{d}{dt} \left( \frac{\partial J^*}{\partial x} \right) = \frac{\partial^2 J^*}{\partial x^2} f + \frac{\partial^2 J^*}{\partial x \partial t} \quad (B.2)\]

Partial differentiation of the above Hamiltonian-Jacobi equation with respect to \(x\) yields

\[\frac{\partial}{\partial x} \left( \frac{\partial J^*}{\partial \lambda} + H^*(x(t), \lambda^T(t)) \right) \]

\[= \frac{\partial^2 J^*}{\partial x \partial t} + \frac{\partial}{\partial x} H^*(x(t), \lambda^T(t)) \]

\[= 0\]

Thus, we obtain the following equation, considering \(w^* = w^*(x(t))\) and (B.1):
The PMP necessary condition (2.3.29) has been stated as being

$$\frac{\partial H}{\partial w} = \frac{\partial \phi}{\partial w} + \frac{\partial J^*}{\partial w} \frac{\partial f}{\partial w} = 0$$  \hspace{1cm} (B.4)

Now, the coefficient of $\frac{\partial w^*}{\partial x}$ in (B.3) vanishes on an optimal path according to (B.4).

Consequently, we obtain the following equation:

$$\frac{\partial^2 J^*}{\partial x \partial t} + f^T \frac{\partial^2 J^*}{\partial x^2} + \frac{\partial \phi}{\partial x} + \frac{\partial J^*}{\partial x} \frac{\partial f}{\partial x} = 0$$

Thus, (B.3) will become, taking into account (B.2)

$$\frac{d\lambda^T}{dt} = -\frac{\partial \phi}{\partial x} - \lambda^T \frac{\partial f}{\partial x}$$  \hspace{1cm} (B.5)

(B.4) and (B.5) describe the Euler-Lagrange equation.

end.
Appendix C

Proof of Equation (3.2.8)
From equation (3.1.6),

\[ \dot{x}_j(t) = s(x_j(t)) + \sum_{i=1}^{n} w_{ji}(t)f(x_i(t)) \]

Now, (3.2.6) can be represented as follows

\[ H^C(\cdot) = \sum_{i,j} \left[ p_j \dot{x}_j + \frac{1}{2} Q_{ji} x_j x_i \right] + \frac{1}{2} \sum_{\alpha,\beta} R_{\alpha,\beta} W_\alpha W_\beta \quad (3.2.6)' \]

where \( \alpha \) and \( \beta \) represent multi-indices:

\[ \alpha = i_0 \cdots i_n, \quad \beta = i_0 \cdots i_n \]

Thus, (3.2.6)' can be represented from (3.1.6) as follows:

\[ H^C(\cdot) = \sum_{i,j} \left[ p_j (s(x_j) + W_{ji} f(x_i)) + \frac{1}{2} Q_{ji} x_j x_i \right] + \frac{1}{2} \sum_{\alpha,\beta} R_{\alpha,\beta} W_\alpha W_\beta \quad (3.2.6)'' \]

Let \( 0 = \frac{\partial H(\cdot)}{\partial W_\alpha} \)

\[ = \sum_{j,i} (p_j f(x_i) \delta_{j,i} \delta_{i_\alpha} + R_{\alpha,\beta} W_\beta) \]
\[ = p_{i_\alpha} f(x_{i_\alpha}) + R_{\alpha,\beta} W_\beta \]

Therefore,

\[ 0 = p_{i_\alpha} f(x_{i_\alpha}) + R_{\alpha,\beta} W_\beta \]

(i.e) \( W_\beta(t) = -\sum_{\alpha} \left( R_{\beta,\alpha}^{-1} p_{j_\alpha}(t)f(x_{i_\alpha}(t)) \right) \)

Equation (3.2.12) can be derived in a similar manner.

end.
Appendix D

Program Code

This program based on SBP.C by Minh Tam Tran
/** Program : The PMP learning algorithm */
/** Module : hbp.c */
/** Purpose : This tool is used that the performance of the PMP learning */
/** algorithm is evaluated by comparison with classical Standard BP */
/** Author : Takamasa Koshizen, Minh Tam Tarn */
/** Date : October 1994 */

for declaration of C header files

#include <stdio.h>
#include <math.h>
#include <malloc.h>
#include <stdlib.h>
#include <time.h>

define constants used throughout functions

#define MAX_LAYERS 5
#define MAX_VECTORS 1000
#define TRAINING_FILE *training.dat*
#define WEIGHTS_FILEO *weights.dat0* /for PMP */
#define WEIGHTS_FILE *weights.dat* /for SBP */
#define OUTPUT_FILE *output.dat*
#define TEST_FILE *test.dat* 
#define AVGERR_FILE *avgerr.dat*
#define Rlow -0.030
#define Rhigh 0.030
#define urand() ((float)rand() / 0x7fff * (Rhigh - Rlow) + Rlow)

struct layer
{
    int num_inputs; /* the number of inputs */
    int num_outputs; /* the number of outputs */
    float *hessians; /* pointer to array of hessians */
    float *outputs; /* pointer to array of outputs */
    float *inputs; /* pointer to array of inputs */
    float *weights; /* pointer to array of weights */
    float *output_errors; /* array of errors at output */
    float *back_errors; /* array of errors backpropagated */
};

Data base

struct layer *layer_ptr[MAX_LAYERS];
int number_of_layers;
float *buffer;
float *expected_values;
int *layer_size[MAX_LAYERS];
unsigned training;

For declaration of functions

void get_layer_info(void);
void set_up_network(void);
void set_hessian(void);
void no_memory(void);
Calculate error for output layer

```c
void calc_error_output_layer(float * error)
{
    int i, j, k;
    struct layer *l;
    float accumulator = 0;
    float total_error = 0;
    l = layer_ptr[number_of_layers-1];
    for (j=0; j < l->num_outputs; j++)
    {
        l->output_errors[j] = (expected_values[j] - l->outputs[j]);
        total_error += l->output_errors[j];
    }
    *error = total_error;
    for (i=0; i < l->num_inputs; i++)
    {
        k = i * l->num_outputs;
        for (j=0; j < l->num_outputs; j++)
        {
            l->back_errors[i] = l->weights[k+j] * l->output_errors[j];
            accumulator += l->back_errors[i];
        }
        l->back_errors[i]=accumulator;
        accumulator = 0;
        /* multiply by derivative of sigmoid which is: input * (1 - input) */
        l->back_errors[i] *= (*(l->inputs+i))*(1-(*(l->inputs+i)));
    }
}
```

Fill memory with an array of input, output vectors up to MAX_VECTORS.
Return number of read vectors

```c
int fill_IObuffer(FILE * inputfile)
{
    int i, k, count, veclength;
    int ins, outs;
    ins = layer_ptr[0]->num_outputs;
    outs = layer_ptr[number_of_layers-1]->num_outputs;
    if (training == 1)
    {
        veclength = ins + outs;
    } else veclength = ins;
    count = 0;
    return count;
}
```
void randomize_weights(void);
float randomweight(void);
void read_weights(FILE * weights_file_ptr, int layer_no);
int fill_IBuffer(FILE * inputfile);
void set_up_pattern(int buffer_index);
void forward_prop(void);
float squash(float input);
void write_outputs(FILE * outfile);
void backward_prop(float * toterror);
void calc_error_output_layer(float * toterror);
void calc_error_middle_layer(int layer_no);
void update_weights(const float beta);
void update_weights1(const float beta);
void write_weights(FILE *weights_file_ptr);
void list_weights(void);
void list_errors(void);
void list_outputs(void);
void free_memory(void);
void write_weightsO(FILE *weights_file_ptrO);

/*****
Routine for backpropagation rule
*****/

void backward_prop(float *toterror)
{
    int i;
    /* error for the output layer */
    calc_error_output_layer(toterror);
    /* error for the middle layers */
    for (i=number_of_layers-2; i > 0; i--)
    {
        calc_error_middle_layer(i);
    }
}

/*****
Calculate error for middle layer
*****/

void calc_error_middle_layer(int layer_no)
{
    int i, j, k;
    float accumulator = 0;
    struct layer *l;
    l = layer_ptr[layer_no];
    for (i=0; i < l->num_inputs; i++)
    {
        k = i * l->num_outputs;
        for (j=0; j < l->num_outputs; j++)
        {
            l->back_errors[i] = l->weights[k+j] * (*(l->output_errors+j));
            accumulator += l->back_errors[i];
        }
        l->back_errors[i] = accumulator;
        accumulator = 0;
        /* multiply by derivative of sigmoid which is: input * (1 - input) */
while ((count < MAX_VECTORS) &&
        !feof(inputfile))
{
    k = count*(veclength);
    for (i=0; i < veclength; i++)
    {
        fscanf(inputfile, "%f", &buffer[k+i]);
        fscanf(inputfile, "\n");
        count++;
    }
    if (!(ferror(inputfile)))
    {
        return count;
    }
    else return -1;
}

void free_memory(void)
{
    int i;
    free(layer_ptr[0]);
    free(layer_ptr[0]->outputs);
    for (i=1; i < number_of_layers; i++)
    {
        free(layer_ptr[i]->hessians);
        free(layer_ptr[i]->weights);
        free(layer_ptr[i]->output_errors);
        free(layer_ptr[i]->back_errors);
        free(layer_ptr[i]->outputs);
        free(layer_ptr[i]);
    }
    free(expected_values);
    free(buffer);
}

/*****
** bottom up calculation of net for input pattern
** *****/

void forward_prop(void)
{
    int i, j, k, m;
    struct layer *l;
    float accumulator = 0.0;
    for (m=1; m < number_of_layers; m++)
    {
        l = layer_ptr[m];
        for (j=0; j < l->num_outputs; j++)
        {
            for (i=0; i < l->num_inputs; i++)
            {
                k = i * l->num_outputs;
                if (l->weights[k+j] * l->weights[k+j] > 1000000.0)
                {
                    printf("Weights too big. Use smaller learning rate\n");
                    exit(1);
                }
            }
        }
    }

\[ l->outputs[j] = l->weights[k+j] \cdot (l->inputs+i); \]
\[
\text{accumulator} += l->outputs[j];
\]
\[
l->outputs[j] = \text{squash(accumulator)};
\]
\[
\text{accumulator} = 0.0;
\]

```c
void get_layer_info(void)
{
    int i;

    printf("Enter number of layers for the network (min.3 max.5):\n");
    scanf("%d",&number_of_layers);
    printf("Enter the layer sizes, eg. 3 24 :\n");

    for (i=0; i < number_of_layers; i++)
    {
        scanf("%d",&layer_size[i]);
    }
}
```

```c
void list_inputs(void)
{
    int m, i, j;
    struct layer *l;

    for (m=0; m < number_of_layers; m++)
    {
        l = layer_ptr[m];
        printf("layer number : %d\n",m);

        for (i=0; i < l->num_inputs; i++)
        {
            printf("Back_error[%d] is : %f\n",i,l->back_errors[i]);
        }

        for (j=0; j < l->num_outputs; j++)
        {
            printf("Output_error[%d] is : %f\n",j,l->output_errors[j]);
        }
    }
}
```

```c
void list_outputs(void)
{
    int m, i;
    struct layer *l;

    for (m=1; m < number_of_layers; m++)
    {
        l = layer_ptr[m];
        printf("layer number : %d\n", m);

        for (i=0; i < l->num_outputs; i++)
        {
            printf("Output_error[%d] is : %f\n", j, l->output_errors[j]);
        }
    }
}
```
```c
void list_weights(void) {
    int m, i, j, k;
    struct layer *l;
    for (m=1; m < number_of_layers; m++)
    {
        l = layer_ptr[m];
        printf("layer number : %d\n", m);
        for (i=0; i < l->num_inputs; i++)
        {
            k = i * l->num_outputs;
            for (j=0; j < l->num_outputs; j++)
            {
                printf("weight[%d,%d] is: %f\n", i, j, l->weights[k+j]);
            }
        }
    }
}

/main body of learning
*****/
void main()
{
    float error_tolerance = 0.1;
    float total_error = 0.0;
    float avg_error_per_cycle = 0.0;
    float error_last_cycle = 0.0;
    float avgerr_per_pattern = 0.0;
    float error_last_pattern = 0.0;
    float learning_parameter = 0.02;
    unsigned startup;
    long vectors_in_buffer;
    long max_cycles;
    long patterns_per_cycle = 0;
    long total_cycles;
    long total_patterns;
    int i;

    FILE * training_file_ptr, * weights_file_ptr, * output_file_ptr;
    FILE * test_file_ptr, * data_file_ptr;
    FILE * avgerr_file_ptr, * weights_file_ptr0;

    if ((output_file_ptr = fopen(OUTPUT_FILE, "w")) == NULL)
    {
        printf("Problem opening output file\n");
        exit(1);
    }

    if ((avgerr_file_ptr = fopen(AVGER_FILE, "w")) == NULL)
    {
        printf("Problem opening output file\n");
        exit(1);
    }

    // More code goes here...
}```
printf("Enter 1 for TRAINING, 0 for TESTING:\n");
scanf("%d", &training);

if (training == 1)
{
    printf("Enter error tolerance, learning rate. Eg. 0.1 0.5 :\n");
    scanf("%f %f", &error_tolerance, &learning_parameter);
    if ((training_file_ptr = fopen(TRAINING_FILE, "r")) == NULL)
    {
        printf("Error opening training file\n");
        exit(1);
    }
    /* training on */
    data_file_ptr = training_file_ptr;
}
else
{
    if ((test_file_ptr = fopen(TEST_FILE, "r")) == NULL)
    {
        printf("Error opening test file\n");
        exit(1);
    }
    /* training off */
    data_file_ptr = test_file_ptr;
}

/***
TRAINING : loop until the total error is less than the tolerance specified
or the maximum number of cycles is exceeded.
TESTING : go through the input data set once in the forward
propagation phase only. Read the starting weights from a file.
***/

    total_cycles = 0; /* a cycle is once through all the input data */
    total_patterns = 0; /* a pattern is one entry in the input data */
    get_layer_info(); /* get layer information */
    set_up_network(); /* set up network connections */
    set_hessians(); /* set up hessian matrices */
    /* initialise the weights */
    if (training == 1)
    {
        if ((weights_file_ptr0 = fopen(WEIGHTS_FILE0, "w")) == NULL)
        {
            printf("Problems opening weights file\n");
            exit(1);
        }
        if ((weights_file_ptr = fopen(WEIGHTS_FILE, "w")) == NULL)
        {
            printf("Problems opening weights file\n");
            exit(1);
        }
        randomize_weights();
        write_weights0(weights_file_ptr0);
else{
    if ((weights_file_ptr = fopen(WEIGHTS_FILE, "r")) == NULL)
    {
        printf("Problems opening weights file\n");
        exit(1);
    }
    for (i=1; i < number_of_layers; i++)
    {
        read_weights(weights_file_ptr, i);
    }
}

//***
MAIN LOOP : If training, go through the input data until error
is acceptable or the max cycles is exceeded. If testing, go through
the input data once, write outputs to file output.dat
***/
startup = 1;
total_error = 0;
vectors_in_buffer = fill_IObuffer(data_file_ptr);
/* fill buffer */
if (vectors_in_buffer < 0)
{
    printf("Error in reading vectors, aborting.\n");
    exit(1);
}
while (((training == 1)
    && (avgerr_per_pattern > error_tolerance)
    && (vectors_in_buffer != 0))
    || ((training == 0)
    && (total_cycles < 1))
    || ((training == 1)
    && (startup == 1))
)
{
    startup = 0;
    error_last_cycle = 0;
    patterns_per_cycle = 0;
}

//***
process all the vectors in the datafile, going through one buffer
at a time, pattern by pattern
***/
for (i=0; i < vectors_in_buffer; i++)
{
    set_up_pattern(i);
    total_patterns++;  
patterns_per_cycle++;
    /*-----------------------------------------------*/
    /* forward propagate */
    forward_prop();
    /*-----------------------------------------------*/
    /* back propagate if appropriate */
    /*-----------------------------------------------*/
}
if (training == 1)
{
    backward_prop(&error_last_pattern);
    error_last_cycle += error_last_pattern * 
    error_last_pattern;
    update_weights(learning_parameter);
}

} /* end of main loop */

exit_while:

printf("\n\n\n\n\n\n\n\n\n\n\n\n\n\n\n\n\n
--------------------------\nONLINE UPDATE S
Results in file output.dat

--------------------------\n");

if (training == 1)
{
    write_weights(weights_file_ptr);
    write_outputs(output_file_ptr);
    avg_error_per_cycle = (float)sqrt((double)total_error)/
    total_cycles;
    error_last_cycle = (float)sqrt((double)error_last_cycle);

    printf("Initialising Weights saved in file weights.dat\n");
    printf("Updating Weights saved in file weights.dat\n");
    printf("Error saved in file avgerr.dat\n");
    printf("Average error per cycle = %f\n", avg_error_per_cycle);
    printf("Error last cycle = %f\n", error_last_cycle);
    printf("Error last cycle per pattern = %f\n", avgerr_per_pattern);
}

printf("\nTotal cycles = %ld\n", total_cycles);
printf("Total patterns = %ld\n", total_patterns);

fclose(data_file_ptr);
fclose(weights_file_ptr);
fclose(output_file_ptr);
fclose(avgerr_file_ptr);
fclose(weights_file PTR0);

free_memory();

void no_memory(void)
{
    printf("Not enough memory\n");
    exit(1);
}

/*****
read in the weight data file

```c
void read_weights(FILE * weights_file_ptr, int layer_no)
{
    int i, j, k;
    struct layer *1;

    1 = layer_ptr[layer_no];

    while(1)
    {
        fscanf(weights_file_ptr, "%i", &j);
        if ((j==layer_no) || (feof(weights_file_ptr))) break;
        else
        {
            while (fgetc(weights_file_ptr) != '
') { ; }
        }
    }

    if (!feof(weights_file_ptr))
    {
        i=0;
        for (j=0; j < l->num_outputs; j++)
        {
            fscanf(weights_file_ptr, "%f", &l->weights[j]);
            fscanf(weights_file_ptr, "\n");
            for (i=l; i < l->num_inputs; i++)
            {
                fscanf(weights_file_ptr, "%i", &layer_no);
                k = i * l->num_outputs;
                for (j=0; j < l->num_outputs; j++)
                {
                    fscanf(weights_file_ptr, "%f", &l->weights[k+j]);
                }
            }
        }
        else printf("end of file reached\n");
    }
}
```

void randomize_weights()
{
    int w, i, j, k;
    struct layer *1;

    /* seed the random generator */
    srand((unsigned) time(NULL));;

    for (w=1; w < number_of_layers; w++)
    {
        1 = layer_ptr[w];
        for (i=0; i < l->num_inputs; i++)
        {
            // randomize weights for each layer
        }
    }
}
```
{ 
\hspace{0.5em} k = i \ast l->num_outputs; 
\hspace{0.5em} for (j=0; j < l->num_outputs; j++)
\hspace{1.5em} \{ 
\hspace{2.5em} l->weights[k+j] = urand(); 
\hspace{1.5em} \}
\hspace{0.5em} }

/*****
initialize weights with random numbers
*****/

float randomweight(void)
{
\hspace{0.5em} int num;
\hspace{0.5em} num=rand() \% 100;
\hspace{0.5em} return 2 \ast ( (float) (num/100.00)) -1;
}

/*****
input the hessian
*****/

void set_hessians(void)
{
\hspace{0.5em} int i, j, k, m;
\hspace{0.5em} struct layer *1;

\hspace{0.5em} printf("Set hessian matrices:\n");
\hspace{0.5em} for (m=1; m < number_of_layers; m++)
\hspace{1.5em} \{ 
\hspace{2.5em} l = layer_ptr[m];
\hspace{1.5em} \}
\hspace{0.5em} for (i=0; i < l->num_inputs; i++)
\hspace{1.5em} \{ 
\hspace{2.5em} k = i \ast l->num_outputs;
\hspace{1.5em} for (j=0; j < l->num_outputs; j++)
\hspace{2.5em} \{ 
\hspace{3.5em} printf("C%d[%d,%d] = ", m, j+1, i+1);
\hspace{3.5em} scanf("%f", &l->hessians[k+j]);
\hspace{3.5em} \}
\hspace{2.5em} \}
\hspace{0.5em} printf("\n");
}

/*****
construct the layers
*****/

void set_up_network(void)
{
\hspace{0.5em} int i, j, k;
\hspace{0.5em} struct layer *1;
layer_ptr[0] = (struct layer *) malloc (sizeof(struct layer));
layer_ptr[0]->num_inputs = 0;
layer_ptr[0]->num_outputs = layer_size[0];

if ((layer_ptr[0]->outputs = (float *) malloc(sizeof(float) * layer_size[0])) == NULL)
{
    no_memory();
}

for (i=1; i < number_of_layers; i++)
{
    layer_ptr[i] = (struct layer *) malloc (sizeof(struct layer));
    if (layer_ptr[i] == 0)
    {
        no_memory();
    }

    l = layer_ptr[i];
l->num_inputs = layer_size[i-1];
l->num_outputs = layer_size[i];
l->hessians = (float *) malloc (sizeof(float) * l->num_outputs * l->num_outputs);
l->weights = (float *) malloc (sizeof(float) * l->num_inputs * l->num_outputs);
l->output_errors = (float *) malloc (sizeof(float) * l->num_outputs);
l->back_errors = (float *) malloc (sizeof(float) * l->num_inputs);
l->outputs = (float *) malloc (sizeof(float) * l->num_outputs);

    if (((l->weights == 0) || (l->output_errors == 0) ||
         (l->back_errors == 0) || (l->outputs == 0))
    {
        no_memory();
    }

    if (!expected_values = (float *) malloc (sizeof(float)
        * layer_ptr[number_of_layers-1]->num_outputs)) == 0)
    {
        no_memory();
    }

    /***
    Connect the Layers : set inputs to previous layer outputs for all
    layers, except input layer
    /***/

    for (i=1; i < number_of_layers; i++)
    {
        layer_ptr[i]->inputs = layer_ptr[i-1]->outputs;
    }

    /***
    set output_errors to next layer's back_errors for all layers except
    the output layer and the input layer
    /***/

    for (i=1; i < (number_of_layers - 1); i++)
    {
        layer_ptr[i]->output_errors = layer_ptr[i+1]->back_errors;
    }

    /***
    define the IOBuffer that caches data from the datafile
    /***/
i = layer_ptr[0]->num_outputs;

j = layer_ptr[number_of_layers-1]->num_outputs;

k = MAX_VECTORS;

if ((buffer = (float*) malloc (sizeof(float) * (i+j)*k))) == 0)
{
    no_memory();
}

read one vector into the network

void set_up_pattern(int buffer_index)
{
    int i, k;
    int ins, outs;

    ins = layer_ptr[0]->num_outputs;
    outs = layer_ptr[number_of_layers-1]->num_outputs;

    if (training == 1)
    {
        k = buffer_index * (ins+outs);
    } else k = buffer_index * ins;

    for (i=0; i < ins; i++)
    {
        layer_ptr(0)->outputs[i]=buffer[k+i];
    }

    /* set target output values */
    if (training == 1)
    {
        for (i=0; i < outs; i++)
        {
            expected_values[i] = buffer[k+i+ins];
        }
    }
}

sigmoid squashing function

float squash(float input)
{
    if (input < -50)
    {
        return 0.0;
    }
    else if (input > 50)
    {
        return 1.0;
    }
    else return (float)(1/(1+exp(-double(input))));
}

update output with charged weights
void update_weights1(const float beta)
{
    int i, j, k, m;
    struct layer *l;
    float wt_chg;

    /***
    learning law: weight change = beta * hessian * outputs * squish(inputs);
    ***/
    for (m=1; m < number_of_layers; m++)
    {
        l = layer_ptr[m];
        for (i=0; i < l->num_inputs; i++)
        {
            k = i * l->num_outputs;
            for (j=0; j < l->num_outputs; j++)
            {
                wt_chg = -(beta * (l->hessians[k+j] * (l->outputs[j]
                        * (squash(l->inputs[i])))));
                l->weights[k+j] += wt_chg;
            }
        }
    }

    /***
    write the output data file
    ***/
    void write_outputs(FILE *outfile)
    {
        int i, ins, outs;
        ins = layer_ptr[0]->num_outputs;
        outs = layer_ptr[number_of_layers-1]->num_outputs;
        fprintf(outfile,"for input vector:\n");
        for (i=0; i < ins; i++)
        {
            fprintf(outfile,"%f ",layer_ptr[0]->outputs[i]);
        }
        fprintf(outfile,"\noutput vector is:\n");
        for (i=0; i < outs; i++)
        {
            fprintf(outfile,"%f ",layer_ptr[number_of_layers-1]->outputs[i]);
        }
        if (training == 1)
        {
            fprintf(outfile,"\nexpected output vector is:\n");
            for (i=0; i < outs; i++)
            {
                fprintf(outfile,"%f ",expected_values[i]);
            }
        }
        fprintf(outfile,"\n-------------------------------------\n");
    }
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void write_weights(FILE * weights_file_ptr)
{
    int i, j, k, m;
    struct layer *l;
    char *ch = "UPDATING WEIGHTS";
    fprintf(weights_file_ptr,"(%s)\n ", ch);
    for (m=1; m < number_of_layers; m++)
    {
        l = layer_ptr[m];
        for (i=0; i < l->num_inputs; i++)
        {
            k = i * l->num_outputs;
            for (j=0; j < l->num_outputs; j++)
            {
                fprintf(weights_file_ptr,"w%d[%d,%d]= %f\n ", m, j+1, i+1, l->weights[k+j]);
            }
        }
    }
}

void write_weights0(FILE * weights_file_ptr0)
{
    int i, j, k, m;
    struct layer *l;
    char *ch = "INITIALISING WEIGHTS";
    fprintf(weights_file_ptr0,"(%s)\n ", ch);
    for (m=1; m < number_of_layers; m++)
    {
        l = layer_ptr[m];
        for (i=0; i < l->num_inputs; i++)
        {
            k = i * l->num_outputs;
            for (j=0; j < l->num_outputs; j++)
            {
                fprintf(weights_file_ptr0,"w%d[%d,%d]= %f\n ", m, j+1, i+1, l->weights[k+j]);
            }
        }
    }
}
Bibliography


