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1 Introduction

This is a preliminary investigation into the behaviour of the reaction between hydrogen and chlorine in a one-dimensional batch reactor. This extends our work on this reaction in a well-stirred semi-batch reactor [8]. In this paper, we are concerned mainly with the issue of distinguishing between a flammable and non-flammable mixture from the numerical solution. Experimentally it is easy to conclude that the mixture is combusting as one would see a flame. How does one distinguish between these two events numerically? In answering this question, we wish to ascertain whether there is a distinct change in the spatial behaviour of the solution between the regimes of fast (flaming) and slow (non-flaming) reaction.

Although gaseous fuels such as methane and propane are commonly referred to as flammable, their mixtures with oxygen or air will only burn if the fuel concentration lie within sharply defined limits: the fuel-lean (lower) and fuel-rich (upper) flammability limits. The most widely used method to determine flammability limits
is the US Bureau of Mines apparatus [3]. In this method an igni-
tion source is introduced at the lower end of a vertical tube of
length 1.5 m. A mixture is deemed to be flammable if a flame can
propagate at least half-way up the tube. This criterion was chosen
to distinguish between a flammable mixture that is truly capable
of propagating a flame indefinitely away from the ignition source
and a non-flammable mixture that propagates a flame because the
ignition source is ‘too strong’. Flammability limits are often inves-
tigated by determining the dependence of the flame speed upon the
stoichiometry of the reaction mixture. (Here, we define the stoi-
chiometry as being the ratio of the initial pressure of the reactant
to the total pressure of the mixture.) Flammability limits are func-
tions of temperature and pressure: the limits widen if the initial
temperature is increased or if the pressure is raised. For fixed initial
pressure and temperature the limits are dependent upon the precise
experimental setup. Lucid introductions to flammability limits are
to be found in Glassman [6] and Drysdale [5].

It is therefore of practical interest to determine flammability lim-
its of different reactant mixtures. Hydrocarbon oxidation is kineti-
cally complicated with hundreds of reactions and dozens of chemical
species. The study of a smaller reaction mechanism is an important
first step in learning to deal with a much larger mechanism. The
exothermic reaction considered in this paper is the five-step, five-
species, hydrogen-chlorine reaction.

We begin in Section 2 by introducing the reaction scheme and
the governing equations. The numerical solution method used is the
method of lines, described in Section 3, where the governing par-
tial differential equations (PDEs) are discretised in space yielding
a system of ordinary differential equations (ODEs). Our numerical
results are presented in Section 4 along with diagrams in the con-
trol parameter space (initial concentration of hydrogen vs ambient
2 Modelling

The reaction of hydrogen and chlorine to produce hydrogen chloride

\[ [H_2] + [Cl_2] \rightarrow 2[HCl], \quad (1) \]

is modelled by the five-step mechanism

\[
\begin{align*}
[Cl_2] + [M] & \rightarrow 2[Cl] + [M], \quad (2) \\
[H_2] + [Cl] & \rightarrow [HCl] + [H], \quad (3) \\
[H] + [Cl_2] & \rightarrow [HCl] + [Cl], \quad (4) \\
[H] + [HCl] & \rightarrow [H_2] + [Cl], \quad (5) \\
2[Cl] + [M] & \rightarrow [Cl_2] + [M]. \quad (6)
\end{align*}
\]

as described by Copperthwaite et al. [2]. The species \([M]\) is a third body. Formally \([M] = \sum_{i=1}^{5} [X_i]\) where \([X_i]\) is the concentration of the \(i^{th}\) species present in the vessel. Following our previous study [8], we simplify the expression for the concentration of the third body by assuming that \([M] = [H_2]^0 + [Cl_2]^0\) where \([H_2]^0\) and \([Cl_2]^0\) represent the initial concentrations of hydrogen and chlorine respectively. This is reasonable as we found that the concentrations for the radicals are of the order of \(10^{-5}\) compared to the values of \([H_2]^0\) and \([Cl_2]^0\) which are of order one.

The governing reaction-diffusion equations for the concentrations of the reactants in a one-dimensional reactor of length \(L\) (mea-
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(7)

\begin{align*}
\frac{\partial [H_2]}{\partial t} & = -k_3[Cl][H_2] + k_5[H][HCl] + D_{H_2}\nabla^2[H_2], \\
\frac{\partial [Cl_2]}{\partial t} & = -k_2[Cl_2][M] - k_4[H][Cl_2] + k_6[Cl]^2[M] \\
& \quad + D_{Cl_2}\nabla^2[Cl_2], \\
\frac{\partial [H]}{\partial t} & = k_3[Cl][H_2] - k_4[H][Cl_2] - k_5[H][HCl] \\
& \quad + D_H\nabla^2[H], \\
\frac{\partial [Cl]}{\partial t} & = 2k_2[Cl_2][M] - k_3[Cl][H_2] + k_4[H][Cl_2] \\
& \quad + k_5[H][HCl] - 2k_6[Cl]^2[M] + D_{Cl}\nabla^2[Cl], \\
\frac{\partial [HCl]}{\partial t} & = k_3[Cl][H_2] + k_4[H][Cl_2] - k_5[H][HCl] \\
& \quad + D_{HCl}\nabla^2[HCl],
\end{align*}

where the diffusion of each chemical species is given by the final term in each equation. (The units of each species are mol m$^{-3}$.) Since this is a preliminary investigation, for simplicity, we ignore multi-component diffusion. The rate of reaction step $i$ has a temperature dependence in the form of the Arrhenius equation $k_i = A_i\exp(-E_i/RT)$ for $i = 2–6$ where $A_i$ are the pre-exponential factors, $E_i$ are the activation energies for reaction steps (2–6), and $R$ is the universal gas constant. The energy equation is

\begin{align*}
\rho c_p \frac{\partial T}{\partial t} & = (-\Delta H_2)k_2[Cl_2][M] + (-\Delta H_3)k_3[Cl][H_2] \\
& \quad + (-\Delta H_4)k_4[H][Cl_2] + (-\Delta H_5)k_5[H][HCl] \\
& \quad + (-\Delta H_6)k_6[Cl]^2[M] + \kappa\nabla^2T,
\end{align*}

where $\Delta H_i$, for $i = 2–6$ are the enthalpies of reaction step $i$, $\rho$ is the average initial density, $c_p$ is the average initial heat capacity at constant pressure, and $T$ is the temperature within the reactor.
The first five terms of the RHS of (8) describe the heat of reaction derived from each step of the mechanism, and the conduction of heat is described by the last term. The values for the activation energies, pre-exponential factors and enthalpies are those used by Coppersthaite et al. [2] and the heat capacities are sourced from Atkins [1]. Since the thermal conductivity of the \([H]\) radical is far greater than any other of the chemical species, we used its value given by [10] as the overall thermal conductivity. The diffusion coefficients used in this investigation are \(D_{H_2} = 3.4 \times 10^{-5} \text{ m}^2\text{s}^{-1}\), \(D_{Cl_2} = 3.01 \times 10^{-5} \text{ m}^2\text{s}^{-1}\), \(D_H = 2\sqrt{2}D_{H_2}\), \(D_{Cl} = 2\sqrt{2}D_{Cl_2}\), \(D_{HCl} = 1.246 \times 10^{-5} \text{ m}^2\text{s}^{-1}\).

We shall assume that the initial concentrations of \([H_2]\) and \([Cl_2]\) are spatially uniform and that the temperature within the reactor is at ambient temperature. To complete the model formulation, no flux boundary conditions for the chemical species are used at the reactor walls and Dirichlet boundary conditions are imposed on temperature. Therefore, the boundary conditions are

\[
\frac{\partial [X_i]}{\partial x} = 0 \quad \text{and} \quad T = T_a \quad \text{at} \quad x = \pm L/2,
\]

where the domain is \(x \in [-L/2, L/2]\) and \(T_a\) is the temperature of the reactor walls.

### 3 Numerical method of solution

We implement the method of lines to solve the governing equations (7–8) with boundary conditions (9). The spatial derivatives are discretised, resulting in a system of ODEs which can then be integrated by one of the readily available ODE integrators. The spatial temperature nodal points are given by \(T_j, j = 1,\ldots, n\). Using a
centred difference discretisation scheme, the heat conduction term in equation (8) becomes
\[ \nabla^2 T_j = \frac{1}{(\Delta x)^2} (T_{j-1} - 2T_j + T_{j+1}) , \] (10)
and similarly for the diffusion term in the rate equations for each of the chemical species. The system of six PDEs is now represented by 6n ODEs where n is the number of nodal points used. The no-flux boundary conditions for the chemical species \([X]\) in (9) is calculated by a second-order approximation giving the boundary values as
\[
[X(1)] = \frac{4[X(2)] - [X(3)]}{3}, \\
[X(n)] = \frac{4[X(n-1)] - [X(n-2)]}{3}.
\]
Multiple time-scales are common in combustion systems and as a result a stiff integrator is required. For this problem, we used Matlab’s stiff solver ode23s. In order to capture the flame front, a value of \(n\) must be chosen so that \(L/(n-1)\) is of the order of 1 mm (0.001 m), thereby indicating that a large number of grid points are required to account for the moving flame.

4 Results

As mentioned earlier, the main aim of this work is to determine the transition between the slow and fast reaction zone from the character of the numerical solutions, thus distinguishing between flammable and non-flammable mixtures. In flammability experiments [5, 6, e.g.] it is common to keep the total pressure of the mixture constant and vary the stoichiometry of the mixture until the transition between a non-flammable and flammable mixture
Figure 1: Evolution of temperature during the combustion process for $\alpha = 0.5$, that is, $([H_2]^0, [Cl_2]^0) = (1, 1)$ mol m$^{-3}$, $L = 0.1$ m and $T_a = 555$ K. The position of maximum slope is depicted on each solution curve by a dot.
is observed. Assuming that the total initial concentration of the mixture is constant, for example, $[H_2]^0 + [Cl_2]^0 = C$ we define the parameter $\alpha$ so that $[H_2]^0 = \alpha C$ and $[Cl_2]^0 = (1 - \alpha)C$. Then $\alpha$ is the experimental stoichiometric parameter if one relates pressure to concentration via the ideal gas law. During our numerical investigation we found three distinct types of solution profiles, and we discuss these in more detail in the next section.

### 4.1 Three cases

In this and the next section, we fix $C = 2\, \text{mol m}^{-3}$, $T_a = 555\, \text{K}$, $L = 0.1\, \text{m}$ and vary $\alpha$ to determine the different types of spatial behaviour which may be possible for this reaction in the batch reactor.

Figure 1 illustrates the evolution of the temperature profile for case 1. There is a gradual increase of temperature at the middle of the reactor followed by the formation of a structure which we call ‘wings’ as shown in Figure 1(c). The presence of these ‘wings’ indi-
cates that the maximum temperature is no longer at the middle of the reactor; its location gradually propagates towards the edge of the reactor. As time progresses, the location of maximum temperature returns to the middle of the reactor, as shown in Figure 1(h), and the spatial temperature profile resembles its earlier parabolic shape before finally decaying uniformly to the ambient temperature. For this case, the maximum temperature rise was around 621 K above ambient.

It is clear then that in case 1 a wave is formed at the centre of the reactor which gradually moves to the edge of the reactor as the ‘wings’ structure moves out in the manner described above.

Figure 2 illustrates the second type of observed behaviour. Here, unlike the previous case, the maximum temperature is always located at the middle of the reactor and there are no ‘wings’. Initially the profile is parabolic as shown in Figure 2(a). Then observe that the profile becomes ‘flat’ at the middle in Figure 2(b), which we call a ‘plateau’, and this ‘plateau’ increases in length as shown in Figure 2(c) and appears to ‘propagate’ towards the reactor walls. As time progresses, one sees the reverse taking place; the ‘plateau’ structure decreases in length and the profile goes from Figure 2(c) back to Figure 2(a), regaining its original parabolic shape before decaying to the ambient value. The maximum temperature rise in this case was still significant, reaching approximately 230 K above the ambient value.

Finally for case 3, shown in Figure 3, the temperature profile is always parabolic and no distinct structures such as ‘wings’ or a ‘plateau’ are observed. The temperature profile decays to the ambient value soon after \( t = 16.55 \) seconds as shown in Figure 3(c). The maximum temperature rise was approximately 133 K above the ambient value.
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(a) $t = 10.7\, \text{s}$  
(b) $t = 12.54\, \text{s}$  
(c) $t = 16.55\, \text{s}$

**Figure 3:** Evolution of temperature profiles for $\alpha = 0.35$, that is, $([H_2]^0,[Cl_2]^0) = (0.7, 1.3) \, \text{mol m}^{-3}$. The rest of the description is as in Figure 1.

### 4.2 Criterion for flammability

Flammability limits are commonly described in the stoichiometry–flame speed parameter plane [5, 6]. In calculating the flame speed, one must determine the variations in spatial behaviour (as a function of time) of a specified quantity. We choose to track the location of maximum temperature (an easily determined value experimentally). To do this, we found the maximum temperature on the nodal points. In calculating the flame speed, we found that the resulting curve was non-smooth (for cases 1 and 2, and case 3 has zero wave speed, as seen in Figure 3). Initially we suspected that the non-smoothness was due to the crude way in which we estimated the location of the maximum temperature, therefore we interpolated the solution data and repeated the calculation, obtaining the same result. Consequently, we abandon this approach for a more tangible criterion, the maximum slope in temperature.

To calculate the maximum slope in temperature, we have used the Matlab inbuilt function `diff`. We did not interpolate the solution data (we used $n = 101$; the solution is calculated every 0.5 mm.
which is sufficient to assess all relevant behaviour) and therefore, the slope corresponds to nodal values. In calculating the flame speed using this quantity, a similar result was found to the previous case, but with a smoother structure. The reason for this increased accuracy is probably due to the robustness of the solution data to this kind of measure.

We now turn our attention to the position of the maximum slope (in the spatial dimension) for the temperature profiles discussed for the three cases in Section 4.1. These positions are labeled by a bold circle in Figures 1–3. Figure 4(a) and (b) display the evolution of the position of this maximum slope for cases 1 and 3 respectively. Figure 4(a) clearly shows that the location of the maximum slope ‘jumps’ from the edge of the reactor (at $t = 4.927$ seconds) to a point approximately 25% of the way into the reactor (at $t = 4.932$ seconds). Subsequently it proceeds towards the centre of the reactor before turning around and returning towards the wall of the reactor. Similar behaviour was observed in case 2. Repeating this calculation for case 3, we obtain a constant line as shown in Figure 4(b) implying that the position of maximum slope always occurs on the boundary.

Before setting the criterion for a flaming mixture to be the presence of a discontinuity in the location of the maximum slope of the temperature profile, it is essential that we rule out numerical inaccuracy as being the cause of this discontinuity.

The reason for this behaviour is seen by examining Figure 4(c) where the numerical derivative of the temperature profile is shown for case 1 (Figures 1 and 4(a) ) at $t = 4.927$ seconds. Observe that the derivative is not monotone. The reason for the ‘jump’ is the existence of two local maxima (each with almost the same value) in the derivative at $x = -0.05$ m and $-0.028$ m. For $t > 4.927$ seconds, the local maxima at $x = -0.028$ m is larger than the value at the
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(a) $\alpha = 0.5$
(b) $\alpha = 0.35$
(c) Numerical derivative

**Figure 4:** The position of the maximum slope in temperature during the reaction for (a) $\alpha = 0.5$ and (b) $\alpha = 0.35$. (c) Numerical derivative of the temperature profile for the case in (a) at $t = 4.927$ seconds.

The edge of the reactor producing the ‘jump’ observed in Figure 4(a) from the edge to $x = -0.028$ m. Therefore, the discontinuity is not a numerical artifact, rather it describes a distinct change in the nature of the numerical solution. We must also mention that in calculating the maximum slope in temperature, we did not use an interpolation scheme. Using this criterion, we concluded that the mixture is flammable for $0.38 < \alpha < 0.9$ when $C = 2 \text{ mol m}^{-3}$, $T_a = 555 \text{ K}$ and $L = 0.1 \text{ m}$.

### 4.3 Determining ignition boundaries

Experimentally it is common to describe ignition in a pressure-ambient temperature diagram. Figure 5(a) graphs the critical value of $[H_2]^0$ required for flaming combustion for a value of the ambient temperature $T_a$ for different reactor sizes using our criterion for flammability described in the previous section. (The pressure of the system is easily calculated from $[H_2]^0$ using the ideal gas law.) Flaming/non-flaming combustion is found to the right/left of each
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(c) L = 1, 0.5 and 0.1 m, from left to right.

**Figure 5:** (a) Onset of flaming combustion described by the initial concentration $[H_2]^0$ and ambient temperature $T_a$ for different sizes of the reactor $L$ and $[Cl_2]^0 = [H_2]^0$ that is, $\alpha = 0.5$. (b) Critical size of the reactor for fixed initial concentration of $([H_2]^0, [Cl_2]^0) = (1, 1) \text{ mol m}^{-3}$ and ambient temperature $T_a$.

For a fixed ambient temperature $T_a$, Figure 5(a) shows how an increasing value of the initial concentration $[H_2]^0$ (and consequently a larger pressure) is required for combustion as the length of the reactor decreases. Figure 5(b) shows how for a fixed initial concentration $([H_2]^0, [Cl_2]^0) = (1, 1) \text{ mol m}^{-3}$, the critical ambient temperature required for flaming combustion reduces as the reactor length increases.

Figure 6(a) shows how the flammability limits depends upon the size of the reactor. Each point corresponds to the last value where the maximum slope in temperature is always found at the wall of the reactor. Therefore, a flame is found within the region bounded by the points. Observe that for a fixed ambient temperature, there exists a critical reactor length, $L_{\text{crit}}$, such that for $L < L_{\text{crit}}$, the
mixture can never be flammable. This observation is implied by the experimental work described in [3].

Finally, Figure 6(b) graphs the maximum change in temperature versus $\alpha$. The response diagram has a unique solution for any value of $\alpha$ and there is no obvious indication of a flammable region. When the response curve is single-valued, criticality can be defined using the concept of absolute or normalised sensitivity as described by [4, 7]. We define criticality by determining the maximum slope on this curve (absolute sensitivity), and then the range of $\alpha$ for which the mixture is flammable corresponds exactly to the discontinuity criterion discussed earlier. It is encouraging that these definitions of flammability agree.
5 Discussion

In this paper we have investigated a reaction-diffusion model for the reaction of hydrogen with chlorine in a one-dimensional batch reactor. Initially we defined criticality in terms of the position within the reactor at which the maximum temperature gradient is found. We identified a system as subcritical if this position remains at the edge of the reactor during the course of the ‘experiment’, for example Figure 4(b). For a supercritical system the location changes with time, Figure 3(a). Using this definition, we determined the boundary in the initial pressure-ambient temperature space at which the system changes from subcritical to supercritical, Figure 5(a), and investigated how the critical ambient temperature varies with the reactor length, Figure 5(b).

If we fix the initial pressure and temperature and vary the stoichiometric coefficient ($\alpha$), then there are two critical limits: a fuel-lean value and a fuel-rich value. At these values the system changes from subcritical to supercritical, or vice-versa. In Figure 6(a) we showed how these limits vary with the reactor length, establishing that there is a critical reactor length below which any reaction mixture assembled at a specified pressure and initial temperature is non-flammable. We also considered a second definition of criticality based upon the variation in the maximum temperature rise as $\alpha$ is varied. In this method, the transition from subcritical to supercritical is defined in terms of the absolute sensitivity of the response curve to changes in the stoichiometry of the reaction mixture. The values calculated from these two definitions of criticality were in agreement.

It is known experimentally that flammability limits are sharply defined [5]. This feature is not present in our current model. The reason for this is that the model does not include a mechanism for
heat-loss [9]. If heat-loss is modelled by a term of the form $-\chi T$ on the RHS of equation (8) then there should be a critical value of the heat-loss coefficient $\chi$ at which the unique response curve shown in Figure 6(b) splits into disjoint branches. We intend investigating this point at a later date. In doing so it will be interesting to see if our two definitions of criticality are still in agreement.
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