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[1] Characteristics of turbulent flows in rivers can be significantly modified because of the presence of sediment particles and secondary currents/nonuniformity. This paper investigates why the measured vertical distributions of velocity deviate from the log law. In contrast to previous research that attributed the deviation to Richardson number only, this study demonstrates that like Reynolds shear stress (\(-\bar{u}\bar{v}\)) momentum flux (\(uv\)) caused by the nonzero wall-normal velocity \(v\) is also responsible for these deviations. Starting from Reynolds equations, this paper shows that the classical log law can be obtained only when \(v = 0\); otherwise the velocity \(v\) results in the deviation. On the basis of experimental data available in the literature, this study shows that in an open channel, \(v\) is nonzero because of the coexistence of secondary currents and sediment and, subsequently, the Reynolds shear stress and streamwise velocity are affected. Equations for these interactions are obtained and solved numerically. The validity of the proposed model has been verified using experimental data, and good agreement between the predicted and observed profiles has been achieved.


1. Introduction

[2] Sediment-laden flows play an important role in the evolution of riverbeds, estuaries and coasts and are among the most important agents of geomorphic evolution of the Earth’s surface. As a consequence, interactions between turbulent flow and sand particle motion in sediment suspensions are of great interest to hydraulic engineers, coastal engineers, geologists and hydrologists, among others.

[3] Turbulence and secondary currents in natural rivers and laboratory flumes are ubiquitous and play an essential role in sediment transport, and in turn suspended particle motion modifies the turbulence, such as Reynolds shear stress and velocity. It is widely reported that because of fluid-particle interactions, the velocity distribution and turbulence characteristics in sediment-laden flows are different from those of particle-free flows. The difference of velocity distributions in flows with or without suspended sediment has stimulated research in many scientific and technical establishments throughout the world, especially during the last decades, e.g., Vanoni [1946], Einstein and Chien [1955], Vanoni and Nomicos [1960], Elata and Ippen [1961], and Yalin [1977], etc.

[4] However, in spite of the intense activities, there is yet no general consensus on the mechanism causing velocity difference in sediment-laden flows. Einstein and Chien [1955] first linked the variation of Karman coefficient in the classical log law with the Richardson number, which reflects the effect of density stratification. However, the experimental results have not always supported their conclusion. For example, Elata and Ippen [1961] conducted experiments with neutrally buoyant particles to eliminate the possible effect of density gradient, and the data show that Karman constant is similarly less than the accepted value of 0.4.

[5] Coleman [1981, 1986] introduced the wake function to express the deviation of velocity profile from the log law in sediment-laden flows. He reexamined Einstein and Chien’s [1955] experimental data, and concluded that the reduction of Karman coefficient \(k\) could be attributed to the inappropriate use of a curve-fitting technique. He revealed that Karman coefficient is independent of sediment concentration if wake function was introduced. An empirical relationship between the wake strength and Richardson’s number was established on the basis of his data. Coleman’s argument was supported by Parker and Coleman [1986] and Cioffi and Gallero [1991]. However, Kreseleidze and Kutavaia [1995] and Lyn [1988] found that both Karman coefficient and wake strength vary with sediment concentration.

[6] With the advent of accurate nonintrusive measurements, such as laser Doppler anemometer (LDA) and phase Doppler anemometer (PDA), experimental researchers are able to evaluate the Karman constant in sediment-laden flows, and the experiments confirmed that the value of Karman constant decreases with sediment concentration [Nezu and Azuma, 2004; Best et al., 1997; Muste and Patel, 1997; Bennett et al., 1998].

[7] Therefore it can be concluded that there is no agreement on which theory is correct. With the objective of making progress toward such a theory, this study focuses on...
the underlying mechanism why the measured velocity deviates from the widely accepted log law. The interactions of sediment, secondary currents/nonuniformity and streamwise velocity will be investigated. The main purposes of this paper are (1) to reexamine Prandtl’s mixing length theorem in sediment-laden flows, (2) to assess the magnitude of wall-normal velocity induced by the secondary currents/nonuniformity and sediment settlement, and (3) to develop a model for the prediction simultaneously of velocity and sediment concentration profiles.

2. Governing Equations in Three-Dimensional Sediment-Laden Channel Flows

[8] Guo and Julien [2001] analyzed the momentum equations in sediment-laden flows and they concluded that the governing equations for clear water flows are also valid in sediment-laden flows. Hence, for steady, uniform and fully developed turbulent open channel flows with sediment presence, the governing equation for liquid phase can be derived by adding the continuity equation to the momentum equation as follows [Yang and McCorquodale, 2004]:

$$\frac{\partial (uv - \tau_{xy}/\rho)}{\partial y} + \frac{\partial (uw - \tau_{xz}/\rho)}{\partial z} = gS$$  \hspace{1cm} (1)

where y is vertical direction and z is lateral direction as shown in Figure 1a; u is streamwise velocity; v and w are vertical and lateral mean velocities in the y and z directions, respectively; g is gravitational acceleration; S is energy slope; $\tau_{xy} = \mu du/dz - \rho u'w'$ and $\tau_{xz} = \mu du/dy - \rho u'v'$; $\mu$ is dynamic viscosity; $-\rho u'w'$ and $-\rho u'v'$ are the Reynolds shear stress; $uv$ and $uw$ are momentum fluxes caused by mean velocities; $\rho$ is density of fluid.

[9] Similarly, the mass conservation equation can be written in the following form by adding the continuity equation for liquid phase to the continuity equation for solid phase as follows:

$$\frac{\partial (Cv + C'v - C\omega)}{\partial y} + \frac{\partial (Cw + C'w)}{\partial z} = 0$$  \hspace{1cm} (2)

where C is sediment concentration by volume, $C'$ is fluctuation of sediment concentration, and $\omega$ is particle fall velocity.

[10] In the central region of open channel, the magnitude of the second term on the left-hand side (LHS) of equations (1) and (2) is negligible relative to the first term. Thus equation (1) can be simplified into the following form:

$$\frac{\partial (uv - \tau_{xy}/\rho)}{\partial y} = gS$$  \hspace{1cm} (3)

Integration of equation (3) with the boundary conditions: at $y = y_o$, $u = 0$, and $\tau_{xy} = \rho u'z$ = boundary shear stress yields

$$\mu du/dy - \rho u'v' = \rho u^2 \left(1 - \frac{y}{h}\right) + \rho uv$$  \hspace{1cm} (4)

where h is water depth. Equation (4) is similar to the momentum equation of clear water in circular pipe flows in which the negligible wall-normal velocity v leads to $uv = 0$.

[11] Equation (4) can be simplified as follows by ignoring the viscous effect

$$-\frac{u'v'}{u_o^2} = \left(1 - \frac{y}{h}\right) + \frac{uv}{u_o^2}$$  \hspace{1cm} (5)
The Reynolds shear stress is often modeled as follows in analogy with the viscous shear stress:

$$\overline{uv} = -\varepsilon_f \frac{du}{dy}$$  \hspace{1cm} (6)

where $\varepsilon_f$ is eddy viscosity of liquid phase.

[12] Similarly, the integration of equation (2) with respect to $y$ yields the following equation:

$$C_v + \overline{Cw} = 0$$  \hspace{1cm} (7)

where the zero mass flux on the free surface is applied to determining the integration constant. The term $C_v$ is conventionally dropped under the assumption of 1-D streamwise flow. The necessity of the additional term $C_v$ in sediment-laden open channel flows has been realized by Steinour [1944a, 1944b, 1944c] and Hawksley [1951], who noted that sediment pressure induces an upward velocity and they suggested that for sediment particles to remain in suspension, the wall-normal velocity $v$ together with the gravitational settlement $\omega$ should be balanced by the turbulent diffusion. Fu et al. [2005] also stressed the need for the term $C_v$ in equation (7) but they ascribed the vertical velocity $v$ to a fluid-induced lift force.

[13] Turbulent diffusion is commonly expressed by

$$\overline{Cw} = -C_s \frac{dC}{dy}$$  \hspace{1cm} (8)

in which $C_s$ is sediment diffusion coefficient.

[14] In contrast to the widely used equations for sediment-laden flows, equations (5) and (7) contain momentum flux $uv$ and mass flux $Cv$, respectively. If the wall-normal velocity $v = 0$, equations (5) and (7) reduce to the conventional equations.

[15] On the basis of equation (5), Yang [2002] claimed that the log law is valid only when the wall-normal velocity is zero. As the wall-normal velocity is not zero in nonuniform, boundary layer flows [Song and Chiew, 2001; Coles, 1956], he concluded that the nonzero wall-normal velocity results in a deviation of measured streamwise velocity from the log law. This is why the wake function proposed by Coles [1956] is needed to express the velocity deviation. Similarly, for sediment-laden channel flow, it is necessary to investigate whether the wall-normal velocity $v$ or the influence of momentum flux $(uv)$ and mass flux $(Cv)$ is negligible.

3. Influence of Wall-Normal Velocity $v$ on Turbulent Structure and Sediment Concentration

[16] Strictly speaking, all open channel flows, regardless of the channel’s geometry, are three dimensional, and $v \neq 0$ because of the presence of secondary currents [Wang and Cheng, 2005; Yang et al., 2004b]. The addition of sediment particles to a clear water flow could alter the direction and magnitude of secondary currents in open channels, and subsequently the modification of secondary currents may result in velocity profiles in sediment-laden flows that differ from those in clear water. Though a theoretical relationship between secondary currents and sand particle motion is not available in the literature, researchers have already attributed some observed phenomena of sediment transport to secondary currents. For example, Vanoni [1946] observed that the spanwise distribution of sediment concentration varied periodically in rivers and open channels and inferred that this phenomenon might either generate or be generated by the secondary currents. Vanoni’s observation was confirmed by Kinoshita [1967] using an aerial stereoscopic photo-survey of rivers in flood. His photos clearly showed that the low-speed zones were always associated with high sediment concentration. Kinoshita’s observations are in agreement with Immamoto and Ishigaki’s [1988] and Nezu’s [2002] measurements (Figure 1). The flow speed is slower near the sidewall because of the sidewall effect, and the secondary currents transfer sediment from the bed to the surface. As a result, the sediment concentration at the surface near the sidewall is higher than that at the midchannel where the velocity is highest. In other words, these observations are in accordance with equations (7) and (8), which indicates that the upward (or positive) $v$ results in the decrease of concentration gradient $dC/dy$. Furthermore, if $v = \omega$, equation (7) states $dC/dy = 0$ or the sediment concentration on the free surface is same as that in the bottom; hence the wall normal velocity conveys sediment from the bottom to the free surface, or the high-sediment-concentration zone on a river surface is always associated with upward secondary current, and vice versa. Thus it becomes understandable why Vanoni [1946] linked the periodically spanwise distribution of high sediment concentration on surface with the secondary currents.

[17] Many geologists and hydraulic engineers also noticed the existence of secondary currents in straight wide rivers (Vanoni [1946], Nezu and Nakagawa [1993], etc.). Wang and Cheng’s [2005] experiments clearly demonstrated that cellular secondary currents in a wide channel can be generated by uneven bed roughness as shown in Figure 1b. It is interesting to note the relationship between the secondary currents (Figure 1b) and Reynolds shear stress (Figure 1c) along profiles 1–1, 2–2 and 3–3 of Figure 1b. The data points along profiles 1–1 and 3–3 are systematically lower than the predicted value, i.e., $\overline{uv}/u^* = 1 - y/h$ which can only represent the measured values in profile 2–2.

[18] It can be seen from Figure 1b that in 1–1, the secondary current is downward (or $v < 0$); in 2–2, the secondary current is parallel to the free surface (or $v \approx 0$) and in 3–3 the secondary current is upward (or $v > 0$). Therefore the term $uv/u^*$ is negative, zero and positive in the profiles of 1–1, 2–2 and 3–3, respectively. This is why the measured Reynolds shear stresses in 1–1, 2–2 and 3–3 are lower, equal and higher than the predicted value. From equation (5) one may conclude that the alteration of direction of wall-normal velocity results in the deviation of Reynolds shear stress from standard linear distribution. In other words, equation (5) is consistent with the measured variation of data points shown in Figure 1c, suggesting that the difference between the data points and the dashed line may be represented by $uv/u^*$, in which case the wall-normal velocity $v$ can be implicitly determined from the defect of Reynolds shear stresses. Since equation (5) can be rewritten as $(\overline{uv} - uv)/u^* = 1 - y/h$, this alternative form indicates that the total shear stress, i.e., $(\overline{uv} - uv)/u^*$ remains...
unchanged as in 1-D flows and that $uv$ can be regarded as a shear stress similar to the Reynolds shear stress. Hence it is understandable that $uv$ can significantly affect the distribution of Reynolds shear stress [Yang et al., 2004a].

Next, it is worthwhile to investigate how sediment particles affect the wall-normal velocity. Equation (5) indicates that the nonzero wall-normal velocity will modify the Reynolds shear stress distribution. Thus, if the presence of sediment particles alters the velocity distribution, then certainly the Reynolds shear stress will be affected, i.e., the Reynolds shear stress in sediment-laden flows should differ from that in clear water flows.

Muste and Patel [1997] measured the Reynolds shear stress distribution using DLDV system in a channel flow with and without sediment. In their measurements, the discharge, water depth, temperature and aspect ratio ($b/h = 7$) were held constant. The energy slope was slightly affected by the presence of sediment but the difference was less than 1.6%. The suspended concentration was increased steadily but no sediment deposited anywhere in the flume. The measured Reynolds shear stress is replotted in Figure 2, in which the shear velocity $u_*$ was determined by extrapolation of measured Reynolds shear stress to the wall. In Figure 2 the dashed line represents the standard linear distribution, i.e., $1 - y/h$. The solid line best fits the data points from clear water flows. It is clear that the measured Reynolds shear stress of clear water flow deviates from the standard distribution, i.e., $1 - y/h$, this implies the existence of secondary currents.

It is interesting to note that in Figure 2 the measured Reynolds shear stress in sediment-laden flows is systematically higher than that of clear water flows. This shift cannot be simply ascribed to measurement error but must be due to the presence of sediment because a similar shift is observed by Cellino and Graf [1999] (Figure 3), where the shear velocity was also determined by extrapolating the measured Reynolds shear stress to the wall.

It can be seen from Figure 1a that in the centerline of the upper layer, $v$ is negative (downward); thus the term of $uv/u_*$ in equation (5) is negative in the upper layer. Near the free surface ($y/h \rightarrow 1$), equation (5) shows that $-\bar{u'}\bar{v'}/u_*^2 \approx uv/u_*^2$. This is why the predicted Reynolds shear stress (see Figures 2 and 3) in the upper layer of clear water flow must be negative. Equation (5) also states that the zero shear stress occurs at the location of $y_m/h = 1 + uv/u_*^2$; thus it can be inferred that if zero Reynolds shear stress appears below the free surface ($y_m/h < 1$) as shown in Figures 2 and 3, the secondary current must be downward (or $v < 0$). Since the zero Reynolds shear always corresponds to the zero velocity gradient or the maximum velocity, it means that the maximum velocity $u$ must appear below the free surface, i.e., the dip phenomenon occurs (see Figure 1a). Thus we can infer the existence of secondary currents on the basis of the distribution of Reynolds shear stress or the location of zero Reynolds shear stress. This inference is verified by Muste and Patel [1997, p. 744] as they observed that “weak secondary currents were undoubtedly present in the experiments in spite of the large aspect ratios employed. This was inferred from three distinct sand strips in the near-bed particles.

Figure 2. Reynolds shear stress distribution with or without sediment in a wide open channel ($b/h = 7.0$), measured by Muste and Patel [1997]; in the upper layer a discernible difference in Reynolds shear stress exists between clear water and sediment-laden flows.

Figure 3. Reynolds shear stress distribution with or without sediment in an open channel ($b/h = 5.0$), as measured by Cellino and Graf [1999]; in the upper layer a discernible difference in Reynolds shear stress exists between clear water and sediment-laden flows.
region. As the concentration was increased, the number and widths of strips increased, coalescing at higher concentrations into a continuous layer of sand moving along the bed.”

[23] From Figures 2 and 3 one may find that sediment particles indeed modify the Reynolds shear stress distribution, while from equation (5) one can infer that the Reynolds shear stress distribution could be affected by the momentum flux $uv$, or the variation of Reynolds shear stress between clear water and sediment-laden flows can be probably attributed to the nonzero wall-normal velocity. In other words, as Figures 2 and 3 show, the Reynolds shear stress increases after sediment particles are added to the clear water. This means that the magnitude of downward velocity $v$ is reduced, or the presence of sediment induces an upward velocity that compensates the downward $v$ caused by secondary currents. Hence the wall-normal velocity $v$ can be written as follows:

$$v = v_1 + v_2$$  \hspace{1cm} (9)

in which $v_1$ is the vertical velocity of clear water flow, which could be caused by secondary currents/nonuniformity and $v_2$ is the upward velocity induced by the presence of sediment particles.

[24] Chien and Wan [1999, p. 85] analyzed sediment settlement in river flows and concluded that sediment particles induce an upward fluid velocity which can be expressed as follows:

$$v_2 = \frac{C \omega}{1 - C}$$  \hspace{1cm} (10)

Substitution of equation (9) into equation (5) yields

$$- \frac{u'v'}{u_*} = (1 - \frac{y}{h}) + \frac{uv_1}{u_*} + \frac{uv_2}{u_*}$$  \hspace{1cm} (11)

For clear water flows, Yang et al. [2004a] found that $uv_1/u_2^2$ approximately follows a linear relationship, i.e.,

$$\frac{uv_1}{u_*} = \alpha \frac{y}{h}$$  \hspace{1cm} (12)

in which $\alpha =$ coefficient. Equation (12) indicates that $\alpha$ is caused by the nonzero wall-normal velocity $v_1$ that can be generated by secondary currents if the aspect ratio is small, or nonuniformity of flow. $\alpha$ in uniform and nonuniform flows can be determined using Yang et al.’s [2004a, 2006] empirical equations based on aspect ratio $b/h$ and $d/dx$.

[25] The eddy viscosity in equation (6) can be assessed in uniform and nonuniform flows. Other researchers used it to derive the momentum equation in sediment-laden flows. However, the eddy viscosity can be probably attributed to the nonzero wall-normal velocity. Hence equation (9) can be approximately used to express the Reynolds shear stress in sediment-laden flows.

[26] The sediment diffusion coefficient is usually assumed to be identical or proportional to the fluid eddy viscosity, i.e.,

$$\varepsilon_t = \beta \frac{v}{u_*}$$  \hspace{1cm} (14)

where $\beta$ is an empirical coefficient.

[27] The fall velocity $\omega$ in equation (10) can be assessed using a simple exponential relationship developed by Richardson and Zaki [1954],

$$\frac{\omega}{\omega_o} = (1 - C)^{4.65}$$  \hspace{1cm} (15)

where $\omega_o$ is the fall velocity of single particle that can be determined using Rubey’s formula [Chien and Wan, 1999],

$$\omega_o = -6 \frac{\nu}{d_{so}} + \sqrt{\left(6 \frac{\nu}{d_{so}} \right)^2 + 2 \left(\frac{\rho}{\rho} - 1 \right) \frac{g d_{so}}{C}}\left(\alpha \xi + u' \omega \right)$$  \hspace{1cm} (16)

where $\nu$ is kinematic viscosity of fluid and $d_{so}$ is median particle size.

[28] The governing equation for sediment concentration distribution can be obtained from equations (7), (8), (9), (10), (12), (13), and (14) with the following form:

$$\frac{dC}{d\xi} = - \frac{\omega}{\kappa \beta u_*} \frac{C}{\xi(1 - \xi)} + \frac{C}{\beta \kappa \xi(1 - \xi) u^*} \left(\alpha \xi + u' \omega \right)$$  \hspace{1cm} (17)

where $u^* = u/u_*$ and $\xi = y/h$.

[29] Similarly, by inserting equations (6), (10), (12), and (13) into equation (11), one obtains the momentum equation for sediment-laden flows, i.e.,

$$\frac{du}{d\xi} = \frac{1}{\kappa \xi} + \frac{\alpha}{\kappa \xi(1 - \xi)} + \frac{u' \omega}{\kappa \eta \xi(1 - \xi)}$$  \hspace{1cm} (18)

It can be seen from equation (18) that for clear water flow, where $C = 0$ and $\kappa = \kappa_0 = \text{clear water Karman constant}$, the integration of equation (18) yields

$$\frac{u}{u_*} = \left(\frac{u}{u_*}\right)_a + \frac{1}{\kappa_0} \ln \frac{\xi}{\xi_a} - \frac{\alpha}{\kappa_0} \ln(1 - \xi)$$  \hspace{1cm} (19)

where $(u/u_*)_a$ is a nondimensional velocity at reference level $\xi_a$ [Wright and Parker, 2004a], which is determined from measured data. For a channel flow without secondary currents, $\alpha = 0$ and equation (19) reduces to the classical log law.

[30] If the second term on the right-hand side of equation (17) is negligible, then the integration of equation (17) yields the Rouse law

$$\frac{C}{C_a} = \left(1 - \frac{\xi}{\xi_a} \right)^2$$  \hspace{1cm} (20)
where \( Z \) is Rouse number, equal to \( \omega(\kappa/\alpha) \), and \( C_\alpha \) is reference concentration at \( \xi_\alpha \).

[31] It is obvious that one can determine the velocity and sediment concentration distributions by solving the two first-order linear differential equations, i.e., equations (17) and (18) if the mixing length \( l \) or Karman constant is given.

4. Mixing Length in Neutrally Buoyant Sediment-Laden Flows (\( \omega = 0 \))

[32] To assess the variation of Karman constant \( \kappa \), neutrally buoyant flow is investigated first. In this case, the last term on the RHS of equation (18) can be neglected because of \( \omega = 0 \). The mixing length theory developed by Prandtl postulates that in an analogy with the molecular motion of a gas, when a small fluid element moves in a flow field, its momentum does not change until the fluid element has moved a distance termed as the mixing length. Physically, it refers to the average path that fluid element can move freely without collision and momentum exchange. In the sediment-laden flows, the mixing length of fluid-sand mixture could be similar to that in clear water flows as the former can be physically treated as a homogeneous fluid whose density differs from that of clear water. Hence the mixing length of fluid-particle mixture has the following form:

\[
l_m = \kappa \sqrt{y}
\]  

(21)

As equation (13) is valid only for liquid phase, the mixing length \( l \) in equation (13) refers to the distance over which the liquid element changes its momentum. Since over the total length \( l_m \), some of the space is occupied by solid particles, the averaged free path that water element remains its momentum unchanged should be reduced to

\[
l = l_m(1 - \alpha_1 \lambda)
\]  

(22)

in which \( \alpha_1 \) is a factor and \( \lambda \) is the length occupied by solid particles or the linear concentration which is first introduced by Elata and Ippen [1961].

[35] It can be seen that for hyperconcentrated sediment-laden flow, the mixing length of liquid phase \( l \) or the free paths of water body is greatly suppressed by the solid particles; thus the turbulent fluctuations are significantly weakened. Therefore equation (22) provides an explanation why turbulence disappears in a hyperconcentrated flow as observed by Chien and Wan [1999, p. 535], who reported “...in northwest China where hyper-concentrated flows sometimes occur, the water surface is smooth, no ripples occur. Although distorted and deformed along their course, cloud-like patterns on the water surface maintain their identity over a rather long distance; clearly they do not mix in the usual way...”

[34] Consider a fluid-sediment mixture in which the volumetric concentration of the uniform spherical particles with diameter \( D \) is \( C \). Assume the sediment particles are packed in a tetrahedral-rectangular fashion in such a way that the distance between the centers of the spheres becomes \( b_D \). The volume concentration \( C \), i.e., the ratio between the space occupied by sediment particles, \( C_m \) to the whole space will be \( C_m/b_D^3 \). The free distance between the particles is

\[
l = l_m(1 - \alpha_1 \lambda)
\]  

Figure 4. Comparison of the variation of the normalized Karman coefficient \( \kappa/k_0 \) as a function of linear concentration \( \lambda \) measured by Elata and Ippen [1961] and Wang and Qian [1989] with equation (24) for \( \alpha = 0.14 \).

(b1 - 1)D. Hence \( \lambda = D/[(b_1 - 1)D] = 1/(b_1 - 1) \), and \( C = C_m/[(1/\lambda) + 1]^3 \). Thus the linear concentration is expressed as

\[
\lambda = \frac{1}{(C_m/C)^{1/3} - 1}
\]  

(23)

The maximum concentration \( C_m = 0.74 \).

[36] Equation (22) indicates that in sediment-laden flows, the liquid-phase mixing length \( l (= \kappa \sqrt{y}) \) is less than the total mixing length \( l_m \). This conclusion is similar to that obtained by Kovacs [1998], who concluded that the presence of a solid phase in the sediment-laden flow reduces its free path of liquid phase or the mixing length.

[36] Equation (22) can be expressed equivalently in the following form:

\[
\frac{\kappa}{k_0} = 1 - \alpha_1 \lambda
\]  

(24)

where \( \kappa \) is the Karman constant for sediment-laden flows. [37] The experimental data sets of Elata and Ippen [1961] and Wang and Qian [1989] are used to test the validity of equation (24). Elata and Ippen’s experiments were to identify the effect of density gradient of sediment on flows. They used plastic spheres with a specific gravity of 1.05; the spherical diameter varies within the range of 0.1 to 0.155 mm and the fall velocity is about 1 mm/s. The experiments were carried out in a 26.7 cm wide and 28.1 cm deep flume. During the experiments, high velocity was maintained to avoid sediment deposition. Similar experiments were conducted by Wang and Qian [1989]. The specific gravity of plastic particles was similar to that used by Elata and Ippen [1961]. The width of the smooth channel was 30 cm, and bed slope was 0.01. The maximum particle concentration was up to 20% by volume, and salt water was used so that the particles were neutrally buoyant.

[36] Figure 4 shows the plot of relative Karman coefficient as a function of the linear concentration, \( \lambda \). It can be seen that the measured Karman coefficient decreases linearly as sediment concentration increases. The least squares method is used to determine the coefficient \( \alpha_1 \) which is
equal to 0.14. The linear relationship shown in Figure 4 indicates that in Prandtl’s mixing length theorem, the movement of liquid phase or “liquid eddy” can be treated as a single air molecule that retains its momentum between the averaged free paths of air molecule. With the presence of sediment, the mixing length or “free path” of liquid phase is reduced for some space is occupied by solid particles; subsequently the Karman constant is reduced.

5. Velocity and Sediment Concentration Distributions in Buoyant Sediment-Laden Flows

5.1. Clear Water Flows

[39] In this study, reliable experiments carried out by Einstein and Chien [1955] are used to verify the proposed model because of the coexistence of secondary currents and high density gradient that might jointly generate the wall-normal velocity.

[40] In order to confirm the existence of nonzero wall-normal velocity, the measured velocity profiles in clear water flows are analyzed first and the results are presented in Figure 5. It can be seen clearly from Figure 5 that all measured velocity profiles except runs C-7, C-8 and C-9 cannot be represented by the classical log law, but equation (19) expresses the measured profiles very well. The good agreement between the data points and equation (19) indicates that the presence of nonzero wall-normal velocity plays an important role in the experiments. The wide range of α (from −1.45 to 1) is suggestive of weakly nonuniform flow because in uniform flows the parameter α only depends on the aspect ratios [Yang et al., 2004a]. In this data set, since b/h was almost constant (2.0 to 2.7), α should also be constant. On the other hand, it is not rare for researchers to conduct experiments in weakly nonuniform flows and to maintain it during long measurement period. The conclusion that Einstein and Chien [1955, p. 15] conducted their experiments in weakly nonuniform flows is not surprising because they reported that “as the experiments were conducted in supercritical flow... the uniformity of flow cannot be maintained, as a result the flow was far from uniform in most cases in this study. ... The full significance of this nonuniformity has not been studied quantitatively yet.”

[41] The influence of nonuniformity on v can be assessed from the integration of continuity equation as follows:

\[
\int_0^y \left( \frac{\partial u}{\partial x} + \frac{\partial v}{\partial y} + \frac{\partial w}{\partial z} \right) \, dy = 0
\]  

(25)

---

Table 1. Summary of Flow and Sediment Conditions Given by Einstein and Chien [1955]

<table>
<thead>
<tr>
<th>Run</th>
<th>Sand</th>
<th>(d_{50}, \text{mm} )</th>
<th>(Q, \text{L/s} \times 10^3 )</th>
<th>(B/h )</th>
<th>(u_* )</th>
<th>((u/w)<em>{E</em>{0.05}} )</th>
<th>(C_{o.a}(l/f) )</th>
<th>(C_{max}(g/l) )</th>
<th>(\alpha )</th>
<th>(\beta )</th>
</tr>
</thead>
<tbody>
<tr>
<td>C-1</td>
<td>coarse</td>
<td>1.3</td>
<td>78.2</td>
<td>2.14</td>
<td>11.92</td>
<td>9.59</td>
<td>0</td>
<td>0</td>
<td>0.65</td>
<td></td>
</tr>
<tr>
<td>S-1</td>
<td>coarse</td>
<td>1.3</td>
<td>77.8</td>
<td>2.19</td>
<td>11.42</td>
<td>10.33</td>
<td>0.015</td>
<td>58</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>C-2</td>
<td>coarse</td>
<td>1.3</td>
<td>79.2</td>
<td>2.17</td>
<td>11.52</td>
<td>10.12</td>
<td>0</td>
<td>0</td>
<td>0.9</td>
<td></td>
</tr>
<tr>
<td>C-3</td>
<td>coarse</td>
<td>1.3</td>
<td>73.3</td>
<td>2.44</td>
<td>13.73</td>
<td>10.87</td>
<td>0</td>
<td>0</td>
<td>−1.45</td>
<td></td>
</tr>
<tr>
<td>S-2</td>
<td>coarse</td>
<td>1.3</td>
<td>73.9</td>
<td>2.50</td>
<td>12.85</td>
<td>11.83</td>
<td>0.058</td>
<td>121</td>
<td>1.6</td>
<td>1.25</td>
</tr>
<tr>
<td>C-3</td>
<td>coarse</td>
<td>1.3</td>
<td>73.3</td>
<td>2.59</td>
<td>13.27</td>
<td>11.24</td>
<td>0.064</td>
<td>151</td>
<td>2.5</td>
<td>1.43</td>
</tr>
<tr>
<td>S-4</td>
<td>coarse</td>
<td>1.3</td>
<td>73</td>
<td>2.61</td>
<td>14.23</td>
<td>14.25</td>
<td>0.082</td>
<td>198</td>
<td>2.4</td>
<td>1.67</td>
</tr>
<tr>
<td>S-5</td>
<td>coarse</td>
<td>1.3</td>
<td>73.3</td>
<td>2.70</td>
<td>14.53</td>
<td>11.32</td>
<td>0.11</td>
<td>328</td>
<td>3.5</td>
<td>2.13</td>
</tr>
<tr>
<td>C-4</td>
<td>coarse</td>
<td>1.3</td>
<td>73.3</td>
<td>2.48</td>
<td>12.60</td>
<td>13.53</td>
<td>0</td>
<td>0</td>
<td>0.2</td>
<td></td>
</tr>
<tr>
<td>C-5</td>
<td>coarse</td>
<td>1.3</td>
<td>73.3</td>
<td>1.69</td>
<td>7.49</td>
<td>14.13</td>
<td>0</td>
<td>0</td>
<td>1.0</td>
<td></td>
</tr>
<tr>
<td>C-6</td>
<td>medium</td>
<td>0.94</td>
<td>84</td>
<td>2.01</td>
<td>12.36</td>
<td>12.14</td>
<td>0</td>
<td>0</td>
<td>1.0</td>
<td></td>
</tr>
<tr>
<td>S-6</td>
<td>medium</td>
<td>0.94</td>
<td>82</td>
<td>2.10</td>
<td>11.82</td>
<td>11.63</td>
<td>0.007</td>
<td>28</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>S-8</td>
<td>medium</td>
<td>0.94</td>
<td>79.8</td>
<td>2.16</td>
<td>11.64</td>
<td>12.67</td>
<td>0.016</td>
<td>112</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>S-9</td>
<td>medium</td>
<td>0.94</td>
<td>80.6</td>
<td>2.21</td>
<td>11.79</td>
<td>11.98</td>
<td>0.035</td>
<td>173</td>
<td>1.6</td>
<td>1</td>
</tr>
<tr>
<td>S-10</td>
<td>medium</td>
<td>0.94</td>
<td>79.8</td>
<td>2.27</td>
<td>12.68</td>
<td>11.58</td>
<td>0.054</td>
<td>263</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>C-7</td>
<td>medium</td>
<td>0.94</td>
<td>79.2</td>
<td>2.19</td>
<td>11.44</td>
<td>11.51</td>
<td>0</td>
<td>0</td>
<td>0.00</td>
<td></td>
</tr>
<tr>
<td>C-8</td>
<td>medium</td>
<td>0.94</td>
<td>74.7</td>
<td>2.46</td>
<td>13.37</td>
<td>11.51</td>
<td>0</td>
<td>0</td>
<td>0.00</td>
<td></td>
</tr>
<tr>
<td>C-9</td>
<td>medium</td>
<td>0.94</td>
<td>73.3</td>
<td>2.48</td>
<td>12.96</td>
<td>11.51</td>
<td>0</td>
<td>0</td>
<td>0.00</td>
<td></td>
</tr>
<tr>
<td>C-10</td>
<td>fine</td>
<td>0.274</td>
<td>77.5</td>
<td>2.26</td>
<td>10.38</td>
<td>12.88</td>
<td>0</td>
<td>0</td>
<td>0.60</td>
<td></td>
</tr>
<tr>
<td>C-11</td>
<td>fine</td>
<td>0.274</td>
<td>77</td>
<td>2.24</td>
<td>10.44</td>
<td>13.38</td>
<td>0</td>
<td>0</td>
<td>0.60</td>
<td></td>
</tr>
<tr>
<td>S-11</td>
<td>fine</td>
<td>0.274</td>
<td>77.5</td>
<td>2.26</td>
<td>10.58</td>
<td>12.75</td>
<td>0.008</td>
<td>31</td>
<td>0.2</td>
<td>1</td>
</tr>
<tr>
<td>S-12</td>
<td>fine</td>
<td>0.274</td>
<td>77.2</td>
<td>2.27</td>
<td>10.05</td>
<td>11.81</td>
<td>0.042</td>
<td>205</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>C-12</td>
<td>fine</td>
<td>0.274</td>
<td>76.7</td>
<td>2.27</td>
<td>10.62</td>
<td>11.59</td>
<td>0</td>
<td>0</td>
<td>0.65</td>
<td></td>
</tr>
<tr>
<td>S-13</td>
<td>fine</td>
<td>0.274</td>
<td>76.3</td>
<td>2.26</td>
<td>10.58</td>
<td>12.35</td>
<td>0.060</td>
<td>252</td>
<td>1.6</td>
<td>1</td>
</tr>
<tr>
<td>S-14</td>
<td>fine</td>
<td>0.274</td>
<td>76.3</td>
<td>2.42</td>
<td>12.05</td>
<td>12.54</td>
<td>0.088</td>
<td>386</td>
<td>1.8</td>
<td>1</td>
</tr>
<tr>
<td>S-15</td>
<td>fine</td>
<td>0.274</td>
<td>76.3</td>
<td>2.42</td>
<td>11.93</td>
<td>12.16</td>
<td>0.128</td>
<td>625</td>
<td>2.2</td>
<td>1</td>
</tr>
</tbody>
</table>
Along the symmetric centerline, \( \partial w / \partial z = 0 \); thus wall-normal velocity \( v \) can be determined from equation (25) as

\[
v = - \int_0^y \frac{\partial u}{\partial x} \, dy
\]

In a nonuniform flow, the acceleration \( \partial u / \partial x \) could be either positive (accelerating flow) or negative (decelerating flow); thus the \( v \) could be upward or downward: This is why the coefficient \( \alpha \) could be positive or negative (see equation (12)).\footnote{Yang et al. [2006] analyzed the coefficient \( \alpha \) in a nonuniform flow, and concluded that \( \alpha \) can be theoretically determined if \( dh/dx \), slope of channel bed, surface velocity, and aspect ratio are measured. Unfortunately, in this measurement, Einstein and Chien [1955] missed the nonuniform parameter, i.e., \( dh/dx \).

\footnote{Figure 1a shows that the near-bed wall-normal velocity \( v \) is upward or positive, but equation (26) indicates that a downward or negative velocity \( v \) can be generated because of the nonuniformity; thus it can be inferred that under the joint action of secondary currents and nonuniformity, the resultant wall-normal velocity along the centerline in a nonuniform flow could be zero or negligible. In other words, the measured velocity profiles in nonuniform flows may still follow the classical log law. This conclusion is consistent with Einstein and Chien’s [1955] observations as shown in C-7, C-8 and C-9 of Figure 5. The good agreement between the measured velocity profiles and the log law does not mean no secondary currents in these experiments, but the secondary currents were deformed because of the nonuniformity, and the resultant wall-normal centerline velocity near the bottom is negligible.}

\footnote{On the other hand, it can be inferred that the velocity would deviate from the log law in the outer flow region of runs C-7, C-8 and C-9 where the negative vertical velocity induced by nonuniformity was superimposed on the downward secondary currents (see Figure 1a), and the location of maximum velocity (velocity dip) should be lower than that in a uniform flow. Einstein and Chien’s [1955] experimental data of C-7, C-8 and C-9 does not support this conclusion because they only measured the velocity profile in the inner region (\( y/h < 0.4 \)), no measurements were made in the outer flow region. However, Kironoto and Graf [1995] observed in their experiments that for the same aspect ratio (\( b/h = 2 \)) the maximum velocity (velocity dip) occurred at \( y/h = 0.75 \) for a uniform-flow profile, but the velocity dip went down to \( y/h = 0.60 \) in an accelerating flow (negative \( v \)) and in the inner region the measured velocity profile follows the log law. Obviously, the present model’s inference is in accordance with Kironoto and Graf’s observation.}

5.2. Sediment-Laden Flows

\footnote{This study uses the popular and most accurate fourth-order Runge-Kutta method to solve equations (17) and (18). The formulas used in the numerical solution are}

\[
\frac{dC}{d\xi} = f(\omega, \kappa, \xi, C, u')
\]

\[
\frac{du'}{d\xi} = g(\omega, \kappa, \xi, C, u')
\]

where \( f \) and \( g \) are functions expressed in equations (17) and (18).
The unknown sediment concentration and velocity profiles are estimated as follows: (1) Determine the reference velocity \((u_a + a)\) and sediment concentration \((C_a)\) at the reference level \((x_a)\) on the basis of measured velocity and sediment concentration. (2) Assume the values of parameter \(a\) and \(b\) (use \(a = 0\) and \(b = 1\)) as a first estimate. (3) Calculate \(\omega\) and \(\kappa\) using equations (15) and (24) based on \(C\). (4) Calculate \(f\) and \(g\) on the basis of equations (17) and (18). (5) Estimate \(C\) and \(u^+\) by solving equations (27) and (28) using the Runge-Kutta method [Zill and Cullen, 1992]. (6) Change parameter \(a\) and \(b\) and repeat steps 2–5 from \(x = x_a\) to \(x = 1\) until the calculated and measured profiles match each other.

It is found that when the calculated and measured velocity profiles are in good agreement, all predicted sediment concentration can simultaneously match the measured concentration profiles. The results are presented in Figures 5–8, in which both log law and Rouse law are included. A slight difference is observed between the present model and Rouse law, or in other words the influence of wall-normal velocity on the concentration profile is less than that on the velocity profile.

Figure 6a shows the predicted and measured velocity profiles of coarse sediment (S-1 to S-5). The comparison of sediment concentration is shown in Figure 6b. It can be seen that the agreement is very good. However, it is also found that the sediment diffusion coefficient in such cases is not the same as the turbulent eddy viscosity. That is, \(b\) in equation (14) is greater than 1 and increases with the increasing sediment concentration. This is consistent with van Rijn [1984] and Nezu and Azuma’s [2004] conclusions, the former found by analyzing measured data that for coarse sand, the parameter \(b\) should be greater than unity, and the latter experimentally found that the coefficient \(b\) increases with sediment concentration.

Figures 7 and 8 show the predictions of medium and fine sediments, respectively. The good agreement between the measured and predicted sediment concentration profiles demonstrates that for medium and fine sediments, it is not necessary to correct the sediment diffusion coefficient \((\beta = 1)\). It is also interesting to note that given appropriate values for \(\alpha\), equations (17) and (18) yield simultaneously good agreements with the measured velocity and sediment concentration. Equations (17) and (18) state that the deviations of measured velocity from the log law and sediment concentration from the Rouse law are caused by the wall-normal velocity, the slight difference between Rouse law and the present model shown in Figures 7b and 8b indicates that the concentration profiles are insensitive to the wall-normal velocity relative to the velocity profiles. This is probably why so many researchers discover that the log law is invalid in sediment-laden flows, while few investigators report the invalidity of Rouse law in literature.

From Table 1 one can see that \(a = \beta = 1\) is obtained for runs S-1, S-6, S-8, S-10 and S-12 in which the sediment concentration ranges from 28 kg/m\(^3\) to 263 kg/m\(^3\). This implies that \(a\) is independent of sediment concentration. The velocity or concentration difference in these runs is caused by the density stratification or the wall-normal velocity induced by sediment settling.

The data and model indicate that wall-normal velocities can be induced by the characteristics of the flow (secondary currents or nonuniformity) and sediment settling (or Richardson number). Anyone who wants to assess the
Figure 7. (a) Comparison of measured mean velocity profiles with log law, present model, and Wright and Parker’s [2004b] model and (b) comparison of measured sediment concentration with Rouse law and present model in medium-sediment-laden ($d_{50} = 0.94$ mm) flows; data are from Einstein and Chien [1955].

Figure 8. (a) Comparison of measured mean velocity profiles with log law, present model, and Coleman’s [1981] model and (b) comparison of measured sediment concentration with Rouse law and present model in fine-sediment-laden ($d_{50} = 0.274$ mm) flows; data are from Einstein and Chien [1955].
influence of sediment on velocity profile should eliminate the effect of secondary currents; otherwise the influence of the characteristics of the flow would be wrongly treated as the influence of sediment.

Wright and Parker [2005], density stratification are discussed and compared. Conversely, sediment settling has a larger effect near the bed relative to the upper layer (equation (10)). Therefore it can be inferred that the upward velocity induced by sediment settling would attenuate the lower secondary current in Figure 1, but the upper cell of secondary current would be strengthened relative to the secondary currents in clear water flows. The model presented here can yield good results because these two factors are included.

6. Discussion

As aforementioned, in the years since Vanoni [1946] and Einstein and Chien [1955] experimentally observed the reduction of the Karman coefficient in flows with presence of suspended sediment, many sophisticated models have been developed to express this phenomenon, such as log wake model by Coleman [1981] or by Wang et al. [2001], kinetic model by Fu et al. [2005], density stratification model by Wright and Parker [2004a, 2004b], etc. Most previous researchers hypothesized that the presence of suspended particles modify the turbulent structures, and they often related the turbulent eddy viscosity with Richardson number. However, like Coleman’s [1981] log wake model, this study assumes that the density gradient only affects the mean flow structure, not the turbulent structure. To clarify the difference between this and the previous models, it would be useful to compare various predictions with the measured data. Complete comparison between this model and numerical models is very difficult and beyond the scope of the study; thus only the simplified models proposed by Wright and Parker [2004b] and Coleman [1981] are discussed and compared.

The density stratification model developed by Wright and Parker [2004a] is very complex; thus its simplified model [Wright and Parker, 2004b] is used for comparison, that is

$$\frac{u}{u^*} = \frac{u_0}{u^*} + \frac{1}{m\nu_o} \ln \left( \frac{\xi}{\xi_o} \right)$$  \hspace{1cm} (29)

where

$$m = \begin{cases} 
1 - 0.06 \left( \frac{C_0.05}{S} \right)^{0.77} & \text{for } C_0.05/S \leq 10 \\
0.67 - 0.0025 \frac{C_0.05}{S} & \text{for } C_0.05/S > 10
\end{cases}$$  \hspace{1cm} (30)

in which $C_0.05$ is the concentration by volume at $y = 0.05h$ and $S$ is the energy slope.

Coleman’s [1981] model can be simplified as follows:

$$\frac{u}{u^*} = \frac{u_0}{u^*} + \frac{1}{m\nu_o} \ln \left( \frac{\xi}{\xi_o} \right) + \frac{2\Pi}{\nu_o} \sin^2 \left( \frac{\pi}{2} \xi \right)$$  \hspace{1cm} (31)

where $\Pi$ is the wake coefficient and is empirically expressed by

$$\Pi = 0.2 \sqrt{1 + R_i - 0.01R_i - 0.13}$$  \hspace{1cm} (32a)

in which $R_i$ is the Richardson number and defined as follows:

$$R_i = \frac{gh}{\bar{w}} \frac{\rho_0.05 - \rho_s}{\bar{w}}$$  \hspace{1cm} (32b)

where $\bar{w}$ is the average density of suspension, $\rho_s$ the density of suspension at $y = h$ and $\rho_0.05$ the density at $y = 0.05h$.

Wright and Parker’s [2004b] simplified model is included in Figure 7a, and Coleman’s [1981] model is included in Figure 8a. It can be seen that both Wright and Parker’s [2004b] and Coleman’s [1981] models are better than the log law, but the agreements with experimental data are not very good. The poor agreement could be ascribed to the simplifying assumptions made in their models, which might be violated in Einstein and Chien’s [1955] data set because in clear water flows ($C = 0$) both Wright and Parker’s [2004a, 2004b] and Coleman’s [1981] models revert to the classical log law that is applicable only in uniform flows, but as shown in Figure 5, Einstein and Chien’s data were collected from the nonuniform flows.

Wright and Parker’s [2004a] model, like almost all existing models, attributes the velocity variation to density stratification which produces an upward buoyant force. They defined the Richardson number as follows:

$$R_i = \left( \frac{\rho_s}{\rho} - 1 \right) g \frac{\omega}{u^*} \frac{\omega C}{u^* (1 - \xi)}$$  \hspace{1cm} (33)

Comparing equation (33) with equation (10) and noticing $1 - C \approx 1$, one can find that $\omega C$ in the numerator of equation (33) is actually the upward velocity $v_2$ in equation (10); thus we can say that as the Richardson number represents the ratio of kinetic energy lost working against the settlement to the kinetic energy generated by shear, it is an index of upward velocity $v_2$ induced by sediment settlement. Equation (11) can be rewritten as follows by introducing the Richardson number $R_i$:

$$- \frac{\bar{w}v_2^*}{u^*} = 1 + \frac{uv_1}{u^* (1 - \xi)} + aR_i$$  \hspace{1cm} (34)

where $a$ is a factor independent of sediment concentration and $a = \frac{\partial u^*/\partial y}{[2/(\rho_s/\rho - 1)\xi]}$, and $aR_i$ is less than 1.

If the wall-normal velocity $v_1$ caused by secondary currents/nonuniformity is assumed to be negligible, then equation (34) can be written in the following form:

$$- \frac{\bar{w}^*}{1 + aR_i} \frac{du}{dy} = \frac{du}{dy} = u^*(1 - \xi)$$  \hspace{1cm} (35a)
where \( \varepsilon_m \) = eddy viscosity of sand-water mixture. If the Taylor series expansion is applied, the relationship between \( \varepsilon_m \) and \( \varepsilon_f \) can be expressed as follows:

\[
\varepsilon_m = \frac{\varepsilon_f}{1 + aR_i} = \varepsilon_f \left[ 1 - aR_i + (aR_i)^2 - (aR_i)^3 + \cdots \right] \tag{35b}
\]

if the first two terms in equation (35b) are kept, one obtains

\[
\varepsilon_m = \varepsilon_f (1 - aR_i) \tag{35c}
\]

Equation (35c) was developed by Smith and McLean [1977] and was applied by Wright and Parker [2004a]. Thus one can conclude that the present model is consistent with previous studies, and the effect of density stratification has been included in the model, or the present model reduces to Wright and Parker’s model if \( v_1 = 0 \) is assumed. As Einstein and Chien [1955] conducted the measurement in nonuniform flows, and \( v_1 \) was nonzero, this is why Wright and Parker’s simplified model cannot express the measured velocity well, as shown in Figure 7.

Because the present model hypothesizes that the wall-normal velocity \( v \) caused by sediment settling and secondary currents jointly deviates the velocity from the log law, it would be useful to identify clearly the relative importance of these two causes. Figure 9 is plotted for this purpose, and S-6 is selected for the comparison. First, the parameters \( \alpha \) and \( C \) are set to zero and \( \beta = 1 \), this means the second and third terms can be dropped from equation (18), after which the log law can be obtained by integrating equation (18). Second, \( \alpha = 0, C_{C_25} = 0.05 \) and \( \beta = 1 \) are used in the calculation of equation (18), this means that only the wall-normal velocity caused by sediment settling is considered. It can be seen from Figure 9 that higher velocity is obtained relative to the log law. This implies that sediment settlement can indeed increase the normalized velocity \( u^*/u_* \). Third, by adjusting the parameter \( \alpha \), one can fit the measured data point with good agreement as shown in Figure 9, which indicates that the influence of secondary current due to small aspect ratio and nonuniformity on the streamwise velocity profile should not be underestimated.

\[
\frac{1 - \varepsilon_m}{\varepsilon_m} + u_m^* \frac{C_m}{1 - C_m} \frac{\omega}{u_*} \approx 1 - \frac{1}{\varepsilon_m} \tag{36}
\]

where the subscript \( m \) denotes the position of maximum velocity. Hence the parameter \( \alpha \) can be determined on the basis of the location of dip phenomenon, so that the model can be applied in natural rivers.

### 7. Conclusions
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A theoretical analysis of suspended sediment-laden flow in an open channel has been conducted. The good agreement between the proposed model and experimental data leads to the following conclusions:

1. For clear water flows, the wall-normal velocity could be induced by secondary currents or nonuniformity, which subsequently results in an additional momentum flux (uv) and leads to the velocity deviation from the classical log law. This additional momentum flux is larger in the upper layer relative to that in the bed region.

2. For sediment-laden flows, the magnitude of wall-normal velocity \( v \) could be influenced by the presence of sediment. The momentum flux uv and mass flux \( C_v \) jointly exert significant influence on the vertical profiles of horizontal velocity and sediment concentration.

3. For neutrally buoyant sediment flows, the reduction of Karman coefficient is the result of reduced free path of fluid particles; and the influence of sediment concentration on Karman coefficient still exists in buoyant sediment-laden flows.

4. The traditional momentum equation and sediment continuity equation neglect the terms of uv and \( C_v \) under assumption of \( v = 0 \), which results in the invalidity of log law and Rouse law for the velocity and concentration profiles when \( v \) is not zero. This study clearly demonstrates that uv and \( C_v \) should be included in these equations, in which case the velocity and concentration profiles can be well reproduced.

5. The study reveals that the nonzero wall-normal velocity driven by the density stratification plays a crucial
role for the velocity deviation from the log law. Such wall-normal velocity could be also caused by thermal stratification; this is why in meteorological boundary layer with temperature gradient, the velocity does not follow the log law.

Notation

- $a_1$ factor.
- $b_1$ distance between particles.
- $b$ reference level from bed.
- $C$ mean volumetric sediment concentration.
- $C_r$ sediment concentration fluctuation.
- $C_m$ reference concentration.
- $C_m$ maximum sediment concentration (for spherical particles $C_m = 0.74$).
- $D$ particle diameter.
- $d_{50}$ median sediment size.
- $g$ gravitational acceleration.
- $h$ water depth.
- $I_w$ mixing length, equal to $Ny$.
- $I_m$ mixing length of fluid particles.
- $l_m$ mixing length of liquid-solid mixture.
- $R_i$ Richardson number.
- $S$ energy slope.
- $u$ streamwise velocity.
- $u_i = u/u_s$ nondimensional velocity at reference level $x_i$.
- $u_a$ velocity at reference level $x_i$.
- $u_s$ shear velocity, equal to $(gRS)^{0.5}$.
- $(u/u_s)_a$ nondimensional velocity at reference level $x_a$.
- $v$ vertical velocity in $y$ directions.
- $w$ lateral velocity in $z$ directions.
- $x$ streamwise direction.
- $y$ vertical direction.
- $y_o$ the apparent bottom roughness (for smooth boundary $y_o = u/vu_s$, for roughened boundary, $y_o = \Delta/30$).
- $z$ lateral direction.
- $Z$ Rouse number, equal to $\omega/(\kappa u_s)$.
- $\alpha$ coefficient.
- $\beta$ coefficient.
- $\varepsilon_t$ eddy viscosity of liquid phase.
- $\varepsilon_s$ sediment diffusion coefficient.
- $\varepsilon_m$ eddy viscosity of water-sand mixture.
- $\xi$ relative water depth, equal to $y/h$.
- $\xi_r$ reference level.
- $\kappa_o$ standard Karman constant, equal to 0.4.
- $\kappa$ Karman constant for sediment-laden flows.
- $\lambda$ linear concentration.
- $\mu$ dynamic viscosity.
- $\nu$ kinetic viscosity.
- $\rho_s$ density of sediment.
- $\rho$ water density.
- $p$ average density of suspension.
- $\tau_{xy}$ shear stress $= \mu du / dy - \rho u^3/2$.
- $\tau_{xz}$ shear stress $= \mu du / dz - \rho u^3/2$.
- $\omega$ fall velocity of single sediment particle.
- $\omega_r$ wake coefficient.
- $\nu$ Reynolds shear stress.
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