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1. Introduction

In a sense, the theory of function spaces has appeared as a result of “building a bridge” between abstract methods of functional analysis and mathematical physics (PDE, or harmonic/real analysis in a wider sense) by Sergey L. Sobolev [1]. In particular, he has proved and utilised the Clarkson inequalities that are the counterparts of the parallelogram identity characterising the inner product spaces. As the starting point, we introduce and study Jacobi and Clarkson classes of spaces and related constants in Section 5.1, thus dealing with the Banach-space counterparts of the Jacobi and parallelogram identities. They appear to be in fruitful relations with both the classical James, self-Jung, Kottman and Schäffer constants and superreflexive spaces and the newly introduced mutual diameter and Dol’nikov-Pichugov constant and Pichugov classes. An alternative approach to estimating Jacobi and Clarkson constants based on the counterparts of the Pythagorean theorem for the Birkhoff-Fortet orthogonality (but not giving the precise constants) is developed in [2].

Dol’nikov [3] has established a quantitative estimate describing the separability of a pair of bounded (non-convex) subsets in a Hilbert space in terms of their diameters and the distance between them. His results were further extended by Pichugov [4] to the setting of subsets of Lebesgue spaces with the aid of an interesting inequality for $L_p$-functions. While our Dol’nikov-Pichugov constant serves as the quantitative reflection of the quantitative Hahn-Banach theorems, the introduction of Pichugov classes in Section 5.2 and the study of them and their relations with other constants and classes of Banach spaces is the most important tool for establishing the quantitative Hahn-Banach theorems for the subspaces and quotients of the spaces from very large auxiliary classes of (parameterised) independently generated spaces $IG$ and $IG_+$ that we introduce in Section 2.1 to cover, firstly, Lebesgue and sequence $l_p$ space with mixed norm, sequence spaces appearing as wavelet spaces (i.e., the spaces $l_{p,q}$ and $l_q(l_p)$ isometric to the spaces of the coefficients of the wavelet decompositions of the functions from Besov and Lizorkin-Triebel spaces), Schatten-von Neumann classes and general non-commutative $L_p$-spaces (Section 2.2), secondly, various types of anisotropic Besov, Lizorkin-Triebel and Sobolev spaces (classical information is in [1,5–8]) defined by means of different tools, including differences, local polynomial approximations, smooth Littlewood-Paley decompositions (for example, Triebel-Lizorkin spaces), and, thirdly, the duals, $l_p$-sums and “Bochnerizations” of the above spaces. The intimate connection between the $IG$-class and various function spaces is highlighted in Section 3.

The history of investigating the isometric extension problem for Hölder-Lipschitz and uniformly continuous mappings between Hilbert and Lebesgue spaces is described in [9–11], where Wells, Williams and Hayden have identified the sets of the smoothness parameters of the Hölder-Lipschitz mappings between $L_p$-spaces (including $l_p$) allowing a (semi)norm-preserving extension from every subset to the whole space, further developing the approach introduced by Minty [12]. It appears that the introduction of Jacobi classes not only provides a natural abstract setting for a generalised and slightly strengthened version of their approach, but also allows us (in Section 6) to describe the corresponding isometric extension and convex isometric extension sets of the exponents of the Hölder-Lipschitz mappings between the pairs of $IG$-spaces, $IG_+$-spaces, non-commutative $L_p$-spaces (for example, Schatten-von Neumann classes) and describe how to cover the pairs of all the spaces mentioned above.
Auxiliary results and by-product estimates are mostly placed in Sections 4 and 7. The majority of the assertions are shown to be sharp. Further applications of our quasi-Euclidean approach can be found in [13,14]. The investigation of the complementability of subspaces of function spaces is approximately as old as Sobolev spaces and goes back to G. M. Fichtenholtz and L. V. Kantorovich [15] who have established the non-complementability of $C([a,b])$ in $L_\infty([a,b])$ (see also [2,16,17] for more references, generalisations and related stronger results).

The numbering of the equations is used sparingly. Since the majority of references inside every logical unit are to be the formulas inside the unit, equations are numbered independently inside every proof of a corollary, lemma and theorem, or a definition (if there are any numbered formulas).

2. Definitions, Designations, and Basic Properties

Let $\mathbb{N}$ be the set of the natural numbers; $\mathbb{N}_0 = \mathbb{N} \cup \{0\}; I_n = [1, n] \cap \mathbb{N}$ for $n \in \mathbb{N}$.

Let $p'$ be the conjugate to $p \in [1, \infty]^n$, i.e., $1/p_i + 1/p_i = 1$ $(1 \leq i \leq n)$.

In what follows, one can assume $\gamma_a = ((\gamma_a)_1, \ldots, (\gamma_a)_n) \in (0, \infty)^n$ and $|\gamma_a| = \sum_{i=1}^n (\gamma_a)_i = n$ to be fixed.

For $x, y \in \mathbb{R}^n$, $t > 0$, let $[x, y]$ be the segment in $\mathbb{R}^n$ with the ends $x$ and $y$; $xy = (x_i y_i)$, $t^y = (t^{y_i})$; $x/y = \left(\frac{x_i}{y_i}\right)$ for $y_i \neq 0$, and $t/\gamma_a = \left(\frac{t}{(\gamma_a)_i}\right)$. Assuming $|x|_{\gamma_a} = \text{max}_{1 \leq i \leq n} |x_i|^{1/(\gamma_a)_i}$, we have $|x + y|_{\gamma_a} \leq c_{\gamma_a} (|x|_{\gamma_a} + |y|_{\gamma_a})$.

By means of $M(\Omega, \mu)$, we designate the space of all $\mu$-measurable functions defined on the measure space $(\Omega, \mu)$. For a Lebesgue measurable $E \subset \mathbb{R}^n$ and a finite $D$, let $|E|$ and $|D|$ be, correspondingly, the Lebesgue measure $\int E(x)\,dx$ of $E$ and the number of the elements of $D$.

For $n \in \mathbb{N}, r \in (0, \infty]^n, p \in (0, \infty)$, $q \in (0, \infty]$, a (countable) index set $I$, and a quasi-Banach space $A$, let $l_q(A) := l_q(I, A)$ be the space of all sequences $\alpha = \{\alpha_k\}_{k \in I} \subset A$ with the finite quasi-norm $||\alpha||_{l_q} = (\sum_{k \in I} |\alpha_k|^q)^{1/q} < \infty$; assume also $c_0(A)$ is the subspace of $l_\infty(A)$ determined by $\lim_k \alpha_k = 0$.

For $m \in \mathbb{N}$ and either $l = l_r(A)$, or $l = l_q(A)$, by means of $l^m$, we designate the subspace of $l$ satisfying $\alpha_i = 0$ for either $i_{\text{max}} > m$, or $i > m$ correspondingly.

For $G \subset \mathbb{R}^n$ and $f: G \to \mathbb{R}$ by means of $\overline{f}: \mathbb{R}^n \to \mathbb{R}$, we designate the function

$$\overline{f}(x) := \begin{cases} f(x), & \text{for } x \in G, \\ 0, & \text{for } x \in \mathbb{R}^n \setminus G \end{cases}$$

For $p \in (0, \infty]^n$, let $L_p(G)$ be the space of all measurable functions $f: G \to \mathbb{R}^n$ with the finite mixed quasi-norm,

$$||f||_{L_p(G)} = \left(\int_{\mathbb{R}} \left(\int_{\mathbb{R}} \cdots \left(\int_{\mathbb{R}} |\overline{f}|^{p_1} \,dx_1\right)^{p_2/p_1} \cdots \right)^{p_n/p_{n-1}} \,dx_n\right)^{1/p_n}$$

where, for $p_i = \infty$, one understands $\left(\int_{\mathbb{R}} |g(x_i)|^{p_i} \,dx_i\right)^{1/p_i}$ as $\text{ess sup}_{x_i \in \mathbb{R}} |g(x_i)|$. The classical quantitative geometry of these spaces had been studied for a long time (for example, see [18]).
For an ideal space $Y = Y(\Omega)$ for a measurable space $(\Omega, \mu)$ and a Banach space $X$, let $Y(\Omega, X)$ be the space of the Bochner-measurable functions $f : \Omega \mapsto X$ with the finite (quasi)norm.

$$\|f|Y(\Omega, X)\| := \|f(\cdot)|X|Y(\Omega)\|$$

If another measure $\nu$, absolutely continuous with respect to $\mu$ with the density $\frac{d\nu}{d\mu} = \omega$, is used instead of $\mu$, the corresponding space is denoted by $Y(G, \omega, X)$.

For example, $L_p(\mathbb{R}^n, l_q)$ with $p, q \in [1, \infty]$ is a Banach space of the measurable function sequences $f = \{f_k(x)\}_{k=0}^{\infty}$ with the finite norm $\|\{f_k(\cdot)\}_{k \in \mathbb{N}_0}|l_q\|_p(\mathbb{R}^n)$.

The construction in the definition of the auxiliary $l_{p,q}$-spaces (next) suits both the classical dyadic approach [19] and our slightly more optimal covering approach [20] to the wavelet norms (characterisations) of anisotropic function spaces.

**Definition 2.1.** For $p \in (0, \infty)^n$, $q \in (0, \infty)$ and $n \in \mathbb{N}$, let $l_{p,q} = l_{p,q}(\mathbb{Z}^n \times J)$ be the quasi-Banach space of the sequences $\{t_{i,j}\}_{i \in \mathbb{Z}^n}$ with $J \in \{\mathbb{N}_0, \mathbb{Z}\}$ endowed with the (quasi)norm,

$$\|\{t_{i,j}\}|l_{p,q}\| := \left\|\sum_{i \in \mathbb{Z}^n} t_{i,j} \chi_{F_{i,j}} \right\|_{L_p(\mathbb{R}^n, l_q(J))}$$

where $\{F_{i,j}\}_{i \in \mathbb{Z}^n}$ is a fixed nested family of the decompositions $\{F_{i,j}\}_{i \in \mathbb{Z}^n}$ of $\mathbb{R}^n$ into unions of congruent parallelepipeds $\{F_{i,j}\}_{i \in \mathbb{Z}^n}$ satisfying

$$\cup_{i \in \mathbb{Z}^n} F_{i,j} = \mathbb{R}^n, \ |F_{i,j} \cap F_{k,j}| = 0 \text{ for every } j \in J, \ i \neq k$$

and either $|F_{i_0,j_0} \cap F_{i_1,j_1}| = 0$, or $F_{i_0,j_0} \cap F_{i_1,j_1} = F_{i_0,j_0}$ for every $i_0, i_1$ and $j_0 > j_1$. We shall assume that this system is regular in the sense that the length of the $k$th side $l_{k,j}$ of the parallelepipeds $F_{i,j}$ of the $j$th decomposition (level) satisfies

$$c_1b^{-j(\lambda_k)} \leq l_{k,j} \leq c_2b^{-j(\lambda_k)} \text{ for } k \in I_n$$

for some positive constants $b > 1$ and $c_1, c_2$. Let also the 0-level parallelepipeds $\{F_{i,0}\}_{i \in \mathbb{Z}^n}$ be of the form $Q_{l}(z)$.

For a parallelepipied $F \in \{F_{i,j}\}_{i \in \mathbb{Z}^n}$ or $F = \mathbb{R}^n$, by means of $l_{p,q}(F)$ we designate the subspace of $l_{p,q}(\mathbb{Z}^n \times J)$ defined by the condition: $t_{i,j} = 0$ if $F_{i,j} \not\subset F$.

The symbol $l_{p,q}$ denotes either of the spaces $l_{p,q}(\mathbb{Z}^n \times J)$ or $l_{p,q}(F)$.

The space $l_{p,q}$ is isometric to a complemented subspace of $L_p(\mathbb{R}^n, l_q)$, while its dual $l_{p,q}^*$ is isomorphic to $l_{p', q'}$ for $p, q \in (1, \infty)$ (see Section 2.1 below).

**Remark 2.1.** There are many books and articles dedicated to the wavelet decompositions (and their predecessors) and related characterisations of the function spaces, including [19,21–29]. The construction of $l_{p,q}$ above is compatible not only with the known results but also with a more optimal version [20]. Thus, Besov $B_{p,q}^s(\mathbb{R}^n)_w$ and Lizorkin-Triebel $L_{p,q}^s(\mathbb{R}^n)_w$ sequence spaces, which we shall call Besov and Lizorkin-Triebel spaces with wavelet norms, can be defined in various constructive ways.
(we omit the lengthy details) but the following property always holds. Indeed, throughout the article we only need to know the immediate corollary of the definition(s) that $B_{p,q}^s(\mathbb{R}^n)_w$ is, in fact, isometric to $l_q(\mathbb{N}_0, l_p(\mathbb{Z}^n))$, while $L_{p,q}^s(\mathbb{R}^n)_w$ is isometric to a 1-complemented subspace of $l_{p,q}(\mathbb{Z}^n \times \mathbb{N}, l_q(I_M))$ for certain $M \in \mathbb{N}$ and contains, in turn, an isometric and 1-complemented copy of $l_{p,q}(\mathbb{Z}^n \times \mathbb{N}_0)$.

We say that a subspace $Y$ of a Banach space $X$ is $C$-complemented (in $X$) if there exists a projection $P$ onto $Y$ satisfying $\|P|\mathcal{L}(X)\| \leq C$.

For $B \subset X$, let $co(B)$ and $\overline{co}(B)$ be the convex envelope and the closed convex envelope of $B$ in $X$ correspondingly. Similarly, let $lin(B)$ and $\overline{lin}(B)$ be the linear envelope and the closed linear envelope of $B$ in $X$ correspondingly.

For a subspace $E$ of a (quasi)Banach space $A$, let also $A_{|E}$ denote $E$ endowed with $\| \cdot |A\|$.

**Definition 2.2.** For $r \in [1, \infty]$, a finite, or countable set $I$ and a set of quasi-Banach spaces $\{X_i\}_{i \in I}$, let its $l_r$-sum $l_r(I, \{A_i\}_{i \in I})$ be the space of the sequences $x = \{x_i\}_{i \in I} \in \prod_{i \in I} X_i$ with the finite norm

$$\|x|l_r(I, \{A_i\}_{i \in I})\|^r := \sum_{i \in I} \|x_i\|^r_{A_i}$$

**2.1. Independently Generated Spaces, $lt_{p,q}$ and $lt_{p,q}^*$**

The purpose of this subsection is to introduce a wide class of auxiliary spaces containing not only almost all the auxiliary spaces related to the function spaces defined above but also the Lebesgue spaces with mixed norm and $l_p$-sums of various spaces used in counterexamples.

First let us note some important properties of the space $lt_{p,q}$ (see Definition 2.1 above) and its dual and explain the necessity to introduce the latter. It will be enough to deal with $lt_{p,q}(\mathbb{R}^n)$. The next lemma is very helpful despite to its simplicity.

**Lemma 2.1.** Let $X$ be a Banach space, and $P \in \mathcal{L}(X)$ be a projector onto its subspace $Y \subset X$. Assume also that $Q_Y : X \to \tilde{X} = X/Ker P$ is the quotient map. Then we have

$$\|Q_Y x\|_{\tilde{X}} \leq \|Px\|_X \leq \|P|\mathcal{L}(X)\| \|Q_Y x\|_{\tilde{X}} \text{ for every } x \in X.$$  

In particular, the dual space $Y^* = X^*/Y^\perp$ and $Y$ are isometric to $P^*X^*$ and $\tilde{X}$ if, and only if, $Y$ is 1-complemented in $X$, i.e., $\|P|\mathcal{L}(X)\| = 1$.

**Proof of Lemma 2.1.** The double inequality follows from the observations

$$Q_Y x = Q_Y Px, \quad \|Q|\mathcal{L}(X, \tilde{X})\| = 1 \quad \text{and} \quad Px = P(x - z) \text{ for every } z \in Ker P.$$  

Applying the inequality to $P^*, \ Q$, $X^*$ and $\im P^*$ instead of $P$, $X$ and $Y$ and noting $Ker P^* = Y^\perp$ and $\|P|\mathcal{L}(X)\| = \|P^*|\mathcal{L}(X^*)\|$, we obtain

$$\|Q_{P^*X^*} f\|_{X^* / P^*X^*} \leq \|P^* f\|_{X^*} \leq \|P|\mathcal{L}(X)\| \|Q_{P^*X^*} f\|_{X^* / P^*X^*} \text{ for every } f \in X^*$$

finishing the proof of the lemma. □
As mentioned after Definition 2.1, the space $l_{t_p,q}$ is isometric to a subspace of $L_p(\mathbb{R}^n, l_q)$ for $p \in (1, \infty)^n$, $q \in (1, \infty)$. The corresponding projection operator is defined by the series of conditional expectation operators $\{E_{\Sigma_j}\}_{j \in J}$ for the subalgebras $\Sigma_j$ of the Lebesgue measurable subsets of $\mathbb{R}^n$ generated by $\{F_{i,j}\}_{i \in \mathbb{N}}$ (see Definition 2.1). We shall always assume that the corresponding nested family of decompositions of $\mathbb{R}^n$ is regular. Note that the operator $E_{\Sigma_j}$ is defined by the kernel

$$K_j(x, y) := \sum_{i \in \mathbb{N}} |F_{i,j}|^{-1} \chi_{F_{i,j}}(x) \chi_{F_{i,j}}(y)$$

Thus, the image of $E = \{E_{\Sigma_j}\}_{j \in J}$ is isometric to $l_{t_p,q}$ in $L_p(\mathbb{R}^n, l_q)$, it follows from the next theorem, while the dual case is treated with the aid of the duality Hahn-Banach theorem and Hölder inequalities for sequences and integrals, implies the estimates

$$\|\{M f_j\}_{j \in J}|L_p(\mathbb{R}^n, l_q)\| \leq C(p, q, n)\|\{f_j\}_{j \in J}|L_p(\mathbb{R}^n, l_q)\|$$

and the pointwise estimate

$$|E_{\Sigma_j} f_j| \leq C M f_j \text{ a.e.}$$

where $M$ is the anisotropic Hardy-Littlewood maximal function. This observation, along with the Hahn-Banach theorem and Hölder inequalities for sequences and integrals, implies the estimates

$$\|f|l_{t_p,q}\| \leq \|E^* \text{Ext}_{HB} f|l_{t_p,q}'\| \leq C(p, q, n)\|f|l_{t_p,q}\|$$

explaining the isomorphism of $l_{t_p,q}$ and $l_{t_p,q}'$ for $p \in (1, \infty)^n$, $q \in (1, \infty)$. According to Lemma 2.1, the space $l_{t_p,q}$ is not necessarily isometric to $l_{t_p,q}'$ unless $p = q$.

The boundedness of the projector $E$ explains also why the spaces $l_{t_p,q}$ and $l_{t_p,q}'$ inherit their complex interpolation properties from the spaces $L_p(\mathbb{R}^n, l_q)$ (see Theorem 4.2 below and references therein). In the case of $l_{t_p,q}$, it follows from the next theorem, while the dual case is treated with the aid of the duality theorem for complex method and reflexivity.

Nevertheless, the spaces $l_{t_p,q}$ and $l_{t_p,q}'$ contain isometric and 1-complemented copies of $l_p$ and $l_q$ according to the next lemma.

**Lemma 2.2.** Let $p \in [1, \infty)^n$ and $q \in [1, \infty)$. Then the spaces $l_{t_p,q}(\mathbb{R}^n)$ and $l_{t_p,q}'(\mathbb{R}^n)$ contain isometric 1-complemented copies of $l_p(\mathbb{N}^n)$, $l_q(\mathbb{N})$ and $l_p(\mathbb{Z}^n, l_q(\mathbb{N}))$, and the spaces $l_{t_p,q}(F)$ (see Definition 2.1) and $l_{t_p,q}'(F)'$ contain isometric 1-complemented copies of $l_q(\mathbb{N})$, $l_p(I_m, l_q(\mathbb{N}))$ for every $m \in \mathbb{N}$.

**Proof of Lemma 2.2.** Let $F = F_{i_0,j_0}$. Then the sequence of 1-complemented subspaces $\{X_j\}_{j > j_0}$ of $l_{t_{i_0,j}}(F)$ defined by $t_{i,j} = 0$ if $F_{i,j} \not\subset F$ or $l \neq j$ contain (isometrically and 1-complementedly) $l_p(\mathbb{N}^n)$ for all sufficiently large $j$. If $F = \mathbb{R}^n$, all these subspaces are isometric 1-complemented copies of $l_p$. Now Lemma 2.1 provides the corresponding isometric and 1-complemented copies of the same spaces in $l_{t_p,q}(F)'$ and $l_{t_p,q}'(\mathbb{R}^n)$.

The subspace $X_T$ of $l_{t_p,q}(F)$ defined by the relations $t_{i,j} = t_{i,j}$ for every $j \geq j_0$ is isometric to $l_q$. Moreover, the kernel $|F|^{-1} \chi_F(x) \chi_F(y)$ of the averaging operator $T$, which is a norm 1 operator in $L(L_p(F))$, is positive and also norm 1 on the Lebesgue-Bochner space $L_p(F, l_q)$. Since $X_T = \text{Im} T$, $T^2 = T$ and $l_{t_p,q}(F)$ is a subspace of $L_p(F, l_q)$, $X_T$ is also 1-complemented in $l_{t_p,q}(F)$ and, thus, in
Remark 2.2. There are several known ways of detecting copies of $l_q$-spaces in a Banach space. It seems that, at least, in the setting of a regular domain $G$ one can uncover almost isometric copies in Besov and Lizorkin-Triebel spaces with the aid of the remarkable results due to M. Levy [31], M. Mastyło [32] and V. Milman [33] (in combination with the results in Section 10 of [2]). Direct constructions of the isomorphic (and often complemented) copies of various sequence spaces (for example, mixed $l_p$ and Lorentz $L_{p,r}$) in various anisotropic Besov, Sobolev and Lizorkin-Triebel spaces of functions defined on open subsets of $\mathbb{R}^n$ are presented in Section 3 of [2].

Definition 2.3. Independently generated spaces
Let $S$ be a set of ideal (quasi-Banach) spaces such that every element $Y \in S$ is either a sequence space $Y = Y(I)$ with a finite or countable $I$, or a space $Y = Y(\Omega)$, where $(\Omega, \mu)$ is a measure space with a countably additive measure $\mu$ without atoms.

By means of the leaf growing process (step) from some $Y \in S$, we call the substitution of $Y$ with:

(Type A) either $Y(I, \{Y_i\}_{i \in I})$ for some $\{Y_i\}_{i \in I} \subset S$ if $Y = Y(I)$, or

(Type B) $Y(\Omega, Y_0)$ for some $Y_0 \in S$ if $Y = Y(\Omega)$.

Here the quasi-Banach space $Y(I, \{Y_i\}_{i \in I})$ is the linear subset of $\prod_{i \in I} Y_i$ of the elements $\{x_i\}_{i \in I}$ with the finite quasi-norm.

$$\|\{x_i\}_{i \in I} \|_{Y(I, \{Y_i\}_{i \in I})} := \|\{\|x_i\|_{Y_i}\}_{i \in I}\|_Y$$

Note that a type B leaf (i.e., of the form $Y = Y(\Omega)$) can grow only one leaf of its own.

We shall also refer to either $\{Y_i\}_{i \in I}$, or $Y_0$ as to the leaves growing from $Y$, which could have been a leaf itself before the tree growing process. Let us designate by means of $IG(S)$ the class of all spaces obtained from an element of $S$ in a finite number of the tree growing steps consisting of the tree growing processes for some or all of the current leaves.

Thus, there is a one-to-one correspondence between $IG(S)$ and the trees of finite depth with the vertexes from $S$, such that every vertex of the form $Y(I)$ has at most $1$ branches and every vertex of
the form \( Y(\Omega) \) has at most one branch. The tree corresponding to a space \( X \in IG(S) \) is designated by \( T(X) \).

The set of all vertexes (elements of \( S \)) of the tree corresponding to some \( X \in IG(S) \) will be denoted by means of \( \mathcal{V}(X) \).

We shall always assume that the generating set \( S \) of \( IG(S) \) is minimal in the sense that there does not exist a proper subset \( Q \subset S \), such that \( S \subset IG(Q) \).

If the set \( S \) includes only the spaces described by (different) numbers of parameters from \([1, \infty]\) and \( X \in IG(S) \), we assume that \( I(X) \) is the set of all the parameters of the spaces at the vertexes of the tree \( T \) corresponding to \( X \) and

\[
p_{\min}(X) := \inf I(X) \text{ and } p_{\max}(X) := \sup I(X)
\]

For the sake of brevity, we also assume that

\[
IG := \{ X \in IG(l_p, L_p, lt_{p,q}, lt^*_{p,q}) : [p_{\min}(X), p_{\max}(X)] \subset (1, \infty) \} \text{ and } IG_0 := IG \cap IG(l_p, L_p)
\]

We say that two \( IG \)-spaces are of the same tree type if their trees are congruent and the spaces at the corresponding vertexes are both either \( l_p \)-spaces, or \( L_p(\Omega) \)-spaces on two measure spaces \((\Omega, \mu_0)\) and \((\Omega, \mu_1)\) with their (non-negative) measures \( \mu_0 \) and \( \mu_1 \) being absolutely continuous with respect to a \( \sigma \)-additive and \( \sigma \)-finite measure \( \mu \) on \( \Omega \), or \( lt_{p,q} \)-spaces, or \( lt^*_{p,q} \)-spaces.

It is convenient to think about the parameters as parameter functions \( p = p_X : P \rightarrow [1, \infty] \) defined on one and the same parameter position set \( P = \mathcal{V}(X) \) (here we slightly abuse the notation in the sense that the vertexes that are classes \( lt_{p,q} \) or \( lt^*_{p,q} \) are doubled to cover both their parameters, or that the value of \( p \) on them is 2-dimensional with the vector operations as in the beginning of this section) determined by \( T \) and the spaces at its vertexes.

Every \( IG \) space \( X \) can be interpreted as a space of functions defined on some set \( \Omega = \Omega(X) \) that is obtained by (repeated) combinations of the operations of taking sums and Cartesian products from a family of measurable spaces and index sets.

We also assume that an abstract \( L_p \) is an \( IG \) space with \( I(L_p) = \{p\} \).

Let us also define the class \( IG_+ \). A space \( X \) belongs to \( IG_+ \) if it is either in \( IG \), or obtained from a space \( X_- \in IG \) by means of the leaf growing process, in the course of which some leaves (or just one leaf) of \( X_- \) have grown some new leaves from the set

\[
\{ S_p, S^n_{p}, L_p(\mathcal{M}, \tau) \}_{p \in [1, \infty]}^{n \in \mathbb{N}}
\]

where \((\mathcal{M}, \tau)\) is a semifinite von Neumann algebra (defined below in Section 2.2). The set of the parameters \( p \) of these “last non-commutative leaves” is included into \( I(X) \) and they are part of the corresponding tree \( T(X) \). Let also

\[
IG_{0+} = \{ Y \in IG_+ : Y_- \in IG_0 \}
\]

**Remark 2.3.**

(a) We shall deal with the set \( \{ p, L_p, lt_{p,q}, lt^*_{p,q} \} \), where \( l_p, L_p, \) and \( lt_{p,q} \) designate, respectively, the classes \( \{ l_p(I) \}_{p \in [1, \infty]}, \{ L_p(\Omega) \}_{p \in [1, \infty]} \) for all the \( \Omega \) with some countably additive and not purely atomic measure \( \mu \) on it, \( \{ lt_{p,q} \}_{p,q \in [1, \infty]} \) and \( \{ lt^*_{p,q} \}_{p,q \in [1, \infty]} \).
(b) The subclass of $l_p$-spaces can formally be excluded from the definition of the class $IG$ because $l_p$ is isometric to $lt_{p,p} = lt_{p,p}^*$ but is left there for the sake of technical convenience. The subclass of $lt_{p,q}^*$-spaces is included to make $IG$ closed with respect to passing to dual spaces.

(c) The Lebesgue or sequence spaces with mixed norm and the $l_p$-sums of them are particular elements of $IG(l_p, L_p)$.

(d) Two $IG(S)$ spaces $X$ and $Y$ form a compatible couple of Banach spaces if their trees are congruent and the spaces standing at the corresponding vertexes form compatible couples themselves, that is, when $T(X) = T(Y)$ (meaning, particularly, the same domain of the parameter functions $P = V(X) = V(Y)$).

To sidestep the fact that $lt_{p,q}$ is not a 1-complemented subspace in $L_p(\mathbb{R}^n, l_q(\mathbb{N}))$, we shall need the following structural observation.

**Lemma 2.3.** Let $X \in IG_+ (X \in IG)$. Then there exists $X \in IG_{0+} (X \in IG_0)$ with $I(X) = I(Y)$ and $T(X) \subset T(Y)$, such that $X$ is a complemented subspace of a quotient $Y/Z$, where $Z$ is a complemented subspace of $Y$. Moreover, if $lt_{p,q}^* \not\in T(X)$, then $X$ is a complemented subspace of $Y$.

**Proof of Lemma 2.3.** Let us start by noting that the subtree $X(lt_{p,q}) = lt_{p,q}(\mathbb{N}^\times \times \mathbb{N}, \{X_i\})$ of $X$ with $\{X_i\}$ isomorphic $\mathbb{N}^\times \times \mathbb{N} \subset IG_+$ is a 1-complemented subspace of $V = lt_{p,q}(\mathbb{N}^\times \times \mathbb{N}, W)$, where $W = l_q(\mathbb{N}^\times \times \mathbb{N}, \{X_i\})$. In addition, $X(lt_{p,q})^*$ is a 1-complemented subspace of $V^*$. But $V$ is also a complemented subspace of $U = L_p(\mathbb{N}^\times \times \mathbb{N}, W))$. Indeed, the Fefferman-Stein inequality remains valid in the setting of $UMD$-valid functions (see Definition 2.3 below) due to a result of J. Bourgain [34], and $W$ is a UMD space. Therefore, we can repeat the argument preceding Lemma 2.2. Hence, we also know that $X(lt_{p,q})^*$ is a complemented subspace of a quotient of $U^*$ with respect to its complemented subspace.

Now we move from the leaves of $T(X)$ to its root in a finite number of steps, substituting every subtree growing from an entry of $lt_{p,q}$ with the corresponding space $U$ and every subtree growing from an entry of $lt_{p,q}$ with the corresponding $U^*$ constructed as above. The resulting space $Y \in IG_{0+}$ is what we are looking for. \(\square\)

### 2.2. Non-Commutative Spaces

**Definition 2.4.** Let $M$ be a von Neumann algebra, and $M_+$ be its positive part (cone). A trace on $M$ is a map $\tau : M_+ \to [0, \infty]$ satisfying

(a) $\tau(x + y) = \tau(x) + \tau(y)$ for every $x, y \in M_+$ (additivity);

(b) $\tau(\lambda x) = \lambda \tau(x)$ for every $\lambda \in [0, \infty)$ and $x \in M_+$ (positive homogeneity);

(c) $\tau(u^*u) = \tau(uu^*)$ for every $u \in M$.

If a function $\phi : M_+ \to [0, \infty]$ satisfies all the properties of the trace except for (c), then it is called weight. The trace $\tau$ (weight $\phi$) is said to be:

- normal if $\sup_{\alpha} \tau(x_{\alpha}) = \tau(\sup_{\alpha} x_{\alpha})$ for every bounded increasing net $\{x_{\alpha}\} \subset M_+$,

- semifinite if for every non-zero $x \in M_+$ there exists a non-zero $y \in M_+$ satisfying $y \leq x$ and $\tau(y) < \infty$,
faithful if \( \tau(x) = 0 \) implies \( x = 0 \), and
finite if \( \tau(1) < \infty \) (without loss of generality one assumes \( \tau(1) = 1 \)).

A von Neumann algebra \( \mathcal{M} \) is said to be semifinite (finite) if it admits a normal semifinite (finite) faithful (n. s. (f.) f.) trace.

Let also \( |x| = (x^*x)^{1/2} \) for \( x \in \mathcal{M} \).

Every von Neumann algebra admits a normal semifinite faithful weight. The ways of defining general non-commutative \( L_p \)-spaces for a von Neumann algebra \( \mathcal{M} \) with a normal semifinite faithful weight \( \phi \) \( L_p(\mathcal{M}, \phi) \) (Haagerup spaces) are presented in [35]. We provide the definition only in the setting of a semifinite \( \mathcal{M} \) and always deal with the general case with the aid of Theorem 2.2.

Definition 2.5. Let \( \mathcal{M} \) be a semifinite algebra, and \( x \in \mathcal{M}_+ \). The support \( \text{supp} \ x \) is the least projection in \( \mathcal{M} \) satisfying \( px = x \) (or, equivalently, \( xp = x \)). Assume also that \( S \) is the linear span of the set \( S_+ \) of all \( x \in \mathcal{M}_+ \) with \( \tau(\text{supp} \ x) < \infty \). For \( p \in (0, \infty) \) and \( x \in S \), let the \( \min(p, 1) \)-norm of \( x \) be defined by

\[
\|x\|_p = \tau(|x|^p)^{1/p}
\]

The corresponding non-commutative Lebesgue space \( L_p(\mathcal{M}, \tau) \) is the closure of \( S \) with respect to \( \|\cdot\|_p \); \( L_\infty(\mathcal{M}, \tau) \) is \( \mathcal{M} \) endowed with the operator norm.

The linear manifold \( S \) is a \( w^* \)-dense \( * \)-subalgebra of \( \mathcal{M} \). A trace \( \tau \) admits a continuous extension to \( S \) and, hence, to \( L_1(\mathcal{M}, \tau) \).

Examples 2.1 ([36]). Let \( H_1, H_2 \) be Hilbert spaces and \( p \in [1, \infty) \). The Schatten-von Neumann class \( S_p = S_p(H_1, H_2) \) is the Banach space of all compact operators \( A \in L(H_1, H_2) \) with the finite norm

\[
\|A\|_{S_p} = \|A|S_p(H_1, H_2)\| := (\text{tr}(A^*A)^{p/2})^{1/p}
\]

The class \( S_\infty(H_1, H_2) \) is the space of all compact operators with the norm inherited from \( L(H_1, H_2) \). The trace of a projector \( P \), \( \tau(P) = \text{tr}(P) = \text{dim}(\text{Im} P) \) corresponds to the counting measure and

\[
S_p(H_1, H_2) = L_p(L(H_1, H_2), \text{tr}) \quad \text{and} \quad S_p = S_p(H_1, H_1) \quad \text{for} \quad \text{dim}(H_1) = \infty
\]

This trace is normal, semifinite and faithful. When \( \text{dim}(H_1) = \text{dim}(H_2) < \infty \), the elements of the Schatten-von Neumann classes can be represented by matrixes with a dense subset of the invertible matrixes, and the trace is finite. In this case we designate \( S^n_p = S_p(H_1, H_2) \).

A finite-dimensional subspace of a Lebesgue space \( L_p \) consisting of simple functions is isometric to a subspace of \( l_p \). A similar argument relating Schatten-von Neumann and non-commutative \( L_p \) spaces of finite von Neumann algebras reduces the local properties (i.e., the properties that hold for the whole space if, and only if, they hold for its finite-dimensional subspaces) of the latter to the properties of the former.
Theorem 2.1 ([37,38]). Let $\mathcal{M}$ be a semifinite von Neumann algebra, $p_0, p_1 \in [1, \infty]$, $\theta \in (0, 1)$ and $1/p = (1-\theta)/p_0 + \theta/p_1$. Then
\[
\begin{align*}
(a) \quad & (L_{p_0}(\mathcal{M}, \tau), L_{p_1}(\mathcal{M}, \tau))_{[\theta]} = L_p(\mathcal{M}, \tau) \text{ (isometry)}; \\
(b) \quad & (L_{p_0}(\mathcal{M}, \tau), L_{p_1}(\mathcal{M}, \tau))_{\theta,p} = L_p(\mathcal{M}, \tau) \text{ (isomorphism)}.
\end{align*}
\]

The following theorem permits to reduce the study of the local properties of the Haagerup $L_p$-spaces to checking them for the $L_p$ spaces of finite von Neumann algebras.

Theorem 2.2 (Haagerup, see [35]). Let $\mathcal{M}$ be a von Neumann algebra with a normal semifinite faithful weight $\phi$, $p \in (0, \infty)$, and let $\Lambda_p(\mathcal{M}, \phi)$ be the associated Haagerup $L_p$-space. Then there are a min$(p, 1)$-Banach space $X$, a directed family $\{(\mathcal{M}_i, \tau_i)\}_{i \in I}$ of finite von Neumann algebras and a family $\{J_i\}_{i \in I}$ of isometric embeddings $J_i : L_p(\mathcal{M}_i, \tau_i)$ satisfying
\[
\begin{align*}
(1) \quad & \text{Im} J_i \subset \text{Im} J_{i'} \text{ for all } i, i' \text{ with } i \leq i'; \\
(2) \quad & \bigcup_{i \in I} \text{Im} J_i \text{ is dense in } X; \\
(3) \quad & \Lambda_p(\mathcal{M}, \phi) \text{ is isometric to a subspace of } X, \text{ complemented if } p \in [1, \infty).
\end{align*}
\]

The next theorem from [35] (see also [39]) implies the superreflexivity and, thus, Radon-Nikodým property of the non-commutative Lebesgue spaces (see Section 7.1).

Theorem 2.3 ([39], Corollary 7.7 in [35]). Let $\mathcal{M}$ be a von Neumann algebra with a normal semifinite faithful weight $\phi$ and $p \in (0, \infty)$. Then $L_p(\mathcal{M}, \phi)$ is a UMD-space (see Definition 7.3).

We finish this section with the counterpart of Lemma 2.2 for Schatten-von Neumann classes and general $L_p(\mathcal{M})$, where $\mathcal{M}$ is a von-Neumann algebra with a normal semifinite faithful weight (that always exists).

Lemma 2.4. For $p \in [1, \infty]$, the space $S_p$ contains 1-complemented isometric copies of $S_p^n$, $l_p(I_n)$ and $l_p$ for $n \in \mathbb{N}$. Moreover, an infinite-dimensional $L_p(\mathcal{M})$ contains a 1-complemented isometric copy of $l_p$.

Proof of Lemma 2.4. Assume that $S_p = S_p(H, H)$ for a separable Hilbert space $H$ with an orthonormal basis $\{e_k\}_{k \in \mathbb{N}}$. For $n \in \mathbb{N}$, let $P_n$ be the orthogonal projector onto the span $H_n = [e_1, \ldots, e_n] \subset H$ and $\tilde{P}_n : A \mapsto P_n AP_n$. The properties of the approximation numbers show that $\tilde{P}_n$ is a projector of $S_p$ onto the isometric copy of $S_p^n$ with $\|\tilde{P}_n \mathcal{L}(S_p^n)\| = 1$.

The subspace of the diagonal matrices of $S_p^n$ is an isometric copy of $l_p(I_n)$. The operator $D_n : S_p^n \to S_p^n : A \mapsto \text{diag}\{a_{i,i}\}_{i=1}^n$, where $a_{i,j}$ are the entries of the matrix $A$. Ky Fan’s inequality (see Section 2.11.12 in [40]) demonstrates that $\|Q_n \mathcal{L}(S_p^n)\| = 1$ but the averaging representation of $Q_n$ from [41] implies that $Q_n$ is a norm 1 projector from $\mathcal{L}(l_2(I_n))$ endowed with any norm onto its subspace of the diagonal matrices (with respect to $\{e_k\}$). In a formally-alphametic form this representation can be written as
\[
Q_n : A \mapsto \int_0^1 R_n(t) A R_n(t) dt
\]
(1)
where $R_n(t)$ is the isometry defined by the diagonal operator $\text{diag}\{r_1(t), r_2(t), \ldots, r_n(t)\}$ with a set of Rademacher functions $\{r_i(t)\}_{i=1}^n$.

Thus, $Q_n \hat{P}_n$ is a norm 1 projector of $S_p$ onto an isometric copy of $l_p(I_n)$. The extension (by continuity) of $\lim_{n \to \infty} Q_n \hat{P}_n$ from $\bigcup_{n \in \mathbb{N}} S^n_p$ to $S_p$ is a norm 1 projector onto an isometric copy of $l_p$.

If $X = L_p(M)$ and $M$ is not of type I, then it contains an isometric 1-complemented copy of $L_p(R)$, where $R$ is a hyperfinite $\Pi_1$ factor according to [42]. (This statement is Theorem 3.5 in [35], also compare with Corollary 4.2 in [35].) We have just seen that $S^n_p (S_p)$ contains an isometric 1-complemented copy of $l_p(I_n) (l_p)$. If now $M$ is of type I or $M = R$, the proof of Theorem 2.1 in [35] contains an explicit construction of an isometric 1-complemented copy of $l_p(I_n)$ in $L_p(M)$, and we can substitute $l_p(I_n)$ with $l_p$ if $L_p(M)$ is infinite-dimensional.

3. Connection between Function and Independently Generated Spaces

In addition to introducing and studying the generalised functions and generalised derivatives, Sergey L. Sobolev [1] has transformed the closedness of the latter into the completeness of the Sobolev spaces. Following the same principal idea, we study geometric properties of $IG$-spaces and their subspaces because some of the latter are isometric to various types of (anisotropic) (semi)normed Besov, Lizorkin-Triebel or Sobolev spaces of functions defined on open subsets of an Euclidean space.

It is possible to classify all the function spaces of Besov, Lizorkin-Triebel and Sobolev types in two categories: Homogeneous (seminormed) spaces and normed spaces. Following the same principal idea, we study geometric properties of $IG$-spaces and requires certain restrictions on the choice of the parameters of (the equivalent norms of) function spaces. Let us consider the two abstract categories in detail.
Given a linear topological space $W$, a (quasi) Banach space $Y$ and an injective linear operator $A : W \supseteq D(A) \to Y$, let $z_{A,Y}$ be the completion of the linear space $\{x \in W : Ax \in Y\}$ endowed with the (quasi) norm $\|x\|_{z_{A,Y}} := \|Ax\|_Y$. If Ker $A \neq \{0\}$ is closed, we use $W/$Ker $A$ instead of $W$. We note that, according to this definition, $z_{A,Y}$ is isometric to the closure $\overline{\text{Im} A^Y}$ of the image of $A$ in $Y$.

Given $\zeta \in (0, \infty]$, (quasi) Banach spaces $X$ and $Y$ and a closed linear operator $A \in C(X,Y)$, let $Z_{A,X,Y} = Z_{A,X,Y,\zeta}$ be the (quasi) Banach linear space $D_X(A) = D(A) \cap X$ endowed with the (quasi) norm

$$\|x\|_{Z_{A,X,Y}}^\zeta := \|x\|_X^\zeta + \|Ax\|_Y^\zeta$$

Note that the completeness of $Z_{A,X,Y}$ is equivalent to the closedness of $A$.

The specific examples of the spaces from the first (for example, $W_p^\theta(G)$) and the second (for example, $W_p^\theta(G)$) categories also include, correspondingly, various types of the homogeneous and non-homogeneous Besov and Lizorkin-Triebel spaces defined in terms of averaged differences, local approximations by polynomials, wavelet representations and families of closed operators (including Triebel-Lizorkin spaces defined in terms smooth Littlewood-Paley decompositions and spaces defined in terms of holomorphic functional calculi). More details are found in [2,17,30].

To see that the presence of a weight is not a problem, let us note that, for example, the Lebesgue $L_p(G)$ and weighted Lebesgue $L_p(G, w)$ spaces for $p \in [1, \infty)$ and $w > 0$ almost everywhere on $G$ are isometric with the isometry $T_{w,p} : L_p(G, w) \to L_p(G); f \mapsto f^{1/p}$.

**Remark 3.1.** As described in this section, the results of this article in the setting of IG-spaces imply the corresponding counterparts in the settings of various types of Besov, Lizorkin-Triebel and Sobolev spaces defined in terms of differences, local polynomial approximations, systems of closed operators and wavelet decompositions, except for the matter of sharpness. The latter can be treated by means of real/harmonic analysis tools and will be presented elsewhere.

### 4. Key Tool: Interpolation of Banach Spaces and Their Subspaces

The non-weighted case $u_0 = v_0 = u_1 = v_1 = 1$ of Part $(b)$ of the next theorem is Theorem 5.1.2 from [45], its proof also works for Part $(a)$ (see also [46,47]).

**Theorem 4.1.**

(a) For an index set $I$, let $\{\breve{A}_i\}_{i \in I}$ and $\{\breve{B}_i\}_{i \in I}$ be systems of compatible couples of Banach spaces. Assume that $p_j, q_j \in [1, \infty]$ for $j = 0, 1, \theta \in (0, 1), 1/p_0 = (1 - \theta)/p_0 + \theta/p_1$ and $1/q_0 = (1 - \theta)/q_0 + \theta/q_1$. Let also $T$ be a bounded linear operator from $l_{p_j}(I, \{A_{ji}\}_{i \in I})$ into $l_{q_j}(K, \{B_{ji}\}_{i \in I})$ with the norm $M_j$ for $j = 0, 1$ and finite, or countable $I$ and $K$, where we use, correspondingly, $c_0(I, \{A_{ji}\}_{i \in I})$ and $c_0(K, \{B_{ji}\}_{i \in I})$ instead of $l_{p_j}(I, \{A_{ji}\}_{i \in I})$ if $p_j = \infty$ and $l_{q_j}(K, \{B_{ji}\}_{i \in I})$ if $q_j = \infty$. Then $T$ is also bounded from

$$l_{p_0}(I, \{\breve{A}_{i[0]}\}_{i \in I}) = (l_{p_0}(I, \{A_{0i}\}_{i \in I}), l_{p_1}(I, \{A_{1i}\}_{i \in I}))_{[0]} \text{ (isometry)}$$

into

$$l_{q_0}(K, \{\breve{B}_{i[0]}\}_{i \in I}) = (l_{q_0}(K, \{B_{0i}\}_{i \in I}), l_{q_1}(K, \{B_{1i}\}_{i \in I}))_{[0]} \text{ (isometry)}$$
with the norm
\[ \| T | L(\ell_p(I), \{ \tilde{A}_i \}_{i \in I}), \ell_q(K, \{ \tilde{B}_i \}_{i \in I}) \| \leq M_0^{1-\theta} M_1^\theta \]

(b) Let \((A_0, A_1)\) and \((B_0, B_1)\) be compatible couples of Banach spaces, and let also \((\Omega, \mu)\) and \((G, \nu)\) be measure spaces. Assume that \(u_j\) and \(v_j\) for \(j = 0, 1\) are \(\mu\)-measurable and \(\nu\) measurable weights on \(\Omega\) and \(G\) correspondingly. Let \(p_j, q_j \in [1, \infty]\) for \(j = 0, 1, \theta \in (0, 1), 1/p_0 = (1 - \theta)/p_0 + \theta/p_1, 1/q_0 = (1 - \theta)/q_0 + \theta/q_1, u_\theta = v_0^{1-p_0/p_1} v_1^{1-p_0/p_1}\) and \(v_\theta = v_0^{1-q_0/q_1} v_1^{1-q_0/q_1}\). Assume also that a linear operator \(T\) is bounded from \(L_{p_j}(\Omega, A_j)\) into \(L_{q_j}(G, B_j)\) with the norm \(M_j\) for \(j = 0, 1\), where the closures \(L_\infty^0(\Omega, u_j, A_j)\) and/or \(L_\infty^0(\Omega, v_j, B_j)\) of the simple functions are used instead of \(L_{p_j}(\Omega, u_j, A_j)\) and \(L_{q_j}(G, v_j, B_j)\) correspondingly if \(p_j = \infty\) and/or \(q_j = \infty\) for \(j = 0, 1\). Then \(T\) is also bounded from
\[ L_{p_0}(\Omega, u_\theta, A_\theta) = (L_{p_0}(\Omega, u_0, A_0), L_{p_1}(\Omega, u_1, A_1))_{[\theta]} \] (isometry)

into
\[ L_{q_0}(G, v_\theta, B_\theta) = (L_{q_0}(G, v_0, B_0), L_{q_1}(G, v_1, B_1))_{[\theta]} \] (isometry)

with the norm
\[ \| T | L(L_{p_0}(\Omega, u_\theta, A_\theta), L_{q_0}(G, v_\theta, B_\theta)) \| \leq M_0^{1-\theta} M_1^\theta \]

**Proof of Theorem 4.1, (b).** As mentioned above, the non-weighted case of Part (b) is Theorem 5.1.2 from [45].

The general (weighted) variant of Part (b) is deduced from this particular case with the aid of Besov’s trick described by Lizorkin in [48]. Namely, assume that we have the isometry
\[ L_{p_0}(\Omega, A_\theta) = (L_{p_0}(\Omega, A_0), L_{p_1}(\Omega, A_1))_{[\theta]} \]
for a measure space \((\Omega, \mu)\). The trick consists in applying this identity with another measure \(\nu\) that is absolutely continuous with respect to \(\mu\) and defined by the density
\[ \omega = \frac{d\nu}{d\mu} = \left( \frac{\omega_0^{p_1}}{\omega_1^{p_0}} \right)^{(p_1 - p_0)^{-1}} \]
to the function \(f w = f \left( \frac{\omega_1}{\omega_0} \right)^{(p_1 - p_0)^{-1}}\)
given a function \(f\). Indeed, one has following isometries
\[ \| g w | L_{p_j}(\Omega, \omega, A_j) \| = \| g | L_{p_j}(\Omega, \omega_j, A_j) \| \] for \(j = 0, 1\) and
\[ \| f w | L_{p_0}(\Omega, \omega, A_\theta) \| = \| f | L_{p_0}(\Omega, \omega_\theta, A_\theta) \| \]
because
\[ \omega_j = w^{p_j} \omega \] for \(j = 0, 1\) and \(\omega_\theta = w^{p_\theta} \omega\)
They imply the desirable isometry
\[ L_{p_0}(\Omega, \omega_\theta, A_\theta) = (L_{p_0}(\Omega, \omega_0, A_0), L_{p_1}(\Omega, \omega_1, A_1))_{[\theta]} \]
Theorem 4.2. ([8,49]) For $p \in [1, \infty]$, $\theta \in (0,1)$, let $(A_0, A_1)$ be a compatible couple of Banach spaces, and $B$ be a complemented subspace of $A_0 + A_2$, whose projector $P \in \mathcal{L}(A_0) \cap \mathcal{L}(A_1)$. Then $(A_0 \cap B, A_1 \cap B)$ is also compatible, and we have the isomorphisms

$$(A_0 \cap B, A_1 \cap B)_{\theta,p} \cong (A_0, A_1)_{\theta,p} \cap B \quad \text{and} \quad (A_0 \cap B, A_1 \cap B)[\theta] \cong (A_0, A_1)[\theta] \cap B$$

Moreover, if $A_i \cap B$ is 1-complemented in $A_i$ for $i = 0, 1$, then we also have the isometry

$$(A_0 \cap B, A_1 \cap B)[\theta] = (A_0, A_1)[\theta] \cap B$$

Multiple iterations of the Banach space versions of both parts of Theorem 4.1 with the aid of Theorem 4.2 and Lemma 2.3 lead to the complex interpolation result for $IG$-spaces described in the following corollary.

Corollary 4.1. Let $(A_0, A_1)$ be a compatible pair (see Remark 2.3, (d)) of $IG_+$-spaces $(A_0, A_1 \in IG_+)$ with the parameter functions $p_0$ and $p_1$ taking values in $[1, \infty]$ and $\theta \in (0,1)$. Assume also that $1/p_0 = (1-\theta)/p_0 + \theta/p_1$, and that the space $A_\theta \in IG_+$ defined by the parameter function $p_\theta$ is the space with the same tree type as both $A_0$ and $A_1$. Then we have the isomorphism $(A_0, A_1)[\theta] \cong A_\theta$ that becomes the isometry $(A_0, A_1)[\theta] = A_\theta$ if $(A_0, A_1 \in IG_0+)$.

5. From Jacobi, Clarkson and Pichugov Classes to Quantitative Hahn-Banach Theorems

5.1. Counterparts of Jacobi and Parallelogram Identities

Approximately a century before the appearance of the Jordan-von-Neumann parallelogram criterion, K. G. Jacobi established a remarkable identity relating the moment of inertia of a system of mass (with respect to its barycentre) and the distances between them. Namely, in a Hilbert space $H$, for every $\{x_i\}_{i=1}^n \subset H$ and $\{\alpha_i\}_{i=1}^n \subset [0,1]$ with $\sum_{i=1}^n \alpha_i = 1$ and $x_b := \sum_{i=1}^n \alpha_i x_i$, one has

$$\sum_{i=1}^n \alpha_i \|x_i - x_b\|^2 = \sum_{i=1}^n \alpha_i \|x_i - x_b\|^2 = 2^{-1} \sum_{i,j=1}^n \alpha_i \alpha_j \|x_i - x_j\|^2 \quad (KGJ)$$

In Part (d) of the next remark, we shall see that the Jacobi identity, implying the parallelogram identity, characterizes the inner product spaces as well. Therefore, considering its counterparts, we must deal with inequalities. Having in mind the future use, we define the Jacobi and adjoint classes of normed spaces.

Definition 5.1. Let $X$ be a Banach space, $\sigma, \sigma_0, \sigma_1 \in [1, \infty]$ and $c_{J+}, c_J > 0$. We say that the space $X$ belongs to the Jacobi class $J(\sigma_0, \sigma_1, c_J)$, or the adjoint Jacobi class $J_+(\sigma_0, \sigma_1, c_{J+})$, if, for every $X$-valued stochastic variables $\xi$ and $\eta$ that are independent and identically distributed on a probability measure space $(\Omega, \Xi, p)$, one has, respectively, the estimates

$$(E_{\Xi} \|\xi - \eta\|_{\sigma_1}^{\sigma_0})^{1/\sigma_1} \leq c_J (E_{\Xi} \|\xi\|^\sigma_{\sigma_1}/_{\sigma_1})^{1/\sigma_0}, \quad \text{or}$$

$$(E_{\Xi} \|\xi - E_{\Xi} \xi\|_{\sigma_1}^{\sigma_0})^{1/\sigma_1} \leq c_{J+} (E_{\Xi} \|\xi - \eta\|_{\sigma_1}^{\sigma_0})^{1/\sigma_0}$$
Let also $J(\sigma, c_J) = J(\sigma, \sigma, c_J)$ and $J_+(\sigma, c_J+) = J_+(\sigma, \sigma, c_J+)$. For a purely atomic probability space $(\Omega, \Xi, p)$, let
\[ e_p = \inf \{ p(A) : A \subset \Xi \text{ and } A \text{ is an atom} \} \]

We assume that $e_\mu = 0$ for the measures $\mu$ with continuous components. It is convenient to use a simplex representation for the set of purely atomic probability measures. For a finite or countable set $I$, assume that $S_I$ is the set of all $\alpha \in [0, 1]^n$ satisfying $\sum_{i \in I} \alpha_i = 1$.

We say that the space $X$ belongs to the atomic Jacobi class $J^a(\sigma_0, \sigma_1, c_J)$, or the adjoint atomic Jacobi class $J^a_+(\sigma_0, \sigma_1, c_J+)$, if, for every finite or countable $I$ and $\alpha \in S_I$, one has, respectively,
\[ \left( \sum_{i,j \in I} \alpha_i \alpha_j \| x_i - x_j \|_X^q \right)^{1/q} \leq c_J \left( \sum_{i \in I} \alpha_i \| x_i \|_X^{q_0} \right)^{1/q_0}, \quad \text{or} \]
\[ \left( \sum_{i \in I} \alpha_i \| x_i - x_b \|_X^q \right)^{1/q} \leq c_{J+} \left( \sum_{i,j \in I} \alpha_i \alpha_j \| x_i - x_j \|_X^{q_0} \right)^{1/q_0}. \]

Let also $J^a(\sigma, c_J) = J^a(\sigma, \sigma, c_J)$ and $J^a_+(\sigma, c_J+) = J^a_+(\sigma, \sigma, c_J+)$. For $X \in J(\sigma_0, \sigma_1)$ and $Y \in J_+(\sigma_0, \sigma_1)$, we designate the best constants $c_J$ and $c_{J+}$ by
\[ c_J(X) = c_{J,\sigma_0,\sigma_1}(X) \quad \text{and} \quad c_{J+}(Y) = c_{J+,\sigma_0,\sigma_1}(Y) \]

respectively. As we shall see in Theorem 5.3, the purely atomic and continuous classes coincide, leaving us with the notations $J(\sigma_0, \sigma_1, c_J)$ and $J_+(\sigma_0, \sigma_1, c_{J+})$.

Let $(E, d)$ be a metric space, $\sigma, \sigma_0, \sigma_1 \in (0, \infty]$ and $c_J > 0$. We say that the space $E$ belongs to the Jacobi class $J(\sigma_0, \sigma_1) = J(\sigma_0, \sigma_1, c_J)$, if, for every $x \in E$ and $E$-valued stochastic variables $\xi$ and $\eta$ that are independent and identically distributed on a probability measure space $(\Omega, \Xi, p)$, one has the estimate
\[ (E_\Xi d(\xi, \eta)^{\sigma_1})^{1/\sigma_1} \leq c_J (E_\Xi d(\xi, x)^{\sigma_0})^{1/\sigma_0} \quad (J \text{ metric}) \]

We shall use the constants $c_J$ and $c_{J+}$ to estimate the self-Jung constant (see Theorem 7.2 below and related references) and the Kottman [50] constant $\beta(B_X) \leq c_J$ (see Definition 5.4; $B_X$ is the unit ball of $X$; compare with [11]), to identify the existence of isometric extensions of the Hölder mappings between various spaces in Section 6 and estimate the Dol’nikov-Pichugov and mutual diameter constants in Section 5.2.

**Remark 5.1.**

(a) One clearly has the inclusions $J(\sigma_0, \sigma_1, c_J) \subset J^a(\sigma_0, \sigma_1, c_J)$, $J_+(\sigma_0, \sigma_1, c_{J+}) \subset J^a_+(\sigma_0, \sigma_1, c_{J+})$.

(b) Let us note that, if a Banach space $X$ is in some Jacobi, or adjoint Jacobi class, and $Y$ is either a subspace or a quotient, or finitely represented (see Definition 7.1) in $X$, then $Y$ is in the same class.

(c) Restricting ourselves by only finite index sets $I$ in the definition of the atomic Jacobi classes, we obtain an equivalent definition of the same classes. The same assertion holds for the general Jacobi classes thanks to Part (h) of Theorem 5.1.

(d) According to Parts (a) and (e) of the next theorem, all the nontrivial Jacobi classes contain superreflexive spaces only.
(e) A Banach space $X$ is a Hilbert space if, and only if, $X \in J^a(2, \sqrt{2}) \cap J^a_+(2, 1/\sqrt{2})$ (i.e., $(KGJ)$ holds). Indeed, choosing $\alpha = 1/4$ and $\{x, y\}_{i=1}^4 = \{\pm x, \pm y\}$ for arbitrary $x, y \in X$, we obtain the parallelogram identity

$$\|x\|_X^2/2 + \|y\|_X^2/2 + \|x - y\|_X^2/4 + \|x + y\|_X^2/4 = \|x\|_X^2 + \|y\|_X^2$$

(f) If $[p_1, p_0] \subset [q_1, q_0]$, the Hölder inequality provides the inclusions

$$J(p_0, p_1, c_j) \subset J(q_0, q_1, c_j), \quad J^a(p_0, p_1, c_j) \subset J^a(q_0, q_1, c_j),$$

$$J^a_+(p_0, p_1, c_j) \subset J_+(q_0, q_1, c_j), \quad J^a_+(p_0, p_1, c_j) \subset J^a_+(q_0, q_1, c_j)$$

(g) The triangle inequality implies that every metric space $(E, d)$ belongs to the class $J(\alpha, \alpha, 2^{1/\alpha})$ for $\alpha \in (0, 1]$.

For $\sigma \in [0, \infty]$ and a probability space $(\Omega, \mu)$, we shall deal with the Bochner spaces $L_\sigma(\Omega, X)$ and $L_\sigma(\Omega \times \Omega, X)$, where the latter space is just a convenient representation for independent identically distributed stochastic variables $\xi$ and $\eta$ in the form

$$\xi(\omega_1, \omega_2) = f(\omega_1) \text{ and } \eta(\omega_1, \omega_2) = f(\omega_2)$$

for an arbitrary $f \in L_\sigma(\Omega, X)$ that is also convenient to apply the complex interpolation and duality theories of linear operators.

Let $D : L_\sigma(\Omega, X) \to L_\sigma(\Omega \times \Omega, X)$ and $D^* : L_\sigma(\Omega \times \Omega, X) \to L_\sigma(\Omega, X)$ be the difference operator and its adjoint, respectively, defined by

$$(Df)(\omega_0, \omega_1) := f(\omega_0) - f(\omega_1) \text{ and } (D^*g)(\omega) := E_{\omega'} (g(\omega, \omega') - g(\omega', \omega)).$$

**Lemma 5.1.** Let $\sigma \in [1, \infty]$. Then one has $\text{Im} \ D^*D = \text{Im} \ D^* = \text{Ker} \ E$, $\text{Im} \ DD^* = \text{Im} \ D$, $2^{-1}D^*D = I - E$, and $P = 2^{-1}DD^*$ is a bounded projector with $\|P|L_\sigma(\Omega \times \Omega, X)\| \leq 2$. If either $\mu$ is purely atomic, or $X$ and $X^*$ possess the Radon-Nikodým property and $\sigma \in (1, \infty)$, then the operator $D^*$ is the dual of $D \in \mathcal{L}(L_\sigma(\Omega, X), L_\sigma(\Omega \times \Omega, X))$.

**Proof of Lemma 5.1.** The Radon-Nikodým property requirement provides the relations between the corresponding Lebesgue-Bochner spaces in the continuous setting. The Minkowski and Jensen inequalities imply $\max(||D||, ||D^*||) \leq 2$ and, hence, the estimate for the norm of $P$. The validity of $2^{-1}D^*D = I - E$ and $ED^* = 0$ is checked straightforward and implies $\text{Im} \ D^* \supset \text{Im} \ D^*D = \text{Im} I - E = \text{Ker} \ E \supset \text{Im} \ D^*$. Similarly, with the aid of the identities $ED^* = 0$ and $2^{-1}D^*D = I - E$, we see that $2^{-1}D^*DD^* = D^*$ delivering both the second identity of the lemma and $P^2 = P$. \hfill $\Box$

**Corollary 5.1.** Let $(\Omega, \mu)$ be a probability measure space with either $\mu$ being purely atomic uniform measure on the finite discrete $\Omega (|\Omega| < \infty)$, or $\mu$ being uniform (continuous) on $\Omega$, and let $\bar{A} = (A_0, A_1)$ be a compatible pair of Banach spaces. Assume also that $u_i : \Omega^2 \to (0, \infty)$ is a positive weight on $\Omega^2 = \Omega \times \Omega$ with respect to $\mu^2 = \mu \times \mu$ on $\Omega^2$ with

$$d_i = ||u_i|L_\infty(\Omega^2)|| \cdot ||u_i^{-1}|L_\infty(\Omega^2)|| < \infty \text{ for } i = 1, 2.$$
Let also \( \theta \in (0, 1) \), \( p_0, p_1 \in [1, \infty) \), \( 1/p_0 = (1 - \theta)/p_0 + \theta/p_1 \) and \( u_\theta = \frac{p_1 - p_0}{p_0} u_1^{p_0/p_1 - p_0} \). Then we have

\[
(\text{Im } D \cap L_{p_0}(\Omega^2, u_0, A_0), \text{Im } D \cap L_{p_0}(\Omega^2, u_0, A_0))_{[\theta]} = \text{Im } D \cap L_{p_0}(\Omega^2, u_\theta, A_\theta)
\]

where \( \text{Im } D = D (L_{p_0}(\Omega, u_0, A_0) + L_{p_1}(\Omega, u_1, A_1)) \) and the intersections inherit the norms.

**Proof of Corollary 5.1.** Part (b) of Theorem 4.1 provides the isometry

\[
(\text{L}_{p_0}(\Omega^2, u_0, A_0), \text{L}_{p_0}(\Omega^2, u_0, A_0))_{[\theta]} = \text{L}_{p_0}(\Omega^2, u_\theta, A_\theta)
\]

Thus, to finish the proof it is sufficient to check the validity of the conditions of Theorem 4.2 on the interpolation of subspaces. According to Lemma 5.1, \( P = P_{(1^2, 0^2)} \) (i.e., defined for the uniform distribution on \( \Omega \times \Omega \)) is a projector onto \( \text{Im } D \) with

\[
\| P \mathcal{L} (\text{L}_{p_i}(\Omega^2, \mu^2, A_i)) \| \leq 2 \text{ for } i = 0, 1
\]

The conditions on the weights imply that the identity operator is the isomorphism

\[
I : \text{L}_{p_i}(\Omega^2, \mu^2, A_i) \leftrightarrow \text{L}_{p_i}(\Omega^2, u_i, A_i) \text{ for } i = 0, 1 \text{ with }
\]

\[
\| I \mathcal{L} (\text{L}_{p_0}(\Omega^2, \mu^2, A_i), \text{L}_{p_0}(\Omega^2, u_i, A_i)) \| \cdot \| I \mathcal{L} (\text{L}_{p_1}(\Omega^2, \mu^2, A_i), \text{L}_{p_1}(\Omega^2, u_i, A_i)) \| \leq d_i^{1/p_i}
\]

Now (2) and (3) provide the desirable estimate

\[
\| P \mathcal{L} (\text{L}_{p_i}(\Omega^2, u_i, A_i)) \| \leq 2d_i^{1/p_i} \text{ for } i = 0, 1
\]

justifying the applicability of Theorem 4.2.

Regarding Parts (a) and (e) of the next theorem, let us note that there are reflexive (and uniformly convex in every direction) spaces with trivial Jacobi constants. One example is the \( l_p \)-sum \( (p \in (1, \infty)) \) of \( l_{p_i} \) \((p_i \in (1, \infty)) \) \( l_p(\mathbb{N}, \{l_{p_i}\}_{i \in \mathbb{N}}) \) with either \( \lim \inf_{i \to \infty} p_i = 1 \) or \( \lim \sup_{i \to \infty} p_i = \infty \).

**Theorem 5.1.** Let \( X \) be a Banach space, let \( E \) be a metric space, \( \sigma, \sigma_0, \sigma_1 \in [1, \infty] \) and \( c_{J^+, c_J} > 0 \).

Then one has:

(a) \( X \in J(\sigma_0, \sigma_1, 2) \cap J^+(\sigma_0, \sigma_1, 1) \) and \( E \in J(\sigma_0, \sigma_1, 2) \) if \( \sigma_0 \geq \sigma_1 \);

(b) \( \min(c_J(X), c_J(E)) \geq c_J(\mathbb{R}) = 2^{1/\min(\sigma_0, \sigma_1)} \) if \( X, E \in J^+(\sigma, c_J) \), and \( J^+(\sigma_0, \sigma_1, c_J) = \emptyset \) if \( \sigma_0 < \sigma_1 \);

(c) \( c_{J^+}(X) \geq c_{J^+}(\mathbb{R}) = 2^{-1/\max(\sigma_0, \sigma_1)} \) if \( X \in J^+(\sigma, c_J) \), and \( J^+(\sigma_0, \sigma_1, c_{J^+}) = \emptyset \) if \( \sigma_0 < \sigma_1 \);

(d) if \( X \in J^+(\sigma_0, \sigma_1, c_J) \) (\( X^* \in J^+(\sigma_0, \sigma_1, c_J) \)), then \( X^* \in J^+(\sigma_1', \sigma_0', c_J/2) \) (\( X^* \in J^+(\sigma_1', \sigma_0', c_J/2) \)),

and the same holds for the general \( J \) and \( J^+ \);

(e) if either \( X \in J^+(\sigma_0, \sigma_1, c_J) \) with \( c_J < 2 \) or \( X \in J^+(\sigma_0, \sigma_1, c_{J^+}) \) with \( c_{J^+} < 1 \), then \( X \) is superreflexive; and, if \( X \neq X^{**} \), then \( c_{J, \sigma_0, \sigma_1}(X) = 2 \) and \( c_{J, \sigma_0, \sigma_1, \sigma_2}(X) = 1 \);

(f) \( J^+(\sigma, c_J) \subset J^+(p, 2^{1-\sigma/p} c_J^{\sigma/p}) \cap J^+(q, 2^{1-\sigma/q} c_J^{\sigma/q}) \) for \( \sigma \in [p, q] \subset (1, \infty) \);

(g) \( J^+_+(\sigma, c_{J^+}) \subset J^+_+(p, c_J^{\gamma/p} c_{J^+}^{\gamma/p}) \cap J^+_+(q, c_J^{\gamma/q} c_{J^+}^{\gamma/q}) \) for \( \sigma \in [p, q] \subset (1, \infty) \);

(h) \( J(\sigma_0, \sigma_1, c_J) = J^+(\sigma_0, \sigma_1, c_J) \) and \( J(\sigma_0, \sigma_1, c_J) = J^+(\sigma_0, \sigma_1, c_J) \);

(i) \( c_{J, \sigma_0, \sigma_1}(X) \geq 2^{1/\min(\sigma_0, \sigma_1)} \) and \( c_{J^+, \sigma_0, \sigma_1}(X) \geq 2^{-1/\max(\sigma_0, \sigma_1)} \) if, for an increasing \( \{n_k\}_{k=1}^\infty \subset \mathbb{N} \), \( X \)

contains either \( l_\sigma(I_{n_k}) \) or \( l_\sigma(I_{n_k}) \) almost isometrically for every \( k \).

Moreover, Part (e) shows the coincidence of the atomic and non-atomic classes: \( J^a = J \) and \( J^+_a = J^+ \).
Proof of Theorem 5.1. Part (a) for $\sigma_0 = \sigma_1$ follows either from the boundedness of the operators $D$ and the restriction of $D^*$ onto $\text{Im} D$ established in the proof of Lemma 5.1 with the aid of the triangle, Jensen and Minkowski inequalities (one can also use the Hölder inequality $(a + b)^p \leq 2^{p-1}(a^p + b^p)$ to avoid the restriction step), or with the aid of the complex interpolation method (in the case of $X$) applied to the pairs

$$(L_1(\Omega, X), L_\infty(\Omega, X)), \ (L_1(\Omega \times \Omega, X), L_\infty(\Omega \times \Omega, X))$$

and

$$(\text{Im} D \cap L_1(\Omega \times \Omega, X), \text{Im} D \cap L_\infty(\Omega \times \Omega, X))$$

where we also use Corollary 5.1 and Theorem 4.2. Part (f) of Remark 5.1 (or Hölder inequality) finishes the proof of (a).

The duality (Part (d)) for the case of purely atomic measures follows immediately from Lemma 5.1: $D^*$ is the dual of $D$ and $2^{-1}D^*D = I - E$ and the fact that $X$ is a subspace of $X^{**}$.

In the case of Part (e) with the aid of this duality, we have one of the inclusions $X^* \in J_+^{\sigma}(\sigma_0, \sigma_1, c_J/2)$ or $X \in J_2^{\sigma}(\sigma_0, \sigma_1, c_J+)$ implying, thanks to the Theorem 11.15, (a), the estimates for the self-Jung constants (the uniform normal structure for either $X^*$ or $X$) $J_s(X^*) < 1$ or $J_s(X) < 1$, which, in turn, are followed by the superreflexivity of $X$ and $X^*$ provided by Part (b) of Theorem 7.1. At the same time, Part (a) of Theorem 7.1 states that $J_s(X) = 1$ if $X$ is not reflexive. This observation provides the second half of (e) by reversing the implications.

Since the reflexivity implies the Radon-Nikodým property (see Section 7), the rest of Part (d) follows either from Part (a) in the trivial case $c_J = 2$, or from the duality in Lemma 5.1.

To establish Parts (b) and (c) in the case of Banach spaces, let us assume that $N = \Omega$ is a countable set of atoms with $\mu(\{i\}) = \alpha_i$. We also take $x_1 = x \neq 0$ and $x_i = 0$ for $i > 1$ and obtain

$$(2\alpha_1(1 - \alpha_1)||x||_X^{\sigma_1})^{1/\sigma_1} \leq c_J(\alpha_1||x||_X^{\sigma_0})^{1/\sigma_0}$$

and

$$(\alpha_1(1 - \alpha_1)^{\sigma_1}||x||_X^{\sigma_1})^{1/\sigma_1} \leq c_{J+}(2\alpha_1(1 - \alpha_1)||x||_X^{\sigma_0})^{1/\sigma_0}$$

for $\alpha_1 \to 0$, we see that, necessarily, $\sigma_0 \geq \sigma_1$ in Parts (b) and (c). Moreover, when $\sigma_0 = \sigma_1 = \sigma$, we also obtain $c_J \geq 2^{1/\sigma}$ and $c_{J+} \geq 2^{-1/\sigma}$. Since $\mathbb{R}$ is a Hilbert space, we have the Jacobi identities

$$2^{-1/2}\|Df|L_2(\Omega \times \Omega)\| = \|f - f_\Omega|L_2(\Omega)\| \leq \|f|L_2(\Omega)\|$$

Interpolating these inequalities with the limiting cases $\sigma = 1$ and $\sigma = \infty$ provided by and as in Part (a) by means of the complex method, we obtain the estimates $c_J(\mathbb{R}) \leq 2^{1/\min(\sigma, \sigma')}$ and $c_{J+}(\mathbb{R}) \leq 2^{-1/\max(\sigma, \sigma')}$. Considering $\Omega = I_n$ with an even $n$ with the uniform probability $\mu(\{i\}) = 1/n$ and $x_i = (-1)^i$, we see that

$$2^{\sigma - 1} \leq c_J^\sigma \text{ and } 1 \leq c_{J+} 2^{\sigma - 1}$$

providing the identities $c_J(\mathbb{R}) = 2^{1/\min(\sigma, \sigma')}$ and $c_{J+}(\mathbb{R}) = 2^{-1/\max(\sigma, \sigma')}$. To finish the proof of (b) and (c) for Banach spaces it is left to notice that every Banach space contains an isometric copy of $\mathbb{R}$. To establish Part (b) for metric spaces, we similarly take $\Omega = I_2$ to be composed of two atoms with $\mu(\{i\}) = \alpha_i$. One also considers $x_i = 2$ for $i \in I_2$ and $x = x_1$ to establish a counterpart of (7):

$$(2\alpha_1(1 - \alpha_1)d(x_1, x_2)^{\sigma_1})^{1/\sigma_1} \leq c_J(\alpha_1d(x_1, x_2)^{\sigma_0})^{1/\sigma_0}$$
implying the rest of (a).

Parts (f) and (g) are established by means of the complex interpolation, correspondingly, between the inclusions $X \in J^a(\sigma, c_J)$ and $X \in J^a_+(\sigma, c_{J_+})$ and the inclusions in Part (a) (valid for every $X$). As in Part (a), we use Theorem 4.2 and Corollary 5.1.

The nontrivial inclusions $J(\sigma_0, \sigma_1, c_J) \supset J^a(\sigma_0, \sigma_1, c_J)$ and $J(\sigma_0, \sigma_1, c_J) \supset J^a(\sigma_0, \sigma_1, c_J)$ in Part $h$ are established by approximating a general stochastic variable $\xi$ with simple functions (stochastic variables).

If $X$ contains $l_\sigma(I_{n_k})$ almost isometrically, then, according to Part (b) of Remark 5.1,

$$c_{J, \sigma_0, \sigma_1} (X) \geq \limsup_{k \to \infty} c_{J, \sigma_0, \sigma_1} (l_\sigma(I_{n_k}))$$

Choosing the discrete $\Omega = I_{n_k}$ with $\mu(\{i\}) = 1/n_k$ and $\xi(i) = x_i = e_i$ from Lemma 7.1 and, then, $\Omega = I_{b(n_k)}$ with $\mu(\{i\}) = 1/h(n_k)$ and $\xi(i) = x_i = f_i$ from Lemma 11.8 (the Hadamard function $h$ is found in Definition 7.5), we obtain

$$c_{J, \sigma_0, \sigma_1} (l_\sigma(I_{n_k})) \geq \max \left( 2^{1/\sigma} (1 - 1/n_k)^{1/\sigma_1}, 2^{1/\sigma'} (1 + 1/h(n_k))^{1/\sigma} (1 - 1/h(n_k))^{1/\sigma_1} \right)$$

implying the first estimate in Part (i). To finish the proof of the theorem, we obtain in the same manner $c_{J+\sigma_0, \sigma_1} (X) \geq \limsup_{k \to \infty} c_{J+\sigma_0, \sigma_1} (l_\sigma(I_{n_k}))$ and

$$c_{J+\sigma_0, \sigma_1} (l_\sigma(I_{n_k})) \geq \max \left( 2^{-1/\sigma} n_k^{-1} ((n_k - 1)^{1/\sigma} + n_k - 1)^{-1/\sigma} (1 - 1/n_k)^{-1/\sigma_1}, 2^{-1/\sigma'} (1 + 1/h(n_k))^{-1/\sigma} (1 - 1/h(n_k))^{-1/\sigma_1} \right)$$

**Corollary 5.2.** The proof of Theorem 5.1 also shows that for $[\sigma_1, \sigma_0] \subset [1, \infty]$, we have

$$c_{J, \sigma_0, \sigma_1}(\mathbb{R}) = 2^{1/\min(\sigma_1, \sigma_1')} \text{ and } c_{J+\sigma_0, \sigma_1}(\mathbb{R}) = 2^{-1/\max(\sigma_0, \sigma_0')}$$

There is a huge amount of literature dedicated to the Clarkson inequalities and most of the rest of this subsection (if not all) should be known in, most probably, different terms. The proof and applications of the classical Clarkson inequalities can be found, for example, in [1]. We intend to achieve only the level of completeness suitable for our purposes.

**Definition 5.2.** Let $X$ be a Banach space and $p, p_0, p_1 \in (0, \infty]$, $c_{cl} > 0$. We say that $X$ is in Clarkson class $Cl(p_0, p_1, c_{cl})$ if

$$\left( \|x + y\|_{X}^{p_1} + \|x - y\|_{X}^{p_1} \right)^{1/p_1} \leq c_{cl} \left( \|x\|_{X}^{p_0} + \|y\|_{X}^{p_0} \right)^{1/p_0}$$

for every $x, y \in X$;

$$Cl(p, c_{cl}) = Cl(p, p, c_{cl}) \quad (Cl)$$

For $X \in Cl(p_0, p_1)$, we designate the best constant $c_{cl}$ by $c_{cl}(X) = c_{cl}(p_0, p_1)(X)$.

As shown in Part (c) of Theorem 7.2 and Part (f) of Theorem 11.16 in [2], the Clarkson constant $c_{cl}$ dominates some other important constants, including the non-squareness constant of James.
**Lemma 5.2.** Let $X$ be a Banach space and $p, p_0, p_1 \in [1, \infty]$, $c_{cl} > 0$. Then we have

(a) $X \in Cl(p_0, p_1, 2^{1/p_0} + 1/p_0)$;

(b) $c_{Cl}(X) \geq c_{Cl}(\mathbb{R}) = 2^{1/\min(p,p')}$;

(c) $X \in Cl(p_0, p_1, c_{cl})$, where $p \in [1, \infty]$ and $p' \in (0, \infty)$ and $c_{cl} = \max\{1, \min(p, p')\}$;

(d) $Cl(p, c_{Cl}) \subset Cl(r, 2^{1/p'}/r' (c_{Cl})^{1/1'}) \cap Cl(q, 2^{1/p'}/q (c_{Cl})^{1/1'})$;

(e) $c_{Cl}(L_p) = c_{Cl}(\mathbb{R}) = 2^{1/\min(p,p')}$;

(f) $\frac{2}{c_{Cl,p}(X)} (\|x\|_X^p + \|y\|_X^p)^{1/p} \leq (\|x + y\|_X^p + \|x - y\|_X^p)^{1/p}$ for $x, y \in X \in Cl(p)$.

**Proof of Lemma 5.2.** Part (a) follows from the triangle and Hölder inequalities

\[
((\|x + y\|_X^p + \|x - y\|_X^p)^{1/p}) \leq 2^{1/p_0} \left(\|x\|_X^p + \|y\|_X^p\right)^{1/p_0}
\]

Part (d) is the outcome of the complex interpolation of the operator $T : (x, y) \mapsto (x + y, x - y)$ whose boundedness at the end-point spaces of the corresponding interpolation pairs is interpreted as $X \in Cl(1, 2) \cap Cl(\infty, 2) \cap Cl(p, c_{cl})$. In the same manner, the upper estimate in (e) is established with the aid of the complex interpolation of the same operator between the inclusions $L_2 \subset Cl(2, 2^{1/2})$, $L_1 \subset Cl(1, 2)$ and $L_\infty(\infty, 2)$.

The first inequality in Part (b) follows from the isometric inclusion $\mathbb{R} \subset X$. The lower estimate for $c_{Cl}(\mathbb{R})$ is found by choosing $x \in \{0, 1\}$ in the inequality

\[
(1 + x)^p + (1 - x)^p \leq c_{Cl}(1 + x^p)
\]

The combination of this lower estimate with the upper estimate established for Part (e) finishes the proof of both (b) and (e).

Let us treat Part (c). Since $X$ is a subspace of $X^{**}$, it is enough to establish the implication

\[
X \in Cl(p_0, p_1, c_{cl}) \implies X^{**} \in Cl(p_1, p_0', c_{cl})
\]

Observing the isometry $l_p(I, X)^* = l_{p'}(I, X^*)$ for $p \in [1, \infty]$ and a finite $I$, we choose $(x, y)$ from the unit sphere of $l_{p_0}(I_2, X)$ satisfying, for a given $(f, g) \in l_{p_0}(I_2, X^*)$ and $\varepsilon > 0$, the estimates

\[
\left(\|f + g\|_{X^*}^{p_0'} + \|f - g\|_{X^*}^{p_0'}\right)^{1/p_0'} - \varepsilon \leq (f + g)(x) + (f - g)(y) = f(x + y) + g(x - y) \leq \left(\|f\|_{X^*}^{p_1'} + \|f\|_{X^*}^{p_1'}\right)^{1/p_1'} (\|x + y\|_X^{p_1} + \|x - y\|_X^{p_1})^{1/p_1} \leq c_{cl} \left(\|f\|_{X^*}^{p_1} + \|f\|_{X^*}^{p_1}\right)^{1/p_1}
\]

To establish (f) it is enough to note that $T^2 = 2I$. \hfill \Box

Note that the Minkowski inequality implies that the class $Cl(1, \infty, 2)$ contains all Banach spaces too.

**Remark 5.2.** Parts (a) of Theorem 5.1 and Lemma 5.2 (and the majority of the results below) explain the importance of the sharpness of the Jacobi and Clarkson constants. In this article we apply the approach leading to precise constants for limited ranges of parameters. An alternative and somewhat less precise approach based on our counterparts of the Pythagorean theorem for Birkhoff-Fortet orthogonality is presented in [2].
5.1.1. Constructive Approach for Particular Spaces

In this subsection, we establish sharp results for $IG_+$-spaces, their subspaces, quotients and the spaces finitely represented (see Definition 7.1) in them.

The next simple lemma follows from the Minkowski and triangle inequalities. It provides slight improvement with respect to the inclusion $X \in J(1,2) \cap J(\infty,2)$ in the case of the purely atomic measure $\mu$ with a finite number of atoms. Recall that $\epsilon_\mu$ is in Definition 5.1.

**Lemma 5.3.** For a Banach space $X$ and a probability measure space $(\Omega, \mu)$, one has

(a) $\|D|\mathcal{L}(L_1(\Omega, X), L_1(\Omega \times \Omega, X))\| \leq 2(1 - \epsilon_\mu)$;

(b) $\|D|\mathcal{L}(L_{\infty}(\Omega, X), L_{\infty}(\Omega \times \Omega, X))\| = 2$.

The next theorem (due to Riesz and Thorin [45]) is well-known and is also an immediate corollary of the easier case of Banach spaces of both parts of Theorem 4.1.

**Theorem 5.2 ([45]).** For $p_0, p_1 \in [1, \infty]^n$, $\theta \in (0,1)$ and $1/p_0 = (1 - \theta)/p_0 + \theta/p_1$, one has

$$(L_{p_0}, L_{p_1})[\theta] = L_{p_0} \text{ (isometry)}$$

In the case $X \in \{l_p, L_p\}$ with $p \in [1, \infty]$, the inequalities in Parts (a), (b) of the next theorem are due to Wells, Williams and Hayden (see [9–11]).

**Theorem 5.3.** Let $Y$ be a Banach space from the class $IG_+$ with $[p_{\min}(Y), p_{\max}(Y)] \in [1, \infty]$ and finite or countable set $\Omega = 1$. Let also $X$ be either finitely represented (see Definition 7.1) in $Y$ or a subspace, or a quotient of $Y$. Assume also that $\{x_i\}_{i \in I} \subset X$, $\{\alpha_i\}_{i \in I} \subset [0,1]$ with

$$\sum_{i \in I} \alpha_i = 1, \ x_b = \sum_{i \in I} \alpha_i x_i \text{ and } \epsilon_\mu = \inf_{i \in I} \alpha_i$$

In addition, let $\beta = \min(p_{\min}(Y), p_{\max}(Y)^*)$. Then the following inequalities take place:

(a) for $\sigma \in [1, \min(p_{\min}(Y), p_{\max}(Y)^*))$, $c_{J,\sigma}(X) = 2^{1/\min(\sigma,\sigma')}$ and

$$\left(\sum_{i,j \in I} \alpha_i \alpha_j \|x_i - x_j\|^\sigma_X\right)^{1/\sigma} \leq (1 - \epsilon_\mu)^{2/\sigma - 1/2} 2^{1/\sigma} \left(\sum_{i \in I} \alpha_i \|x_i\|^\sigma_X\right)^{1/\sigma}$$

(b) for $\sigma \in [\max(p_{\min}(Y)^*, p_{\max}(Y)), \infty)$, $c_{J+,\sigma}(X) = 2^{-1/\max(\sigma,\sigma')}$ and

$$\left(\sum_{i \in I} \alpha_i \|x_i - x_b\|^\sigma_X\right)^{1/\sigma} \leq (1 - \epsilon_\mu)^{-1/2} 2^{-1/\sigma} \left(\sum_{i,j \in I} \alpha_i \alpha_j \|x_i - x_j\|^\sigma_X\right)^{1/\sigma}$$

(c) for $\sigma \in [\max(p_{\min}(Y)^*, p_{\max}(Y)), \infty)$, $c_{J,\sigma}(X) = 2^{1/\min(\sigma,\sigma')}$ and

$$\left(\sum_{i,j \in I} \alpha_i \alpha_j \|x_i - x_j\|^\sigma_X\right)^{1/\sigma} \leq 2^{1/\sigma'} \left(\sum_{i \in I} \alpha_i \|x_i\|^\sigma_X\right)^{1/\sigma}$$
Theorem 5.3 can be written as Remark 5.3. almost isometrically for every \( k \) one has equalities in Axioms for \( \sigma^8 \) corresponding Rademacher type-cotype descriptions (see Theorems we assume that \( \beta \) \( X \) properties of \( Y \) \( Y \) functions). Noting that the subspaces, quotients and the spaces finitely represented in parameter function equal to 2 with the same domain as parameter function \( p \) \( L \), \( J, \sigma \) \( L, \beta \); \( J, \sigma \) \( L, \beta \). According to the idea of Section 3, this theorem, combined with Theorem 5.1, (c) and the corresponding Rademacher type-cotype descriptions (see Theorems 8.8 and 8.9 in [2]), provides, in particular, the exact values of the Jacobi constants for various classes of anisotropic Besov, Lizorkin-Triebel and Sobolev spaces and their duals and the \( l_p \)-sums of function spaces, non-commutative spaces and their duals.

Proof of Theorem 5.3. Thanks to Lemma 2.3 combined with Theorem 4.2, we shall deal mostly with the \( IG_{0+} \) spaces. These spaces will possess the same tree type \( T = T(X) \) as the space \( X \) itself but different values of the parameters of the spaces at the vertexes of \( T \). As in Definition 2.3, the parameter functions \( p : P \to [1, \infty] \) are defined on one and the same parameter position set \( P = V(X) \) determined by \( T \) and the spaces at its vertexes. Thus, \( I(X) = p(P) \). The \( IG_{0+} \) space of the same tree type \( T \) with the parameter function \( p \) will be designated by \( X_p \).

Assume that \( p = p_Y \) is the parameter function of \( Y \) as an \( IG_{+} \)-space. Let also \( \bar{2} \) be a constant parameter function equal to 2 with the same domain as \( p \) (shared also by all the other parameter functions). Noting that the subspaces, quotients and the spaces finitely represented in \( Y \) inherit those properties of \( Y \) that are mentioned in Parts (a) – (d), we may assume that \( X = Y \), while Lemma 2.3 further allows to assume \( X = Y \in IG_{0+} \).

Since the extreme cases \( p_{\min}(Y) = 1 \) and \( p_{\max}(Y) = \infty \) are covered by more general Lemma 5.3, we assume that \( \beta = \min(p_{\min}(Y), p_{\max}(Y)) < 1 \) and \( \beta' = \max(p_{\min}(Y)', p_{\max}(Y)) < \infty \). Next we

\[
(d) \text{ for } \sigma \in [1, \min(p_{\min}(Y), p_{\max}(Y))], \quad c_{J+,\sigma}(X) = 2^{-1/\max(\sigma,\sigma')} \quad \text{and} \\
\left( \sum_{i \in I} \alpha_i \|x_i - x_k\|_X^\sigma \right)^{1/\sigma} \leq 2^{-1/\sigma} \left( \sum_{i,j \in I} \alpha_i \alpha_j \|x_i - x_j\|_X^\sigma \right)^{1/\sigma} \]

Moreover, we also have for \( \sigma \in [\min(p_{\min}(Y), p_{\max}(Y)'), \max(p_{\min}(Y)', p_{\max}(Y))] \):

\[
(e) \quad c_{J,\beta}(X) = c_{J,\beta'}(X) = 2^{1/\beta} \geq c_{J,\sigma}(X) \\
(f) \quad c_{J+,\beta}(X) = c_{J+,\beta'}(X) = 2^{-1/\beta'} \geq c_{J+,\sigma}(X).
\]

One has equalities in (e) and (f) if, for an increasing \( \{n_k\}_{k=1}^\infty \subset \mathbb{N} \), \( X \) contains either \( l_\beta(I_{n_k}) \) or \( l_{\beta'}(I_{n_k}) \) almost isometrically for every \( k \).

Remark 5.3.

(a) In an aggregated form (if the last assumption holds as well) the statement of Theorem 5.3 can be written as

\[
c_{J,\sigma}(X) = 2^{1/\min(\sigma,\sigma',p_{\min}(Y),p_{\max}(Y'))} \quad \text{and} \quad c_{J+,\sigma}(X) = 2^{-1/\max(\sigma,\sigma',p_{\min}(Y'),p_{\max}(Y))}
\]

for \( \sigma \in [1, \infty] \). It particular, for \( p \in [1, \infty] \), \( \sigma \in [1, \infty] \) and an infinite-dimensional \( L_p \), one has

\[
c_{J,\sigma}(L_p) = 2^{1/\min(\sigma,\sigma',p,p')} \quad \text{and} \quad c_{J+,\sigma}(X) = 2^{-1/\max(\sigma,\sigma',p,p')}
\]

(b) According to the idea of Section 3, this theorem, combined with Theorem 5.1; (c) and the corresponding Rademacher type-cotype descriptions (see Theorems 8.8 and 8.9 in [2]), provides, in particular, the exact values of the Jacobi constants for various classes of anisotropic Besov, Lizorkin-Triebel and Sobolev spaces and their duals and the \( l_p \)-sums of function spaces, non-commutative spaces and their duals.
observe that one can find a parameter function \( p_q \) with the values in \([1, \infty]\), satisfying \( 1/p = (1 - \theta)/2 + 1/p_q \) for some \( \theta \in (0, 1) \), exactly when either

\[
1/\sigma = (1 - \theta)/2 + \theta/1 \in [1/\beta, 1), \text{ or } 1/\sigma = (1 - \theta)/2 + \theta/\infty \in (0, 1/\beta']
\]

The last preliminary observation is that, in a Hilbert space \( H = Y_2 \), one has

\[
2^{-1} \sum_{i,j \in I} \alpha_i \alpha_j \| x_i - x_j \|^2_H = \sum_{i \in I} \alpha_i \| x_i \|^2_H - \| x_b \|^2_H = \sum_{i \in I} \alpha_i \| x_i - x_b \|^2_H
\]

meaning \( \| D|L(L_2(I, H), L_2(I \times I, H))\| = \| D^*|L(\text{Im} D \cap L_2(I \times I, H), L_2(I, H))\|^{-1} = \sqrt{2} \). Here we assume that \( I \) and \( I \times I \) are endowed with the probability measures \( \mu (\{i\}) = \alpha_i \) for \( i \in I \) and \( \nu = \mu \times \mu \) respectively. Thus, (the Banach case of) Theorem 4.1 and Corollary 4.1 provide the identities

\[
(L_r(G, Y_{p_q}), L_2(G, H))_{[\theta]} = L_\sigma (G, Y) \text{ for } r \in [1, \infty] \text{ and } G \in \{I, I \times I\},
\]

where \( p_q \) is chosen as in (9) and depends on \( r \). The properties of the complex interpolation method for \( D \) provide the upper estimates in (a) and (c). In the case of the upper estimates in (b) and (c), we also involve Theorem 4.2 to interpolate the images of the projector \( P \) (i.e., \( D \)) from Lemma 5.1 and, then, apply the interpolation estimates to the restriction of \( D^* \).

The lower estimates that are parts of the equalities for \( c_I \) and \( c_{I+} \) in (a) \( - \) (f) are provided by the isometric inclusion \( \mathbb{R} \subset X \) and Parts (b) and (c) of Theorem 5.1. Together with (a) \( - \) (d), they imply the identities in (a) \( - \) (f). The inequalities in (e) and (f) follow from the complex interpolation of the pairs \( (L_\beta(G, Y), L_{\beta'}(G, Y)) \) with \( G \in \{I, I \times I\} \):

\[
(L_\beta(G, Y), L_{\beta'}(G, Y))_{[\theta]} = L_\sigma (G, Y), \quad \frac{1}{\sigma} = \frac{1 - \theta}{\beta} + \frac{\theta}{\beta'}
\]

The potential equalities in (e) and (f) are provided by Part (i) of Theorem 5.1.

\[ \square \]
Proof of Theorem 5.4. This proof is a simplification of the proof of Theorem 5.3 corresponding to repeating its proof for the particular case of a Lebesgue space. The first difference is that we use Part \((a)\) of Theorem 2.1 instead of the complex interpolation of \(IG_+\)-spaces (Corollary 4.1) to cover the case of semifinite algebras and, then, use Theorem 2.2 to cover the general case with the same constants. The second difference is the usage of Lemma 2.4 instead of Part \((i)\) of Theorem 5.1 to establish the potential equalities in \((e)\) and \((f)\) when \(X = Y\) and \(\dim(X) = \infty\).

The next theorem is the counterpart of the previous one corresponding to the Clarkson classes.

**Theorem 5.5.** Let \(Y\) be a Banach space from the class \(IG_+\) with \([p_{\min}(X), p_{\max}(X)] \in [1, \infty]\). Let also \(X\) be either finitely represented (see Definition 7.1) in \(Y\) or a subspace, or a quotient of \(Y\). Then one has:

\((a)\) \(X \in Cl(\sigma, 2^{1/\min(\sigma, \sigma')})\) with the sharp constant \(2^{1/\min(\sigma, \sigma')}\) for

\[
\sigma \in [1, \min(p_{\min}(Y), p_{\max}(Y))'] \cup \max(p_{\min}(Y)', p_{\max}(Y)), \infty
\]

\((b)\) \(X \in Cl(\sigma, 2^{1/\min(p_{\min}(Y), p_{\max}(Y)')})\) for

\[
\sigma \in \min(p_{\min}(Y), p_{\max}(Y))', \max(p_{\min}(Y)', p_{\max}(Y))]
\]

and the constant \(2^{1/\min(p_{\min}(Y), p_{\max}(Y)')}\) is sharp if \(X = Y\).

**Remark 5.4.**

\((a)\) In an aggregated form, Theorem 5.5 states that, for either

\[
\sigma \in [1, \infty] \setminus \min(p_{\min}(Y), p_{\max}(Y))', \max(p_{\min}(Y)', p_{\max}(Y))), \text{ or } X = Y
\]

we have
\begin{equation}
  c_{Cl,\sigma}(Y) = 2^{1/\min(\sigma,\sigma') \min(Y) \max(Y)'.}
\end{equation}

In particular, one has $c_{Cl,\sigma}(L_p) = 2^{1/\min(\sigma,\sigma',p,p')}$ for $p \in [1, \infty]$.

(b) According to the idea of Section 3, this theorem, combined with Lemma 5.2; (c) and the corresponding Rademacher type-cotype descriptions (see Theorems 8.8 and 8.9 in [2]), provides, in particular, the exact values of the Clarkson constants for various classes of anisotropic Besov, Lizorkin-Triebel and Sobolev spaces, their duals and the $l_p$-sums of function spaces, non-commutative spaces and their duals.

**Proof of Theorem 5.5.** All the lower estimates related to the sharpness in Part (a) are provided by Part (b) of Lemma 5.2, while the upper estimates hold thanks to the same complex interpolation procedure as is employed in the proof of Theorem 5.3 applied to the operator $T$ from the proof of Lemma 5.2. To establish the lower estimates (the sharpness) in Part (b), we note that $Y$ contains an isometric copy of $l_q(I_2)$ for every $q \in I(Y)$, including either $p_{\min}(Y)$ or $\{p_k\}_{k \in \mathbb{N}}$ with $\lim_{k \to \infty} p_k = p_{\min}(Y)$ and $p_{\max}(Y)$ or $\{p_k\}_{k \in \mathbb{N}}$ with $\lim_{k \to \infty} p_k = p_{\max}(Y)$. Considering the pairs $((0, 1), (1, 0))$ and $((1, 1), (1, -1))$ of elements $(x, y)$ in both $l_{p_{\min}(Y)}$ and $l_{p_{\max}(Y)}$, we see that either

\[ c_{Cl,\sigma}(l_{p_k}) = 2^{1/\min(p_k,p_{\min}(Y))}, \text{ or } \]
\[ \max\left(c_{Cl,\sigma}(l_{p_{\min}(Y)}), c_{Cl,\sigma}(l_{p_{\max}(Y)})\right) \geq 2^{1/\min(p_{\min}(Y), p_{\max}(Y))} \]

implying $c_{Cl,\sigma}(Y) \geq 2^{1/\min(p_{\min}(Y), p_{\max}(Y))}$ under the conditions of Part (b).

\[ \Box \]

**Theorem 5.6.** Let $Y \in \{L_p(\mathcal{M}, \tau), S_p\}$ with $p \in [1, \infty]$, where $(\mathcal{M}, \tau)$ is a von Neumann algebra with a normal semifinite faithful weight $\tau$. Let also $X$ be either finitely represented (see Definition 7.1) in $Y$ or a subspace, or a quotient of $Y$. Then one has:

(a) $X \in Cl(\sigma, 2^{1/\min(\sigma,\sigma')})$ with the sharp constant $2^{1/\min(\sigma,\sigma')}$ for
\[ \sigma \in [1, \min(p, p')] \cup [\max(p', p), \infty] \]

(b) $X \in Cl(\sigma, 2^{1/\min(p, p')})$ for
\[ \sigma \in [\min(p, p'), \max(p', p)] \]

and the constant $2^{1/\min(p, p')}$ is sharp if $X = Y$.

**Proof of Theorem 5.6.** In the same way as the proof of Theorem 5.4 relates to the one of Theorem 5.3, this proof is a simplification of the proof of Theorem 5.5 corresponding to repeating its proof for the particular case of a Lebesgue space. The only difference is that we use Part (a) of Theorem 2.1 instead of the complex interpolation of $IG$-spaces to cover the case of semifinite algebras and, then, use Theorem 2.2 to cover the general case with the same constants. \[ \Box \]
5.2. Quantitative Hahn-Banach Theorems

In this section we provide lower estimates for the distance between two bounded (non-convex) subsets of a Banach space sufficient for the existence of a separating hyperplane. This problem was considered by Dol’nikov [3] and Pichugov [4] in the settings of the Hilbert and Lebesgue spaces correspondingly. Pichugov’s approach was relying on new inequalities for the Lebesgue spaces. In the first subsection we extend Pichugov’s inequalities to a wide range of function, independently generated and noncommutative $L_p$-spaces and establish adjoint counterparts of these inequalities.

5.2.1. Pichugov Classes

In this subsection we introduce Pichugov and adjoint Pichugov classes of Banach spaces, investigate their properties, evaluate and calculate the corresponding constants and study their relations with the Jacobi and Clarkson classes of Banach spaces introduced earlier.

**Definition 5.3.** Let $X$ be a Banach space, $\sigma \in [1, \infty]$ and $c_{P+}, c_P > 0$. We say that the space $X$ belongs to the adjoint Pichugov class $P_+(\sigma) = P_+ (\sigma, c_{P+})$, or the Pichugov class $P(\sigma) = P (\sigma, c_P)$, if, for every combination $\xi, \eta, \xi'$ and $\eta'$ of independent $X$-valued stochastic variables, such that the variables in the pairs $\xi$ and $\xi'$ and $\eta$ and $\eta'$ are (independent and) identically distributed on a probability measure space $(\Omega, \Xi, p)$, one has, respectively, the estimates

$$
(\E \|\xi - \xi'\|_X + \E \|\eta - \eta'\|_X)^{1/\sigma} \leq c_{P+} (\E \|\xi - \eta\|_X^{\sigma})^{1/\sigma}, \quad \text{or} \quad (P)
$$

$$
(\E \|\xi - \E \xi - \eta + \E \eta\|_X^{\sigma})^{1/\sigma} \leq c_P (\E \|\xi - \xi'\|_X + \E \|\eta - \eta'\|_X^{\sigma})^{1/\sigma}
$$

For $X \in P_+(\sigma_0, \sigma_1)$ and $Y \in P(\sigma_0, \sigma_1)$, we designate the best constants $c_{P+}$ and $c_J$ by $c_{P+}(X)$ and $c_P(Y) = c_{P+}(Y)$ correspondingly.

We shall use the constants $c_{P+}$ and $c_P$ to estimate the Dol’nikov-Pichugov and the mutual diameter constants in Theorems 5.7–5.9 to provide the quantitative description for the Hahn-Banach separation.

**Remark 5.5.**

(a) As with Jacobi classes, restricting ourselves by only finite index sets $I$ in the definition of the Pichugov classes, we obtain an equivalent definition of the same classes. The motivation (proof) is the same as in Part (c) of Remark 5.1.

(b) Thanks to (a), let us note that, if a Banach space $X$ is in some Pichugov, or adjoint Pichugov class, and $Y$ is either a subspace or a quotient, or finitely represented (see Definition 7.1) in $X$, then $Y$ is in the same class.

(c) According to Part (c) of the next theorem some Pichugov classes contain superreflexive spaces only.

(d) Letting $\eta = 0$ and $p \in [p_1, p_0]$ in the definition of the Pichugov classes, we obtain the inclusions

$$
P_+(p, c_{P+}) \subset J(p_0, p_1, c_{P+}), \quad P(p, c_P) \subset J_+(p_0, p_1, c_P)
$$

(e) A Banach space $X$ is a Hilbert space if, and only if, $X \in P_+(2, \sqrt{2}) \cap P(2, 1/\sqrt{2})$. Indeed, this statement is reduced to Part (e) of Remark 5.1 thanks to the inclusions in (e).
Theorem 5.7. Let $X$ be a Banach space, $\sigma \in [1, \infty]$ and $c_{P+}, c_P > 0$. Then one has:

(a) $J(\sigma, c_J) \cap \text{Cl}(\sigma, c_{CJ}) \subset P_+(\sigma, 2^{-1/\sigma'}c_Jc_{CJ})$ and $J_+ (\sigma, cJ+) \cap \text{Cl}(\sigma, c_{CJ}) \subset P(\sigma, 2^{-1/\sigma}c_J+c_{CJ})$;

(b) $X \in P_+(\sigma, 2^{2^{-1/\sigma'}}) \cap P(\sigma, 2^{1/\sigma'})$;

(c) if either $X \in P_+(\sigma, c_{P+})$ with $c_{P+} < 2$ or $X \in P(\sigma, c_{P})$ with $c_{P} < 1$, then $X$ is superreflexive;

(d) $c_{P+,\sigma}(X) \geq 2^{1/\min(\sigma,\sigma')}$ and $c_{P,\sigma}(X) \geq 2^{-1/\max(\sigma,\sigma')}$ if, for an increasing \(\{n_k\}_{k=1}^\infty \subset \mathbb{N}\), $X$ contains either $l_\sigma(I_{n_k})$ or $l_{\sigma}(I_{n_k})$ almost isometrically for every $k$.

Proof of Theorem 5.7. Part (a) follows from the inequalities

\[
\begin{align*}
(\varepsilon_\sigma \|\xi - \xi'\|^\sigma_X + \varepsilon_\sigma \|\eta - \eta'\|^\sigma_X) & \leq 2^{-1/\sigma'}c_Jc_{CJ} \left( 2^{-1}\varepsilon_\sigma \|\xi - \xi' + \eta - \eta'\|^\sigma_X + 
\right)
+ 2^{-1}\varepsilon_\sigma \|\xi - \xi' + \eta - \eta'\|^\sigma_X \leq c_{J+} \left( \varepsilon_\sigma \|\xi - \xi' + \eta - \eta'\|^\sigma_X \right) \\
& \leq 2^{-1/\sigma'}c_Jc_{CJ}c_{J+} \varepsilon_\sigma \|\xi - \xi' + \eta - \eta'\|^\sigma_X \\
& \leq c_{J+} \left( 2^{-1}\varepsilon_\sigma \|\xi - \xi' + \eta - \eta'\|^\sigma_X + 2^{-1}\varepsilon_\sigma \|\xi - \xi' + \eta - \eta'\|^\sigma_X \right) \\
& \leq 2^{-1/\min(\sigma,\sigma')}\varepsilon_\sigma \|\xi - \xi'\|^\sigma_X + \varepsilon_\sigma \|\eta - \eta'\|^\sigma_X \leq 2^{-1/\max(\sigma,\sigma')},
\end{align*}
\]

where we used the observation that \(\eta - \eta'\) and \(\eta - \eta\) have identical distributions (independent of \(\xi\) and \(\xi'\)) and applied the definition of Jacobi classes to the stochastic variable \(\xi - \eta\).

With the aid of Parts (a) of Theorem 5.1 and Lemma 5.2, Part (a) implies (b). Thanks to Part (d) of Remark 5.5, we derive Part (c) from Part (e) of Theorem 5.1. Part (d) follows from Parts (b) and (c) of Theorem 5.1 with the aid of Part (d) of Remark 5.5.

The cases $X \in \{l_p, L_p\}$ and $\sigma \in \{p, p'\}$ for $p \in [1, \infty]$ of Parts (b) and (c) of the next theorem were established by Pichugov [4] but he used the scheme of Wells and Williams [11] to establish the upper estimates of the constants and completely different approach to their sharpness.

Theorem 5.8. Let $Y$ be a Banach space from the class $IG_+$ with $[p_{\min}(Y), p_{\max}(Y)] \in [1, \infty]^n$. Let also $X$ be either finitely represented (see Definition 7.1) in $Y$ or a subspace, or a quotient of $Y$. Then we have:

(a) $X \in P_+ \left( \sigma, 2^{2/\min(\sigma,\sigma')p_{\min}(Y'), p_{\max}(Y') - 1/\sigma'} \right) \cap P \left( \sigma, 2^{1/\sigma'} - 2^{2/\max(\sigma,\sigma')p_{\min}(Y')p_{\max}(Y')} \right)$;

(b) for $\sigma \in [\max(p_{\min}(Y'), p_{\max}(Y)), \infty)$, $c_{P+,\sigma}(X) = 2^{1/\sigma'}$;

(c) for $\sigma \in [1, \min(p_{\min}(Y), p_{\max}(Y'))]$, $c_{P,\sigma}(X) = 2^{-1/\sigma'}$.

Proof of Theorem 5.8. Part (a) follows from the inclusions in Part (a) of Theorem 5.7 and Remarks 5.3 and 5.4. In turn, Part (a) implies the upper estimates in (b) and (c), while the lower estimates are provided by the identities $c_{P+} = c_J$ and $c_P = c_{J+}$ (under the conditions in (b) and (c) correspondingly) and the sharpness of the corresponding Jacobi constants established in Parts (c) and (d) of Theorem 5.3.

In exactly the same manner (even with simplifications), we deduce the following theorem from Theorems 5.4 and 5.6.
Theorem 5.9. Let $Y \in \{L_p(\mathcal{M}, \tau), S_p\}$ with $p \in [1, \infty]$, where $(\mathcal{M}, \tau)$ is a von Neumann algebra with a normal semifinite faithful weight $\tau$. Let also $X$ be either finitely represented (see Definition 7.1) in $Y$ or a subspace, or a quotient of $Y$. Then one has:

(a) $X \in P_+ \left(\sigma, 2^{2/\min(\sigma, \sigma', p, p')} - 1/\sigma'\right) \cap P \left(\sigma, 2^{1/\sigma' - 2/\max(\sigma, \sigma', p, p')}\right)$;

(b) for $\sigma \in [\max(p', p), \infty]$, $c_{P+, \sigma}(X) = 2^{1/\sigma'}$;

(c) for $\sigma \in [1, \min(p, p')$, $c_{P, \sigma}(X) = 2^{-1/\sigma'}$.

5.2.2. Dol’nikov-Pichugov and Mutual Diameter Constants

The Dol’nikov-Pichugov constant for a particular Banach space $X$ quantifies the corresponding Hahn-Banach separability theorem for $X$ governing the separability of bounded (non-convex) sets by a hyperplane and, even, quantifying the corresponding strict separability.

Definition 5.4. Let $X$ be a Banach space. For a bounded subset $A \subset X$, let its diameter be

$$d(A) = \delta(A) = \sup_{x, y \in A} \|x - y\|$$

Given, in addition, a subset $B \subset X$, the Chebyshev radius $r(A, B)$ of $A$ relative to $B$ is

$$r(A, B) = \inf_{x \in B} \sup_{y \in A} \|y - x\|_X$$

and $r(A) := r(A, X)$ is the Chebyshev radius of $A$.

For an infinite subset $A \subset X$, let its separation be

$$\inf_{x, y \in A} \|x - y\|$$

For a bounded subset $A \subset X$, its measure of noncompactness $\beta(A)$ (see [51–53] and Section 11.1.2 in [2]) is

$$\beta(A) = \sup\{\varepsilon : \varepsilon \text{ is the separation of } \{x_i\}_{i \in \mathbb{N}}\}$$

For bounded subsets $A, B \subset X$, let its mutual diameter be

$$\delta(A, B) = \inf_{z \in X} \sup_{y \in B} \|y - z\|$$

For subsets $A, B \subset X$, the distance between them is

$$d(A, B) = \inf_{x \in B} \|x - y\|$$

For $p \in (0, \infty)$, we define the Dol’nikov-Pichugov constant $DP_p(X)$ by means of the relation

$$DP_p(X) := \sup \left\{\frac{d(A, B)}{(\beta^p(A) + \beta^p(B))^{1/p}} : A \cup B \subset X, \text{co}(A) \cap \text{co}(B) \neq \emptyset, \delta(A \cup B) < \infty\right\}$$

Let also the mutual diameter constant $D_p(X)$ be

$$D_p(X) := \sup \left\{\frac{(\beta^p(A) + \beta^p(B))^{1/p}}{\delta(A, B)} : A \cup B \subset X, \delta(A \cup B) < \infty\right\}$$
The fact that $\beta(A)$ is indeed a measure of noncomactness is Erzakova’s celebrated result (see [51–53]). Let us note that

$$DP_p(X) := \sup \left\{ \frac{d(A, B)}{(\delta^p(A) + \delta^p(B))^{1/p}} : A \cup B \subset X, \; \co(A) \cap \co(B) \neq \emptyset, \delta(A \cup B) < \infty \right\}$$

In fact, the Dol’nikov-Pichugov constant can be computed relying on finite subsets only and, thus, is a local parameter as shown in the next lemma.

**Lemma 5.4.** Let $X$ and $Y$ be Banach spaces and $p \in [1, \infty]$.

(a) $DP_p(X) = \sup \left\{ \frac{d(A, B)}{(\delta^p(A) + \delta^p(B))^{1/p}} : A \cup B \subset X, \; \co(A) \cap \co(B) \neq \emptyset, \; |A \cup B| < \infty \right\}$;

(b) $DP_p(X) = \sup \{DP_p(Y) : Y$ is a subspace of $X, \dim Y < \infty\}$;

(c) $DP_p(X) \leq d_{BM}(X, Y)DP_p(Y)$, and $DP_p(X) \leq DP_p(Y)$ if $X$ is finitely represented (see Definition 7.1) in $Y$;

(d) if $DP_p(X) < 1$, then $X$ is superreflexive;

(e) if $X \neq X^{\ast\ast}$, then $DP_p(X) \geq 1$.

**Proof of Lemma 5.4.** Part (a) follows from the observation that, if $x \in \co(A) \cap \co(B)$, then $x \in \co(A') \cap \co(B')$ for some finite $A' \subset A$ and $B' \subset B$. Indeed, we have

$$\frac{d(A, B)}{(\delta^p(A) + \delta^p(B))^{1/p}} \leq \frac{d(A', B')}{(\delta^p(A') + \delta^p(B'))^{1/p}} \leq DP_p(X) \quad (10)$$

Now Part (a) implies (b) because $\dim(\text{lin}(A \cup B)) < \infty$. The definition provides the first half of (c), implying also the second half with the aid of (b). We deduce (d) from Part (b) of Theorem 7.1 with the aid of the estimate $J_\alpha(X) \leq DP_p(X) < 1$ provided by Part (d) of Theorem 7.2. In the same manner, the combination of the same inequality and Part (a) of Theorem 7.1 implies (e), finishing the proof. □

To deal with the Dol’nikov-Pichugov constant, we shall need the Kirchberger theorem [54,55] in an equivalent form convenient for our purposes.

**Theorem 5.10 (Kirchberger).** For $n \in \mathbb{N}$, let $X$ be an $n$-dimensional normed space, and $E, F$ be its finite subsets. Then $\co(E) \cap \co(F) = \emptyset$ if, and only if, $\co(E \cap S) \cap \co(F \cap S) = \emptyset$ for every $S \subset E \cup F$ with $|S| \leq n + 2$.

To formulate the following theorem devoted to the upper estimate for the Dol’nikov-Pichugov constant, for $\sigma \in (0, \infty)$ and $m \in \mathbb{N}$, we define the function $p(\sigma, m, \cdot, \cdot) : [0, \infty)^2 \to [0, \infty)$ by means of

$$\tau(\sigma, m, a, b) := \max_{k=1}^{m+1} \left( (1 - 1/k)a^\sigma + (1 - (m + 2 - k)^{-1})b^\sigma \right)^{1/\sigma}$$

The next theorem (without the upper estimate for the mutual diameter in Part (a) that we have just introduced) is a generalization of the related results of Dol’nikov [56] and Pichugov [4], where the case $\sigma = 1$ and $X \in \{L_p, l_p\}$ has been considered. Let us recall that every Banach space is contained in some Pichugov and adjoint Pichugov classes according to Part (b) of Theorem 5.7.
**Theorem 5.11.** Let $X$ be a Banach space and $r \in [1, \infty]$. Assume also that $A$ and $B$ are bounded subsets of $X$ with $d(A, B) = d > 0$ and $X \in P(r, c_p) \cap P_+(r, c_{p+})$. Then we have:

(a) $D_r(X) \leq c_{p+}$, $DP_r(X) \leq c_p$ and, if $\dim(X) = n$ and $\co(A) \cap \co(B) \neq \emptyset$,
$$d(A, B) \leq c_p \tau(r, n, \delta(A), \delta(B));$$

(b) $d(\co(A), \co(B)) \geq d(A, B) - c_p(\delta^r(A) + \delta^r(B))^{1/r}$;

(c) if $\dim(X) = n$, $d(\co(A), \co(B)) \geq d(A, B) - c_p \tau(r, n - 1, \delta(A), \delta(B))$.

**Remark 5.6.** Pichugov [4] has also proved that, for $\sigma = r = 1$ and an arbitrary Banach space $X$, one has
$$d(A, B) \leq \tau(1, n, \delta(A), \delta(B)) \text{ if } \co(A) \cap \co(B) \neq \emptyset$$

In the case $X = L_p([0, 1])$, he also provided the examples of bounded $A \cup B \subset L_p$ with $\co(A) \cap \co(B) \neq \emptyset$ and
$$d(A, B) = 2^{-1/\max(p,p')} \left( (\delta(A))^{\min(p,p')} + (\delta(B))^{\min(p,p')} \right)^{1/\min(p,p')}$$

**Proof of Theorem 5.11.** In the case of (a), let us assume that $z \in \co(A) \cap \co(B)$, i.e., there exist finite
$$\{x_i\}_{i \in I} \subset A \text{ and } \{y_j\}_{j \in J} \subset B \text{ and weights } \{\alpha_i\}_{i \in I} \cup \{\beta_j\}_{j \in J} \subset [0,1]$$

and $z = x_b = y_b$. Hence, we have, according to the definition of the Pichugov class $P(r, c_p)$,
$$d(A, B) \leq \left( \sum_{i \in I, j \in J} \alpha_i \beta_j \|x_i - y_j\|_X \right)^{1/r} \leq c_p \left( \sum_{i_0,i_1 \in I} \alpha_{i_0} \alpha_{i_1} \|x_{i_0} - x_{i_1}\|_X + \sum_{j_0,j_1 \in J} \beta_{j_0} \beta_{j_1} \|y_{j_0} - y_{j_1}\|_X \right)^{1/r} \leq c_p \left( (1 - 1/|I|)\delta^r(A) + (1 - 1/|J|)\delta^r(B) \right)^{1/r},$$

Thus, the DP-half of (a) follows.

To finish the proof of (a), let us assume that $\varepsilon > 0$, $A' = \{x_i\}_{i \in I} \subset A$ and $B' = \{y_j\}_{j \in J} \subset B$
with $\|x_i - x_j\|_X \geq \beta(A) - 2^{-1/r} \varepsilon$ and $\|y_i - y_j\|_X \geq \beta(B) - 2^{-1/r} \varepsilon$. For arbitrary weights $\{\alpha_i\}_{i \in I}$ and $\{\beta_j\}_{j \in J}$, we have, thanks to the definition of $P_+(r, c_{p+}),$

$$((\beta(A))^r + (\beta(B))^r)^{1/r} - \varepsilon \leq \left( \sum_{i_0,i_1 \in I} \alpha_{i_0} \alpha_{i_1} \|x_{i_0} - x_{i_1}\|_X + \sum_{j_0,j_1 \in J} \beta_{j_0} \beta_{j_1} \|y_{j_0} - y_{j_1}\|_X \right)^{1/r} \leq c_{p+} \left( \sum_{i \in I, j \in J} \alpha_i \beta_j \|x_i - y_j - z\|_X \right)^{1/r} \leq c_{p+} (\delta(A, B) + \varepsilon)$$

where $z$ is chosen for the last inequality to hold that is possible thanks to the definition of the mutual diameter $\delta(A, B)$. Since $\varepsilon > 0$ is arbitrary, we establish the rest of (a).
To approach Part (c), following the related idea from [4], we choose \( x_0 \in \text{co}(A) \), \( y_0 \in \text{co}(B) \) and \( f_0 \in S_{X^*} \), such that \( f_0(x_0 - y_0) = \|x_0 - y_0\|_X = d(\text{co}(A), \text{co}(B)) \) and consider the translate \( B' = x_0 - y_0 + B \) of \( B \). Since \( x_0 \in \text{co}(A) \cap \text{co}(B') \), the sets \( A_1 = A \cap x_0 + \text{Ker} f_0 \) and \( B_1 = B' \cap x_0 + \text{Ker} f_0 \) are not empty and \( \text{co}(A) \cap x_0 + \text{Ker} f_0 = \text{co}(A_1) \) and \( \text{co}(B') \cap x_0 + \text{Ker} f_0 = \text{co}(B_1) \) because the latter sets are extreme and contain \( x_0 \).

As in (a), we select finite subsets \( A_2 \subset A_1 \) and \( B_2 \subset B_1 \) with \( x_0 \in \text{co}(A_2) \cap \text{co}(B_2) \). Now the Kirchberger Theorem 5.10 applied to the sets \( A_2 \) and \( B_2 \) provides us with their subsets \( A_3 \subset (A_2) \) and \( B_3 \subset (B_2) \) with
\[
|A_3| + |B_3| \leq n + 1 \quad \text{and} \quad \text{co}(A_3) \cap \text{co}(B_3) \neq \emptyset
\]
where one uses the relation \( \dim(\text{Ker} f_0) = n - 1 \).

Repeating the considerations from the proof of Part (a) leading to (11) with \( A_1 \) and \( B_1 \) instead of \( A \) and \( B \) and \( x_b = y_b - x_0 \), we obtain
\[
d(A, B') \leq d(A_3, B_3) \leq c_{p\tau}(r, n - 1, \delta(A_3), \delta(B_3)) \leq c_{p\tau}(r, n - 1, \delta(A), \delta(B))
\]
(13)

Now the proof of (c) is finished with the aid of the triangle inequality.

Let us now reduce Part (b) to (c). For an arbitrary \( \varepsilon > 0 \), we find \( x \in \text{co}(A) \) and \( y \in \text{co}(B) \) and finite \( A_0 \subset A \) and \( B_0 \subset B \) satisfying \( \delta(A_0) \leq \delta(A) \), \( \delta(B_0) \leq \delta(B) \),
\[
\|x - y\|_X \leq d(\text{co}(A), \text{co}(B)) + \varepsilon, \quad s \in \text{co}(A_0), \quad y \in \text{co}(B_0), \quad \text{and, thus,}
\]
\[
d(\text{co}(A_0), \text{co}(B_0)) \leq d(\text{co}(A), \text{co}(B)) + \varepsilon
\]
(14)

Applying now Part (c) to the sets \( A_0 \) and \( B_0 \) in their linear span, we obtain that
\[
d(\text{co}(A), \text{co}(B)) + \varepsilon \geq d(A_0, B_0) - c_p(\delta^r(A_0) + \delta^r(B_0))^{1/r} \geq d(A, B) - c_p(\delta^r(A) + \delta^r(B))^{1/r}
\]
Tending \( \varepsilon \) to 0, one finishes the proof of the theorem. \( \square \)

Combining Theorems 5.8, (c) and 5.11, we obtain particular cases (optimal choice of \( r \)) of the quantitative Hahn-Banach theorem for \( IG \)-spaces, their subspaces, quotients and Banach spaces finitely represented in them. In particular, it covers various classes of anisotropic Besov, Lizorkin-Triebel and Sobolev spaces and their duals and the \( l_p \)-sums of function spaces and their duals.

**Theorem 5.12.** Let \( Y \) be a Banach space from the class \( IG \) with \([p_{\min}(Y), p_{\max}(Y)] \subset [1, \infty] \). Let also \( X \) be either finitely represented (see Definition 7.1) in \( Y \) or a subspace, or a quotient of \( Y \). Assume also that \( r \in [1, \min(p_{\min}(Y), p_{\max}(Y))'] \). Then we have:

(a) \( DP_r(X) \leq 2^{-1/r'} \) and, if \( \dim(X) = n \) and \( \text{co}(A) \cap \text{co}(B) \neq \emptyset \),
\[
d(A, B) \leq 2^{-1/r'} \tau(r, n, \delta(A), \delta(B));
\]
(b) \( d(\text{co}(A), \text{co}(B)) \geq d(A, B) - 2^{-1/r'}(\delta(A) + \delta(B))^{1/r}; \)
(c) if \( \dim(X) = n \), \( d(\text{co}(A), \text{co}(B)) \geq d(A, B) - 2^{-1/r'} \tau(r, n - 1, \delta(A), \delta(B)). \)
6. Extension of Hölder-Lipschitz Mappings

This section is dedicated to the extension problem for the Hölder-Lipschitz mappings from a subset of a metric or Banach space into a Banach space. We start with the treatment of these problems in the setting of the pairs of abstract spaces in the first three subsections and finish with the treatment of various pairs of our concrete spaces.

**Definition 6.1.** Assume that $X$ is a metric space, $Y$ is a Banach space, and $\alpha, d > 0$. Let $H^\alpha(X, Y)$ be the Banach space of all $Y$-valued continuous functions $f$ defined on $X$ with the finite norm:

$$\|f \|_{H^\alpha(X, Y)} := \sup\{\|f(x) - f(y)\|_Y / d_X(x, y) : x, y \in X \text{ and } x \neq y\}$$

We say that the pair $(X, Y)$ possesses $(d, \alpha)$-extension property if, for every subset $F \subset X$ (with the induced metric) and every $f \in H^\alpha(F, Y)$, there is an extension $\tilde{f} \in H^\alpha(X, Y)$ satisfying

$$\tilde{f}(x) = f(x) \text{ for } x \in F \text{ and } \|\tilde{f} \|_{H^\alpha(X, Y)} \leq d \|f \|_{H^\alpha(F, Y)}$$

Let $S_b(X, Y) \subset (0, \infty)$ be the set of all $\alpha$, such that the pair $(X, Y)$ possesses $(d, \alpha)$-extension property for some $d < \infty$.

We say that the pair $(X, Y)$ possesses convex $(d, \alpha)$-extension property if it possesses the $(d, \alpha)$-extension property, and there exists a corresponding extension $\tilde{f} \in H^\alpha(X, Y)$ of $f \in H^\alpha(F, Y)$ satisfying $\tilde{f}(X) \subset \text{co}f(F)$.

Let also $S_\infty(X, Y) \subset (0, \infty)$ be the set of all $\alpha$, such that the pair $(X, Y)$ possesses $(1, \alpha)$-extension property, while $S_{\infty, e}(X, Y) \subset (0, \infty)$ be the set of all $\alpha$, such that the pair $(X, Y)$ possesses convex $(1, \alpha)$-extension property.

**The discrepancy between an arbitrary pair of** $\{S_b(X, Y), S_\infty(X, Y), S_{\infty, e}(X, Y)\}$ **is called the phase transition phenomenon for the pair (see [57]).**

The sets $S_b(X, Y)$ for all the pairs of spaces mentioned in this paper are studied in [2] with the aid of different approaches.

For the applications of the results on bounded extension, it is very useful to observe that, if a pair $(X, Y)$ has a $(d, \alpha)$-extension property, and $X$ is $C_0$-Lipschitz homeomorphic (or $C_0$-isomorphism if $X$ is Banach) to $X_0$, while $Y$ is $C_1$-isomorphic to $Y_0$, then the pair $(X_0, Y_0)$ has the $(dC_0^\alpha C_1, \alpha)$-extension property, where $X_0$ can be a quasi-metric or a quasi-Banach space and $Y_0$ can be a quasi-Banach space. In this manner, the existence of the isometric extensions $(d = 1)$ for a pair of function spaces means the existence of the bounded extensions for the same pair equipped with equivalent norms.

6.1. Isometric Extensions

The isometric extension problem addresses the question of the existence of $(1, \alpha)$-extension property for various pairs of spaces. The general (point-by-point extension) scheme for solving the isometric extension problem, which is analogous to the proof of the Hahn-Banach theorem, was created by Minty in [12]. We adapt to our general setting the presentation and further development of the scheme due to Wells, Williams and Hayden in [9,10]. Let us assume that $S_n$ is the simplex in $\mathbb{R}^n$ defined by

$$S_n = \{\alpha \in \mathbb{R}^n : \alpha_i \geq 0 \text{ for } i \in I_n \text{ and } \sum_{i=1}^n \alpha_i = 1\}$$
Theorem 6.2. For the proof is easily adapted to the more general settings described in the next two theorems.

Theorem 6.1 by the following corollary from the finite-dimensional version of von Neumann’s minimax principle.
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The following definition of \( K \)-function is Definition 17.1 in [9,10] (with \( C \) instead of \( 1/2 \)).

**Definition 6.2 ([9,10]).** Assume that \( E \) is a set, and \( Y \) is a linear space. A function \( \Phi : E \times E \times Y \) is called a \( K \)-function provided that \( \Phi(x_1, x_2, y) \) is convex in \( y \) for every pair \( (x_1, x_2) \in E \times E \), and, for some \( C > 0 \) and every \( n \in \mathbb{N} \), finite sequence \( \{(x_i, y_i)\}_{i=1}^n \subset E \times Y \), \( \alpha \in S_n \) and \( x \in E \), one has

\[
C \sum_{i,j=1}^n \alpha_i \alpha_j \Phi(x_i, x_j, y_i - y_j) \geq \sum_{i=1}^n \alpha_i \Phi \left( x_i, x, y_i - \sum_{j=1}^n \alpha_j y_j \right)
\]

The connection between the point-by-point extension and the existence of a \( K \)-function is provided by the following corollary from the finite-dimensional version of von Neumann’s minimax principle.

**Theorem 6.1 ([9,10]).** If, under the conditions of Definition 6.2, the pairs \( \{(x_i, y_i)\}_{i=1}^n \subset E \times Y \) are such that

\[
\Phi(x_i, x_j, y_i - y_j) \leq 0 \text{ for every } i,j \in I_n
\]

and an arbitrary \( z \in E \), then there exists \( y \in \text{co} \{(y_i)_{i=1}^n \} \) satisfying

\[
\Phi(x_i, x, y_i - y) \leq 0 \text{ for every } i,j \in I_n
\]

It was shown in [9,10] (Theorems 19.1 and 19.2 in [10]) that, for \( p, q \in (1, \infty) \) and a metric space \( E \), the pairs \( (L_p, L_q) \) and \( (E, L_q) \) have the convex \((1, \alpha)\)-extension property for \( \alpha \in \left(0, \frac{\min(p, p')}{\max(q, q')} \right) \) correspondingly, and that the set of admissible \( \alpha \) for the pair \( (L_p, L_q) \) is sharp and also characterizes the \((1, \alpha)\)-extension property if both \( L_p \) and \( L_q \) are infinite-dimensional. The scheme of the proof is easily adapted to the more general settings described in the next two theorems.

**Theorem 6.2.** For \( 2 \in [p, q] \subset [1, \infty) \) and Banach spaces \( X \) and \( Y \) and a metric space \( (E, d) \), let \( X, E \in J^n(p, c_J) \) and \( Y \in J^n_2(q, c_J) \) with \( c_J \leq 1 \). Then the convex \((1, \alpha)\)-extension property for \( \alpha \in (0, p/q] \) is possessed by the pairs \( (X, Y) \) and \( (E, Y) \).

**Remark 6.1.**

(a) According to Parts (b) and (c) of Theorem 5.1 under the conditions of Theorem 6.2 for the pair \( (X, Y) \) of Banach spaces, we have \( c_J \geq 2^{1/p} \) for both \( E \) and \( X \) and \( c_J(Y) \geq 2^{-1/q} \) implying \( c_J(E) = c_J(X) = 2^{1/p} \) and \( c_J(Y) = 2^{-1/q} \).

(b) Thanks to Part (a) of Theorem 5.1, Jacobi class \( J(1, 2) \) contains all metric spaces.

**Corollary 6.1.** If, under the conditions of Theorem 6.2, \( E \) is an arbitrary metric space (i.e., \( p = 1 \) and \( c_J(E) = 2 \) according to Part (b) of Remark 6.1), then the pair \( (E, Y) \) possesses the convex \((1, \alpha)\)-extension property for \( \alpha \in (0, 1/q] \).

**Proof of Theorem 6.2.** In exactly the same manner as it is done in the proof of the Hahn-Banach theorem, the Max Zorn lemma reduces the problem of extending a map \( f : D \rightarrow Y \) from a subset \( D \) of \( X \) or \( E \) to the problem of extending \( f \) to the set \( D \cup \{x\} \) for a point \( x \) in \( X \setminus D \) or in \( E \setminus D \).
Let us first notice that, according to Part (a) of Remark 6.1, \( c_{J^+} = c_{J^+}(Y) = 2^{-1/q} \) and, therefore, \( Y \) is superreflexive thanks to Part (e) of Theorem 5.1. Assuming that \( \alpha = p/q \) and \( x \in E \setminus D \), we have to show that the intersection of the \( Y^{**} \) balls \( \{ B(cd(z, x)^\alpha), f(z) \}_{z \in D} \) with the centres \( \{ f(z) \}_{z \in D} \) and the radii \( \{ cd(z, x) \}_{z \in D} \) for \( c = \| f|H^\alpha(D, Y)\| \) is non-empty and contains a common point with \( \overline{co}(f(D)) \). The weak compactness of the balls in the reflexive space \( Y \), and therefore the weak compactness of the intersections \( Z = \{ \overline{co}(f(D)) \cap B(cd(z_0, x)^\alpha), f(z_0) \cap B(cd(z, x)^\alpha), f(z) \}_{z \in D} \) for some \( z_0 \in D \) requires the system \( Z \) to be centred. This means that we can assume that \( D \) is finite. In order to apply Theorem 6.1 with \( D = \{ z_i \}_{i \in I} \), it is enough to check that \( \phi(z_0, z_1, y) = \| y\|^q_{Y} - c^q d(z_0, z_1)^p \) is a \( K \)-function with \( C = c^q_{J^+} \). Indeed, the definition of the Jacobi classes provide, for every discrete probability measure \( (I, \mu) \) with \( \mu(i) \in I \subset E \times Y \), the inequality

\[
\sum_{i \in I} \alpha_i \left( \| y_i - y_\alpha \|^q_Y - c^q_{J^+} \right) \leq c^q_{J^+} \sum_{i,j \in I} \left( \| y_i - y_j \|^q_Y - c^q d(z_i, z_j)^p \right), \tag{15}
\]

where

\[
y_\alpha = \sum_{i \in I} \alpha_i y_i.
\]

This inequality and the condition \( c^q_{J^+} \leq 1 \) show that \( \phi \) is a \( K \)-function. This finishes the proof in the case \( \alpha = p/q \) and also applies to \( E = X \). If \( \alpha = p/\hat{q} \in (0, p/q) \), we combine Part (a) of Remark 6.1 with Part (g) of Theorem 5.1 to observe that the conditions of the theorem hold when \( q \) is substituted with \( \hat{q} \in (q, \infty) \). This observation finishes the proof of the theorem.

The next theorem deals with the question of sharpness.

**Theorem 6.3.** For \( p \in [1, \infty), q \in (1, \infty) \) and Banach spaces \( X \) and \( Y \), let \( l_p \) and \( l_q \) be finitely represented (see Definition 7.1) in \( X \) and \( Y \) correspondingly. Then we have

(a) \( S_{\infty}(X, Y) \subset (0, \min(p, p')/ \max(q, q')) \);

(b) \( S_{\infty}(X, Y) \subset (0, p/q) \) if there exist a monotone subsequence \( \{ n_k \}_{k \in \mathbb{N}} \subset \mathbb{N} \), a sequence \( \{ Y_k \}_{k \in \mathbb{N}} \) of subspaces of \( Y \) and a sequence \( \{ p_k \}_{k \in \mathbb{N}} \) of projectors from \( Y \) onto \( Y_k \) satisfying

\[
\lim_{k \to \infty} d_{BM}(Y_k, l_q(I_{n_k})) = \lim_{k \to \infty} \| P_k \mathcal{L}(Y, Y_k) \| = 1
\]

**Proof of Theorem 6.3.** Let us first consider the case \( X = l_p \) and \( Y = l_q \) and denote by \( D_{k,p,e} = \{ e_{i,p,n_k} \}_{i=1}^{n_k} \) and by \( D_{k,p,f} = \{ n_k^{-1/p} f_{i,p,n_k} \}_{i=1}^{n_k} \) the systems of vectors defined in Lemma 7.1, where \( \{ n_k \}_{k \in \mathbb{N}} \) is a sequence of Hadamard numbers (see Definition 7.5). Note that the latter assumption (regarding the choice of \( n_k \) can be made in both (a) and (b). We also choose \( D_k = D_{k,p,e} \) if \( p \in [1, 2] \), and \( D_k = D_{k,p,f} \) if \( p \in (2, \infty) \). Similarly, we assume \( H_k = D_{k,q,f} \) if \( q \in [1, 2] \), and \( H_k = D_{k,q,e} \) if \( q \in (2, \infty) \). If \( f_k : D_k \to H_k \) is any \( \alpha \)-Hölder bijection, then, according to Lemma 7.1, one has

\[
\| f_k \|_{H^\alpha(D_k, l_q)} = 2^{1/(q-\alpha)} - \min(p, p') \tag{16}
\]

Thus, if \( F_k \) is an extension of \( f_k \) onto \( D_k \cup \{ 0 \} \), we must have

\[
\| F_k(z) - F_k(0) \|_{l_q} \leq \| f_k \|_{H^\alpha(D_k, l_q)} \| z \|_{l_p}^\alpha
\]
for every \( z \in D_k \). Therefore, Lemma 7.1 requires that
\[
\min \left( (1 - 1/n_k)^{1/q}, \left( 1 + (n_k - 1)^{1-q'} \right)^{-1/q'} \right) \leq 2^{\max(q,q') - \min(p,p')} \tag{17}
\]
in the case of the \((1, \alpha)\) extension property and
\[
\min \left( (1 - 1/n_k)^{1/q}, n_k^{-1} (n_k - 1 + (n_k - 1)^q)^{-1/q} \right) \leq 2^{\max(q,q') - \min(p,p')} \tag{18}
\]
in the case of the convex \((1, \alpha)\) extension property and, thus \( \alpha \leq \min(p,p') / \max(q,q') \) in both cases by tending \( k \) to \( \infty \).

In the case of general \( X \) and \( Y \), we use (the existence of) the sequences of isomorphisms
\( T_k : l_p(I_{n_k}) \to X_k \) for a family \( \{X_k\}_{k \in \mathbb{N}} \) of subspaces of \( X \) and \( G_k : l_q(I_{n_k}) \to Y_k \) for a family \( \{Y_k\}_{k \in \mathbb{N}} \) of subspaces of \( Y \) satisfying
\[
\lim_{k \to \infty} \|T_k\| \|T_k^{-1}\| = \lim_{k \to \infty} \|G_k\| \|G_k^{-1}\| = 1 \tag{19}
\]
to construct the \( \alpha \)-Hölder bijections \( \tilde{f}_k = G_k \circ f_k \circ T_k^{-1} : T_k(D_k) \to G_k \) and their extensions \( \tilde{F}_k \) to \( T_k(D_k) \cup \{0\} \) with the same \( \alpha \)-Hölder norms
\[
\|\tilde{f}_k\|_{H^\alpha(T(D_k),Y)} \leq 2^{\max(q,q') - \min(p,p')} \|G_k\| \|T_k^{-1}\|^\alpha \tag{20}
\]
Working with \( \tilde{F}_k \) in the case of Part (a) and with \( \tilde{F}_k = P_k \circ \tilde{F}_k \) in the case of (b), we establish the following counterparts of (18) (for (a)) and (17) (for (b)):
\[
\min \left( (1 - 1/n_k)^{1/q}, n_k^{-1} (n_k - 1 + (n_k - 1)^q)^{-1/q} \right) \leq 2^{\max(q,q') - \min(p,p')} \|G_k\| \|G_k^{-1}\| \left( \|T_k\| \|T_k^{-1}\| \right)^\alpha \tag{21}
\]
\[
\min \left( (1 - 1/n_k)^{1/q}, \left( 1 + (n_k - 1)^{1-q'} \right)^{-1/q'} \right) \leq 2^{\max(q,q') - \min(p,p')} \|P_k\| \|G_k\| \|G_k^{-1}\| \left( \|T_k\| \|T_k^{-1}\| \right)^\alpha \tag{22}
\]
These estimates finish the proof of the theorem by tending \( k \) to \( \infty \).

6.2. Pairs of Concrete Spaces

Theorems 6.2 and 6.3 permit us, in particular, to identify the ranges \( S_w(X,Y) \) and \( S_{w,c}(X,Y) \) for the pairs \((X,Y)\) of various classes of anisotropic Besov, Lizorkin-Triebel and Sobolev spaces and their duals and the \( l_p \)-sums of function spaces, non-commutative spaces and their duals. According to Section 3, all these pairs are covered by the former theorem. Along with Lemmas 2.1 and 2.4 above, the existence of the copies of \( l_p \) in these spaces, required by Theorem 6.3, is investigated in [2,16,17].

The next theorem is an example of the usage of Theorems 6.2 and 6.3.

Anisotropic Besov \( B^s_{p,q}(\mathbb{R}^n)_w \) and Lizorkin-Triebel \( L^s_{p,q}(\mathbb{R}^n)_w \) sequence spaces, which we shall call Besov and Lizorkin-Triebel spaces with wavelet norms, are defined for \( s \in \mathbb{R}^n \), \( q \in (1, \infty) \) and \( p \in (1, \infty)^n \) as the spaces of the wavelet expansions of the functions of the corresponding Besov and Lizorkin-Triebel spaces (on \( \mathbb{R}^n \)) endowed with the appropriate wavelet norms, which can be found, for example, in [19] for the classical dyadic approach to the anisotropy and in [20] for a more optimal non-dyadic approach to the anisotropy. The exact lengthy definitions are not presented here because, for
our purposes, one only needs to know the immediate consequences of the definition. Namely, \( \mathcal{B}_{p,q}^0(\mathbb{R}^n) \) is, in fact, isometric to \( l_q(\mathbb{N}_0, l_p(\mathbb{Z}^n)) \), while \( \mathcal{L}_{p,q}^m(\mathbb{R}^n) \) is isometric to a 1-complemented subspace of \( \mathcal{L}_{p,q}^m(\mathbb{Z}^n \times \mathbb{N}, l_q(I_M)) \) for certain \( M \in \mathbb{N} \) and contains, in turn, an isometric and 1-complemented copy of \( \mathcal{L}_{p,q}^m(\mathbb{Z}^n) \). Note that the smoothness of the spaces does not play any role in the geometry of these spaces. It happens because the spaces \( \mathcal{L}_{p,q}^m(\mathbb{Z}^n \times \mathbb{N}, l_q(I_M)) \) are isometric, correspondingly, to the weighted versions of the same spaces, while the weight is the only parameter depending on the smoothness.

**Theorem 6.4.** For \( m, n \in \mathbb{N}, s_0 \in \mathbb{R}^n, s_1 \in \mathbb{R}^m, q_0, q_1, q_2 \in (1, \infty) \) and \( p_0, p_1, p_2 \in (1, \infty)^m \), open subsets \( G_0 \subset \mathbb{R}^n \) and \( G_1 \subset \mathbb{R}^m \), let \( X \) be the \( l_2 \)-sum of \( \mathcal{B}_{p,q}^0(\mathbb{R}^n) \) and \( \mathcal{B}_{p,q}^0(\mathbb{R}^m) \), and let also \( Y \) be the Bochner-Lebesgue space \( L_{p_2}(E, S_{q_2}) \) of the Schatten-von-Neumann-valued functions, Bochner-measurable on \( E \subset \mathbb{R}^n \). Then we have

\[
S_m(X, Y) = S_m,c(X, Y) = \left( 0, \min \left( p_{0 \min}, p_{1 \min}, q_0, q_1, p_{0 \max}^1, p_{1 \max}^1, q_0, q_1 \right) \right] \\
S_m(Y, X) = S_m,c(Y, X) = \left( 0, \max \left( p_{0 \min}, p_{1 \min}, q_0, q_1, p_{0 \max}^1, p_{1 \max}^1, q_0, q_1 \right) \right]
\]

**Proof of Theorem 6.4.** Let us note that, according to the comments preceding the theorem, \( X \) is isometric to a 1-complemented subspace \( \overline{X} \) of the \( l_2 \)-sum \( X_1 \) of

\[
l_q(\mathbb{N}_0, l_p(\mathbb{Z}^n)) \text{ and } \mathcal{L}_{p_1,q_1}(\mathbb{Z}^m \times \mathbb{N}, l_{q_1}(I_M))
\]

for certain \( M \in \mathbb{N} \), while \( \overline{X} \) itself contains the 1-complemented \( l_2 \)-sum \( X_0 \) of

\[
l_q(\mathbb{N}_0, l_p(\mathbb{Z}^n)) \text{ and } \mathcal{L}_{p_1,q_1}(\mathbb{Z}^m \times \mathbb{N}_0)
\]

Since both \( X_0 \) and \( X_1 \) are \( IG \)-spaces with the identical set of parameters, we apply Theorem 5.3 to obtain the inclusions \( X_0, X_1 \in J(u_-, 2^{1/u_-}) \cap J_+(u_+, 2^{-1/u_+}) \), where \( u_- = \min \left( p_{0 \min}, p_{1 \min}, q_0, q_1, p_{0 \max}^1, p_{1 \max}^1, q_0, q_1 \right), \quad u_+ = \max \left( p_{0 \min}, p_{1 \min}, q_0, q_1, p_{0 \max}^1, p_{1 \max}^1, q_0, q_1 \right), \) implying \( X \in J(u_-, 2^{1/u_-}) \cap J_+(u_+, 2^{-1/u_+}) \). Furthermore, Theorem 5.3 provides, for the \( IG_+ \)-space \( Y \), the inclusion \( Y \in J(t_-, 2^{1/t_-}) \cap J_+(t_+, 2^{-1/t_+}) \), where \( t_- = \min \left( p_{2 \max}^1, q_2, p_{2 \min}^1, q_2 \right) \) and \( t_+ = \max \left( p_{2 \max}^1, q_2, p_{2 \min}^1, q_2 \right) \).

Now Theorem 6.2 leads to the inclusions \( (0, u_-/t_+) \subset S_{c,c}(X, Y) \) and \( (0, t_-/u_+) \subset S_{c,c}(Y, X) \). Since the Bochner space \( L_{p_2}(E, S_{q_2}) \) contains the 1-complemented isometric copies of both \( l_{q_2} \) due to Lemma 2.4 and \( l_{p_2} \), for every \( i \in I_n = [1, n] \cap \mathbb{N} \), while \( X \) contains the 1-complemented copies of both \( l_{q_1}, l_{p_1} \) for \( j \in I_m \) thanks to Lemma 2.2 and \( l_{p_2} \), for \( i \in I_n \), we employ Theorem 6.3 to establish the opposite inclusions \( S_{c}(X, Y) \subset (0, u_-/t_+) \) and \( S_{c}(Y, X) \subset (0, t_-/u_+) \). Therefore, the proof is finished by the observation (see Definition 6.1) that \( S_{c,c}(V, W) \subset S_{c}(V, W) \) for every pair \( (V, W) \) of Banach spaces. \( \square \)
7. Miscellaneous Constants and Auxiliary Results

The following notions and results are of auxiliary nature. We state the definitions and related properties of certain constants, classes of Banach spaces and matrixes

7.1. Radon-Nikodým Property and Superreflexive and UMD Spaces

Here we state the definitions, basic properties and basic relations among UMD, reflexive and superreflexive spaces and those with the Radon-Nikodým property. These and certain other properties of various function spaces are presented in [2].

Definition 7.1. Let \( X, Y \) be (quasi)Banach spaces and \( \lambda \geq 1 \). Then the Banach-Mazur distance \( d_{BM}(X, Y) \) between them is equal to \( \infty \) if they are not isomorphic and is, otherwise, defined by

\[
d_{BM}(X, Y) := \inf \{ \|T\| \cdot \|T^{-1}\| : T : X \xrightarrow{onto} Y, \ker T = 0 \}
\]

The space \( X \) is \( \lambda \)-finitely represented in \( Y \) if for every finite-dimensional subspace \( X_1 \subset X \),

\[
\inf \{ d_{BM}(X_1, Y_1) : Y_1 \text{ is a subspace of } Y \} = \lambda
\]

If \( \lambda \) is equal to 1, then \( X \) is simply said to be finitely represented in \( Y \).

It is said that \( Y \) contains almost isometric copies of \( X \) (or contains \( X \) almost isometrically) if

\[
\inf \{ d_{BM}(X, Y_1) : Y_1 \text{ is a subspace of } Y \} = 1
\]

For example, it is well-known that, for a Banach space \( X \), its second conjugate \( X^{**} \) is finitely represented in \( X \), and \( X \) itself is finitely represented in \( c_0 \). While, according to Banach, \( d_{BM}(l_p, L_p) = \infty \) for \( p \in [1, \infty) \setminus \{2\} \) (see [33]), \( L_p \) is finitely represented in \( l_p \) for \( p \in [1, \infty] \).

Definition 7.2. A Banach space \( X \) is said to be superreflexive if it is reflexive and every Banach space \( Y \) finitely represented in \( X \) is reflexive too.

A Banach space \( X \) is said to possess the Krein-Milman property if every closed convex bounded subset of \( X \) can be represented as the convex hull of its extreme points.

A Banach space \( X \) is said to possess the Radon-Nikodým property if the Radon-Nikodým theorem holds for the \( X \)-valued measures. That is, for every probability space \((\Omega, \sigma, \nu)\) and every countably additive \( X \)-valued measure \( \mu \) on \( \Omega \) that is absolutely continuous with respect to \( \nu \), there is a Bochner-\( \nu \)-measurable \( X \)-valued derivative \( \frac{d\mu}{d\nu} \).

The relations between these properties are best seen from the following results of M. G. Krein, D. P. Milman, and Huff and Morris [58,59]. A Banach space \( X \) possesses the Radon-Nikodým (Krein-Milman) property if and only if every bounded closed (convex) subset of \( X \) has an extreme point. For dual spaces both properties coincide.
**Definition 7.3.** Let $p \in (1, \infty)$. A Banach space $X$ is said to be a UMD space if there is a constant $\beta_p = \beta_p(X)$ such that, for every $X$-valued martingale difference sequence $\{\xi_i\}_{i=1}^{\infty}$ on any probability space $(\Omega, \sigma, \nu)$ and every sequence $\{\varepsilon_i\}_{i=1}^{\infty}$ of numbers 1 and $-1$, one has

$$\sup_{i \in \mathbb{N}} \left| \sum_{j=1}^{i} \varepsilon_j \xi_j \right|_{L_p(\Omega)} \leq \beta_p \sup_{i \in \mathbb{N}} \left| \sum_{j=1}^{i} \xi_j \right|_{L_p(\Omega)}$$

A Banach space $X$ is said to be $\zeta$-convex if there is a bi-convex function $\zeta : X \times X \to \mathbb{R}$ satisfying

$$\zeta(0,0) > 0 \text{ and } \zeta(x,y) \leq \|x + y\| \text{ for } \|x\| = \|y\| = 1$$

A Banach space $X$ is said to be an HT space if Hilbert transform is a bounded operator in the Bochner-Lebesgue space $L_p(\mathbb{R}, X)$.

It is shown by Bourgain [60] and Burkholder [61,62] that the classes of UMD, HT and $\zeta$-convex spaces coincide and do not depend on $p$. Using the Lyons-Peetre interpolation formula from [63], Cobos [39] proved that Lorentz-Zygmund spaces (with the parameters from the reflexivity range) and $p$ spaces coincide and do not depend on $\theta$.

7.2. James, Jung, Self-Jung and Schäffer Constants

**Definition 7.4.** Let $A, B \subset X$ be a Banach space and its bounded subsets. A point $x \in B$ is a Chebyshev centre of $A$ relative to $B$ if $r(A, \{x\}) = r(A, B)$. The set of all such points is designated by $C_X(A, B)$. Setting $B = \overline{c_0}(A)$, one obtains the self-Chebyshev centre $C_X(A, \overline{c_0}(A))$ of $A$.

The Jung and self-Jung constants $J(X)$ and $J_s(X)$ are defined by

$$J(X) := \sup_{A \subset X} r(A)/\delta(A), \quad J_s(X) := \sup_{A \subset X} r(A, \overline{c_0}(A))/\delta(A)$$

The space $X$ is said to possess the uniform normal structure if $J_s(X) < 1$.

The James constant $James(X)$ and the Schäffer constant $S(X)$ are defined by the formulas

$$James(X) = \sup_{x, y \in B_X} \min(\|x + y\|, \|x - y\|)$$

$$S(X) = \inf_{x, y \in S_X} \max(\|x + y\|, \|x - y\|)$$

The Chebyshev centre set $C_X(A, B)$ is not empty if $X$ is a dual space and $B$ is weak*-closed. Moreover, $C_X(A, B)$ is a single point if $X$ is uniformly convex and $B$ is a closed convex subset of $X$. In a quantitative manner (i.e., with explicit exponents and estimates for the corresponding seminorms), the Hölder-Lipschitz regularity of the Chebyshev centre mappings and metric projections in the setting of the same classes of spaces is studied in [43].

Let us note that the James constant $James(X)$ and the Schäffer constant $S(X)$ are not independent: they are related by the remarkable identity from [66]

$$James(X)S(X) = \sup_{x, y \in B_X} \min(\|x + y\|, \|x - y\|) \inf_{x, y \in S_X} \max(\|x + y\|, \|x - y\|) = 2$$
The first theorem contains the basic properties of the self-Jung constant. Maluta [67] has established Part (a). Part (b) is the celebrated result due to Gulevich [68] answering the question raised by Amir, Casini and Maluta and relying on his (c) and (d) from [69].

**Theorem 7.1.** Let $X$ and $Y$ be Banach spaces, $A \cup \{x_i\}_{i \in \mathbb{N}} \subset X$, and $Z \subset X$ be a subspace. Then the following holds.

(a) $J_s(X) = 1$ if $X$ is nonreflexive;
(b) $X$ is superreflexive if $J_s(X) < 1$;
(c) $J_s(X) = \sup\{J_s(Z) : Z \subset X, \dim Z < \infty\}$;
(d) $J_s(X) = \sup\{\lambda(A)/\delta(A) : \text{bounded } A \subset X\}$.

Part (a) of the next theorem contains the abstract essence of the main result from [70]. In connection with Part (a), see also [70,71].

**Theorem 7.2.** For $\sigma \in [1, \infty)$ and $c_{J+}, c_{Cl} > 0$, let $X \in J_+(\sigma, c_{J+}) \cap Cl(\sigma, c_{Cl})$ be a Banach space. Then one has

(a) $J_s(X) \leq c_{J+}$;
(b) $J_s(X) \leq c_{J+} \left(\frac{n}{n+1}\right)^{1/\sigma}$ if $\dim X = n$;
(c) $2/S(X) = James(X) \leq c_{Cl}$;
(d) $J_s(X) \leq DP_\sigma(X)$.

**Proof of Theorem 7.2.** Following the idea from [70], one uses Theorem 7.1, (d).

Let $A \subset Y$ be a bounded subset, and an $x_b \in \text{co}(A)$ be a convex combination

$$x_b = \sum_{i=1}^{m} \alpha_i x_i$$

Then, the definition of the adjoint Jacobi class implies the estimates

$$d(x_b, \text{co}(A)) = d(x_b, \text{co}(A)) \leq d(x_b, \text{co}(\{x_i\}_{i=1}^{m})) \leq \left(\sum_{i \neq j=1}^{m} \alpha_i \alpha_j\right)^{1/\sigma} \delta(\{x_i\}_{i=1}^{m}) \leq \delta(A) \leq \delta(A)$$ (23)

Part (a) follows from (23) because

$$\sum_{i=1}^{m} \alpha_i = 1$$

In the case of Part (b), we use the Carathéodory theorem [72] stating that $m \leq n + 1$ and the Cauchy-Bunyakovskiy-Schwarz inequality to establish the estimate

$$\sum_{i \neq j=1}^{m} \alpha_i \alpha_j = 1 - \sum_{i=1}^{m} \alpha_i^2 \leq 1 - 1/m \leq n/n + 1$$

The proof is finished as in (a). Part (c) is an immediate consequence of Definition 5.3.

Considering the definition of $DP_\sigma(X)$ (i.e., Definition 5.4) and with only sets $A = \{x\} \in X$ degenerated into a point, we obtain $J_s(X)$ instead of $DP_\sigma(X)$. This observation establishes (d) finishing the proof of the theorem. \qed
We shall need the definition of the Hadamard matrixes, numbers and the closest-preceding-Hadamard-number function.

**Definition 7.5 ([73]).** An \( n \times n \)-matrix \( A = \{a_{i,k}\}_{i,j=1}^n \) is an Hadamard matrix if every
\[
a_{i,j} \in \{-1, 1\} \text{ and } AA^t = nI_n
\]
where \( I_n \) is the identity matrix. We say that an Hadamard matrix is regular when \( a_{i,j} = 1 \) if either \( i = 1 \) or \( j = 1 \). By means of \( \tilde{A} \) we designate a regular Hadamard matrix \( A \) without its first column, and by \( \{h_i\}_{i=1}^n \) — the rows of \( \tilde{A} \). We say that \( n \in \mathbb{N} \) is an Hadamard number if there exists an \( n \times n \) Hadamard matrix.

Let us also define the function \( h : \mathbb{N} \to \mathbb{N} \), such that \( h(n) + 1 \) is the maximal Hadamard number less or equal to \( n + 1 \).

Note that, for infinitely many integer values \( n \), there exists a regular \( n \times n \) Hadamard matrix. Using the transformations \( DAD \) with a diagonal orthogonal \( D \), one sees that the existence of an Hadamard matrix means the existence of a regular Hadamard matrix.

We utilize this theorem in the next two propositions. Parts (a) and (b) of the next lemma have been established by Pichugov [74]. We provide an alternative to [10,11] proof of (b). Note that the Hadamard matrix utilized by Pichugov is the most optimal variant of the so-called designs (see [75]). Amir and Franchetti [75] used different designs to establish similar results.

Similarly, Part (c) and an asymptotic estimate for Part (d) have been obtained and applied in [9,10] and in [75]. In the latter source, the symmetry with respect to the permutations of the basic vectors has been used in a more general setting of the finite-dimensional ideal spaces, while the former contain counterparts of (a) and (b) for a different design.

**Lemma 7.1.** For \( p \in [1, \infty] \), \( m, n \in \mathbb{N} \) and \( I_m = [1, m] \cap \mathbb{N}, I_n = [1, n] \cap \mathbb{N} \), let \( m + 1 \) and \( A_{m+1} \) be an Hadamard number and a corresponding regular Hadamard matrix. We assume also that \( \{g_j\}_{j=1}^{m+1} \subset l_p(I_m, \mathbb{R}) \) and \( \{e_i\}_{i=1}^n \subset l_p(I_n, \mathbb{R}) \) are, respectively, the rows of \( \tilde{A}_{m+1} \) and the basic vectors of \( l_p(I_n, \mathbb{R}) \). Then they satisfy the following relations:

\[
\begin{align*}
(a) \quad \|f_j\|_{l_p(I_m, \mathbb{R})} &= m^{1/p} \text{ and } \|f_j - f_k\|_{l_p(I_m, \mathbb{R})} = 2^{1/p} (m + 1)^{1/p} \text{ for } k, j \in I_{m+1}; \\
(b) \quad r \left( \{f_j\}_{j=1}^m, l_p(I_m, \mathbb{R}) \right) &= r \left( \{f_j\}_{j=1}^m, 0 \right) = m^{1/p}; \\
(c) \quad \|e_i\|_{l_p(I_n, \mathbb{R})} &= 1 \text{ and } \|e_i - e_k\|_{l_p(I_n, \mathbb{R})} = 2^{1/p} \text{ for } i, k \in I_n; \\
(d) \quad r \left( \{e_i\}_{j=1}^n, l_p(I_n, \mathbb{R}) \right) &= r \left( \{e_i\}_{j=1}^n, z_0 \right) = (1 + (n - 1)^{1/p})^{-1/p} z_0, \text{ where } z_0 = (1 + (n - 1)^{p'-1})^{-1/\binom{n}{2}} \left[ \begin{array}{c} 1 \\ \vdots \\ 1 \end{array} \right],
\end{align*}
\]

**Remark 7.1.** As observed in [75], the self-Chebyshev centre of the basic vectors in (d) is the unique intersection of the ray through its Chebyshev centre and the hyperplane through them because such a hyperplane exists. This is a slight modification of Part (d).
Proof of Lemma 7.1. Parts (a) and (c) follow from definitions and the properties of the Hadamard matrices.

To establish Part (b), let us consider the norming functionals \( \{g_j\}_{j \in I_{m+1}} \) satisfying

\[
g_j(f_j) = n^{1/p} \text{ for } j \in I_{m+1}
\]

and assume the existence of \( 0 \neq z \in l_p(I_m, \mathbb{R}) \) with

\[
r(\{f_j\}_{j \in I_{m+1}}, 0) < r(\{f_j\}_{j \in I_{m+1}}, 0)
\]

Then, for every \( j \), one has

\[
n^{1/p} > \|f_j - z\|_{l_p(I_m, \mathbb{R})} \geq g_j(f_j - z) = n^{1/p} - g_j(z)
\]

However, since \( g_j = n^{-1/p'} f_j \) in the coordinate representation, we have the contradiction

\[
0 = \sum_{j=1}^{m+1} g_j(z) > 0
\]

To prove Part (d), we use the invariance of the sets under consideration and the measure space \( E = I_n \) with the counting measure \( \nu \) with respect to the group \( G \) being either the group of all permutations of \( I_n \), or its cyclic subgroup of order \( n \) of cyclic permutations endowed with the normalized counting measures (see Theorom 11.13 in [2]). Thus, there is a Chebyshev centre of the form

\[
z_0(x) = (x, \ldots, x)
\]

The minimum of the function \( \phi(x) = (1 - x)^p + (n - 1)x^p \) is achieved at \( (1 - x_0)^{p-1} = (n - 1)x_0^{p-1} \) and is equal to

\[
\|e_1 - z_0(x_0)\|_{l_p(I_n, \mathbb{R})} = (\phi(x_0))^{1/p} = (1 - x_0)(n - 1)x_0^{p-1} + (n - 1)x_0^p)^{1/p} = (1 + (n - 1)^{1-p'})^{-1/p'}
\]

Thus, the lemma is proved.

\[\square\]

8. Conclusions

The Jacobi identity characterizes Hilbert spaces in the class of all Banach spaces. Indeed, the parallelogram identity itself characterises the subclass of Hilbert spaces, therefore implying the Jacobi identity. In turn, the latter applied to the points \( \{x, -x, y, -y\} \) taken with equal masses \( 1/4 \) leads to the parallelogram identity

\[
2\|x\|_Z^2 + 2\|y\|_Z^2 = \|x - y\|_Z^2 + \|x + y\|_Z^2
\]

for arbitrary elements \( x, y \) in a Banach space \( Z \) that is, thus, an inner product space too.

While the “purely Euclidean” Jacobi and parallelogram identities are equivalent in the setting of the inner product spaces, their quasi-Euclidean counterparts describing Jacobi and Clarkson classes appear to be different. For example, the duality relates the Jacobi and adjoint Jacobi classes (Part (d) of
Theorem 5.1), while the Clarkson classes appear to be self-dual (Part (c) of Lemma 5.2). Moreover, the comparison of Theorems 5.3 and 5.4, respectively, with Theorems 5.5 and 5.6 shows that the Jacobi classes are more sensitive to the finiteness of the dimension of a Banach space.

The difference between the Jacobi and Clarkson classes is even more subtle (but quantitatively decisive) in capturing the essence of convexity. While a Banach space $X$ from the Clarkson class $\mathcal{C}l(\sigma, 2^{1/\sigma})$, $\mathcal{C}l(\sigma, 2^{1/\sigma})$ is as uniformly convex (smooth) as a Lebesgue space $L_\sigma$ with $\sigma \in [2, \infty)$ ($\sigma \in (1, 2]$), it is only the symmetric “two-point” uniform convexity (smoothness). On the contrary, the quantitative, or uniform, smoothness (convexity) captured by the (adjoint) Jacobi classes is both multi-point and asymmetric (compare [2]). This difference is quantitatively so decisive that, as shown in Sections 5.2 and 6 correspondingly, the membership in Clarkson classes with proper constants governs both the isometric and the convex isometric extension properties and almost governs the quantitative Hahn-Banach separation property.
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