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1 INTRODUCTION

As a major software framework for distributed applications, service-oriented architecture (SOA) [21] uses standard protocols to integrate existing component Web services into complex business processes and applications, which are referred as Web service composition. These component Web services are developed independently by different service providers, so some services may have same functionality but differ in quality of service (QoS) as well as other non-functional properties. QoS-aware Web service selection and composition have attracted much attention in the past years. Web service selection is an important part of Web service composition. Given a request of composite service, which involves a set of abstract tasks and dependency relationships among them, while there are a list of service candidate sets, which include many service candidates for each abstract task. Web service selection refers to finding one service candidate to implement each abstract task according to users’ requirements. The final goal of the composite service construction is achieved by solving the well-known service concretization problem. So far, many service concretization approaches have been designed. A hierarchical taxonomy of service concretization approaches will be given in this paper. The bio-inspired algorithms are one of the main approaches.

One of our earlier studies [61] presented a survey on bio-inspired algorithms for Web service composition, and it also proposed a bio-inspired cost minimization mechanism for data-intensive service provision. However, it did not describe the applications of the presented algorithms to Web service composition specifically. There are also a few other overviews on service composition and bio-inspired optimization algorithms. The study [49] presented an overview of automatic Web service composition from both the workflow and AI planning research communities. The authors of [20] discussed the urgent need for service composition, the
required technologies to perform service composition, as well as several different composition strategies based on existing composition platforms and frameworks. The study [56] presented a technical survey on automated service composition and discussed whole automatic composition from service classification, service combination, service selection, service description, and service matchmaking.

However, to the best of our knowledge, no overview on service concretization problem based on bio-inspired algorithms has been published yet. This paper investigates the existing studies using bio-inspired algorithms to deal with QoS, optimality, and dynamicity in Web service concretization. We will describe the applications of ant colony optimization (ACO) algorithm, genetic algorithm (GA), and particle swarm optimization (PSO) algorithm to Web service concretization. In addition, this paper will compare ACO algorithm with GA. The main contributions of this paper are three folds: 1) A hierarchical taxonomy of service concretization approaches is given. 2) A systematic survey and analysis of Web service concretization based on bio-inspired algorithms are presented. 3) Comparisons between ACO-based and GA-based Web service selection are conducted. This paper gives an overview for people interested in bio-inspired service concretization. Moreover, through this paper we can understand QoS-based Web service selection and composition more comprehensively.

The paper is organized as follows: Section 2 presents the background. Section 3 introduces a hierarchical taxonomy of service concretization approaches. Section 4 describes our systematic review protocol. A number of studies based on bio-inspired algorithms to solve Web service selection and composition are given in Section 5. It shows how bio-inspired algorithms have been successfully applied to Web service concretization problems. Then comparisons between ACO and GA are given in Section 6. Finally, Section 7 concludes this paper.

2 BACKGROUND

In a Web service environment, abstract services are the functional descriptions of services, and concrete services represent the existing services, which are available for potential invocation of their functionalities and capabilities. When the functions of several concrete services are consistent with the functional description of an abstract service, these concrete services are the service candidates of the abstract service and QoS attributes are used to distinguish them.

2.1 Classification of QoS Attributes

QoS attributes for services refer to various non-functional properties. QoS attributes can be divided into two groups: quantitative attributes and qualitative attributes [41]. The former attributes such as response time and availability are quantitatively measured using metrics, whereas the latter attributes such as security cannot be measured. For the sake of simplicity and without loss of generality, in this paper only quantitative QoS attributes are considered, since qualitative attributes can be represented as quantitative attributes by using specific functions. For example, the flexibility attribute has the value type \{inflexible, flexible, very flexible\} which can be mapped to the set \{0, 1, 2\}. The quantitative QoS attributes are in turn divided into two classes: negative attributes and positive attributes. The first class of attributes such as response time and cost have a negative effect on QoS, hence they should be optimally minimized because the higher the value, the lower the quality. On the contrary, positive QoS attributes such as availability and reliability should be maximized.

2.2 Evaluation Function for Concrete Service

For an abstract service \( AS_i \), there is a service candidate set of \( cs_i = \{ cs_{i,1}, cs_{i,2}, \ldots, cs_{i,m} \} \) that can be used to realize \( AS_i \). Each concrete service \( cs_{i,j} \) is associated with a QoS vector \( q_{cs_{i,j}} = [q_{cs_{i,j}}, q_{cs_{i,j,2}}, \ldots, q_{cs_{i,j,r}}] \) with \( r \) QoS parameters (\( i \in \{1, 2, \ldots, n\}, j \in \{1, 2, \ldots, m\})\). In order to evaluate the multidimensional quality of concrete service \( cs_{i,j} \), an evaluation function is used. The function maps the quality vector \( q_{cs_{i,j}} \) into a single real value to enable selection of service candidates. In this paper, a multiple attribute decision-making approach for the evaluation function is used, that is, the simple additive weighting (SAW) technique [69]. There are two phases in applying SAW:

1) Scaling phase. As already mentioned, QoS attributes can be either negative or positive. For negative QoS attributes, values are scaled according to (1). For positive QoS attributes, values are scaled according to (2).

\[
V_{cs_{i,j}}^k = \begin{cases} 
\frac{Q_{k,i}^{\max} - q_{cs_{i,j}}^k}{Q_{k,i}^{\max} - Q_{k,i}^{\min}} & \text{if } Q_{k,i}^{\max} - Q_{k,i}^{\min} \neq 0 \\
1 & \text{if } Q_{k,i}^{\max} - Q_{k,i}^{\min} = 0
\end{cases}
\]  

(1)
In (1) and (2), $Q_{k,i}^{\text{max}}$ and $Q_{k,i}^{\text{min}}$ ($k \in \{1, \ldots, r\}$) are used to represent the maximal value and the minimal value of the $k$-th QoS attribute of all concrete services in candidate set $cs_i$, which are given by (3).

\[
Q_{k,i}^{\text{min}} = \min_{\forall cs_{i,j} \in cs_i} q_{cs_{i,j}}^k
\]
\[
Q_{k,i}^{\text{max}} = \max_{\forall cs_{i,j} \in cs_i} q_{cs_{i,j}}^k
\]

2) Weighting phase. The overall score of $cs_{i,j}$ is computed according to (4).

\[
\text{score}_{cs_{i,j}} = \sum_{k=1}^{r} (V_{cs_{i,j}}^k \ast W_k)
\]

where $W_k \in [0, 1]$ and $\sum_{k=1}^{r} W_k = 1$. $W_k$ represents the weight of $k$-th quality criteria with value normally provided by the users based on their own preferences.

### 2.3 Web Service Composition Structures

A set of basic workflow patterns commonly used by composition approaches [70], [72], which cover most of the structures specified by composition languages (such as YAWL [58] and BPEL) are considered in this paper. They are: sequence, parallel split (AND-split), synchronization (AND-join), exclusive choice (XOR-split), simple merge (XOR-join), and loop.

![Fig. 1: An instance of workflow for service composition](image)

A simplified workflow is depicted in Fig. 1, where the irregular circles represent an abstract service (denoted by $AS_i$). Using the probability ($p_1$ and $p_2$) of execution of XOR branches and the expected maximum iteration numbers ($l$) of the loop pattern, the workflow of a composite process can be transformed to a directed acyclic graph (DAG) through the use of loop pealing [8].

After loop pealing, from the transformed DAG, a set of execution paths that identify all possible execution scenarios of the composite service can be derived. An execution path is a sequence of abstract services $\{AS_1, AS_2, \ldots, AS_n\}$ where $AS_1$ and $AS_n$ are the initial and final abstract service, respectively, and no abstract service $AS_{i_1}$ and $AS_{i_2}$ belong to alternative branches. Every execution path has an associated probability of execution that can be evaluated as the product of the probability of execution of the branch conditions included in the execution path. There are two execution paths, called $ep_1$ and $ep_2$ in Fig. 1.

- $ep_1 : \{AS_1, AS_2, AS_3, AS_4, AS_6, AS_7, l \ast AS_8, AS_9\}$, with a probability of $p_1$;
- $ep_2 : \{AS_1, AS_2, AS_3, AS_5, AS_6, AS_7, l \ast AS_8, AS_9\}$, with a probability of $p_2$.

For each abstract service $AS_i$ of an execution path, a concrete service is selected from the service candidate set associated with abstract service $AS_i$, then a concrete execution plan is derived.

### 2.4 Computing the QoS of Composite Services

The performance of composite services is directly influenced by the quality of component services. The evaluation of the QoS of possible composite services depends on the workflow patterns and also QoS aggregation formulas associated with each pattern.

The overall QoS of a composite service can be computed by applying the functions described in Table 1, which shows an aggregation formula for each workflow pattern and QoS attribute. For a sequence construct of services $s_i$ and $i \in \{1, \ldots, ns\}$, the RT and C functions are additive while Av and Re are multiplicative. For a XOR (also called conditional) construct of services $s_i$ and $i \in \{1, \ldots, nc\}$, the QoS attributes are always
evaluated as a sum of the attribute value of each service, times the probability of the case \( p_{c,i} \) and \( \sum_{i=1}^{nc} p_{c,i} = 1 \) to which it belongs. The aggregation functions for the AND (also called parallel) construct, are essentially the same as those for the sequence construct, except for the RT attribute where this is the maximum time of the parallel services \( s_i \) and \( i \in \{1, \ldots, np\} \). Finally, a loop construct with \( l \) iterations of service \( s \) is equivalent to a sequence construct of \( l \) copies of \( s \). Table 1 only contains four QoS attributes. It should be noted that other attributes and their aggregation functions can also be specified similarly.

2.5 Service Concretization Problem

According to service concretization problem, the best service available at runtime has to be selected among all candidate ones for each abstract service, taking into consideration the global and local QoS constraints given by the user. The main decision variables of service concretization problem are \( \sum_{j=1}^{m} x_{i,j} = 1 \) \((m \) is the number of service candidates for abstract service \( AS_i \)), where \( x_{i,j} \) is set to 1 if abstract service \( AS_i \) is implemented by concrete service \( cs_{i,j} \) and 0 otherwise.

The goal of service concretization problem is to maximize the aggregated quality by considering all possible execution paths of the abstract execution plan and their corresponding probability of execution. Each execution path \( ep_z \) is associated with a QoS vector \( q_{ep_z} = \left[ q_1^{u_1}, q_2^{u_2}, \ldots, q_u^{u_r} \right] \) and a probability of execution \( p_{ep_z} \). The global QoS constraints define requirements regarding the aggregated QoS values of the requested composite service, which are expressed in terms of a vector \( Q_c = \left[ Q_1^{u_1}, Q_2^{u_2}, \ldots, Q_u^{u_r} \right] \), \( 1 \leq u \leq r \). Then the service concretization problem can be stated as follows.

\[
\max \sum_{z=1}^{Z} p_{ep_z} \ast \text{score}_{ep_z} \tag{5}
\]

subject to:

\[
\begin{align*}
q_{ep_z}^k & \leq Q_c^k, \quad \forall Q_c^k \in Q_c, k \text{ is negative attributes;} \\
q_{ep_z}^k & \geq Q_c^k, \quad \forall Q_c^k \in Q_c, k \text{ is positive attributes.}
\end{align*}
\]

where \( \text{score}_{ep_z} \) is the overall score of execution path \( ep_z \), and \( Z \) is the total number of execution paths.

The score of an execution path is also computed according to SAW technique, which is similar to (1) - (4). When scaling the aggregated values of QoS attributes for an execution path, the minimum and maximum value of the \( k \)-th QoS attribute given by (3) should replaced by (6).

\[
\begin{align*}
Q_k^{MIN} &= F(k)_{i=1}^{n} Q_k^{min} \\
Q_k^{MAX} &= F(k)_{i=1}^{n} Q_k^{max}
\end{align*}
\tag{6}
\]

where the function \( F(k) \) denotes the aggregation function of the \( k \)-th QoS attribute, which can refer to Table 1.

3 Service Concretization Approaches

The literature has presented two service concretization approaches, namely, local optimization approach and global optimization approach. Fig. 2 gives a hierarchical taxonomy of service concretization approaches.

3.1 Local Optimization Approach

In local optimization approach, service selection is done for each abstract service independently [10], [35], [45], [72]. The best candidate is selected for each abstract service. This approach is very efficient in terms of computation time, as the time complexity of local optimization approach is \( O(m) \) by using service broker, peer-to-peer or agent-based architecture to perform selection in parallel, where \( m \) is the number of service candidates for each abstract service. Even if the approach is useful in decentralized and dynamic environments,
local optimization approach is not suitable for QoS-based service selection with global QoS constraints, since it can only guarantee local QoS constraints and cannot satisfy the global QoS constraints and preferences.

From the viewpoint of computational time, the local optimization approach can be appropriate when the global QoS constraints are transformed into local constraints in order to overcome its drawback. Some decomposition methods have been proposed [5], [42], [55].

The authors of [5] used the concept of local quality levels, and modeled the decomposition problem as an optimization problem which was formulated as a mixed-integer programming model. The local quality levels were a set of discrete representative values extracted from the quality properties of all candidates. The local constraints were the selected quality levels. The study [42] modeled the decomposition problem as an optimization problem which was solved by a genetic algorithm. They used the concept of quality degree. The quality degrees were a set of discrete quality values from partitioning each quality property. The local constraints were the selected quality degrees. In [55], the mean and standard deviation of the values of QoS attributes were used to decompose global QoS constraints. The time complexity of the decomposition approach in [5] is $O(n \times c \times d)$, in [42] is $O(n \times c \times q)$, and in [55] is $O(n \times c \times m)$, where $n$ is the number of abstract services, $c$ is the number of global QoS constraints, $d$ is the number of quality levels, $q$ is the number of quality degrees, and $m$ is the number of candidates in each service candidate set.

The main drawbacks of these decomposition methods are that the local selection relies on a greedy method, the decomposition deals with QoS parameters independently and does not take into account potential correlations and dependencies among them. Meanwhile, in the above decomposition methods there is no analysis for cases when the requirements of the global QoS constraints are over-constrained. This often leads to a very restrictive decomposition of the global QoS constraints that cannot be satisfied by any of the service candidates even for the otherwise feasible problems.

### 3.2 Global Optimization Approach

Global optimization approaches can solve QoS-aware service selection problem at both local and global service levels [7], [14], [30], [72]. When using global optimization approaches to solve the Web service selection problem, it has been modeled as a 0-1 knapsack problem [31], [34], [70], a constraint optimization problem [25], [57], [71], a multi-dimensional and/or multi-objective optimization problem [36], [39], [74], a weighted directed acyclic graph problem [47], [67], and a mathematical programming problem [1], [6], [7], [17], [27], [48], [72]. Accordingly, many algorithms have been proposed to solve these problems.

There are three types of algorithmic methods in the global optimization approaches: optimal method, sub-optimal method, and soft constraints-based method. Optimal methods, such as the exhaustive algorithm [22], constraint programming-based algorithm [28], [52], and mathematical programming-based algorithm (integer programming (IP) [1], [72], linear programming (LP) [17], or mixed integer programming (MIP) [6], [7], [48]) are designed to find optimal solutions. The authors of [52] explained that constraint programming-based algorithms were essentially very simple, sometimes they could find a solution faster than more complex mathematical programming-based algorithms. Sub-optimal methods, such as the heuristic-based algorithm (discarding subsets, bottom-up approximation and pattern-wise selection [31], H1_RELAX_IP [11], shortest
path heuristic [13], and other heuristics [41], [70]), and the meta-heuristic-based algorithm (tabu search [44], simulated annealing [23], genetic algorithm [14], [40], ant colony optimization [65], [74], particle swarm optimization [23], [75] and others [33]) are designed to find an optimal or a near optimal solution. Meta-heuristics provide both a general structure and strategy guidelines for developing a heuristic for solving service concretization problems. They provide an efficient way to move toward a very good solution. Soft constraints-based algorithms [25], [46], [68], [71] are adopted in order to allow constraint violations in less likely feasible compositions when the requirements of the global QoS constraints are over-constrained.

3.3 Existing Service Concretization Approaches
QoS-aware service composition problem is well-known as a NP-hard problem with no known polynomial-time algorithms to solve them [29]. Besides, the composition can be either static or dynamic. In static composition, all services and their implementations are available before the application is composed. No runtime reconfigurations are possible once the composite service application is launched. The static composition is not concerned with the complexity but the focus is more on the accuracy/optimality of the approach. In dynamic composition, physical nodes, services, and service implementations can be replaced or reconfigured, all of these lead QoS attributes of services to change. Thus the service composition has to be re-planned and the concerns more on the complexity.

The service concretization approaches will be judged with respect to their optimality, their computational efficiency, and their complexity. The optimality is the extent to which the approach produces the best solution. The computational efficiency is the time the approach takes to produce a solution. The complexity is how the approach deals with the re-optimization. By analyzing the existing service concretization approaches by the above three aspects, it can be seen the following results.

1) If there is no requirement specifying global constraints, then local optimization approach is preferable.
2) Optimal method such as mathematical programming-based algorithm, which find optimal solutions are often practically useful only for small scale problems. When the time requirements become excessive or strictly prohibitive, sub-optimal methods must be employed. Continuing efforts have demonstrated that sub-optimal methods for QoS-aware service composition usually require much less computation time than optimal methods and are consistently capable of achieving near optimal solutions [11], [13], [18], [22], [29], [31].
3) The optimal methods need more computation time, especially in dynamic environments. This is exacerbated in a situation where the QoS-aware composition has to be re-planned at runtime, since the computation time of the composition becomes crucial. This was confirmed by the existing studies [14], [22], [23], [70], [72].
4) IP, LP and MIP-based algorithms need linear aggregation functions for the QoS attributes. Some standard attributes, such as the availability or reliability are not linear initially. While linearization can be adopted [72], it is quite difficult in other cases, such as computing the response time for the parallel structures. An alternative would be the use of non-linear IP, however scalability problems would still arise [14]. When using constraint programming-based algorithms the constraints can be expressed without translating them into linear inequalities [52].
5) In the case of the sub-optimal methods (heuristic-based or meta-heuristic-based algorithms), there is a trade-off between computation cost and quality of the solution (how worse sub-optimal methods would be, when compared to an optimal method that always finds the optimal solution).
6) Soft constraints-based methods are proposed to predict run-time service level agreement (SLA) violations for composite services. They work around over-constrained QoS-aware service composition problem and offer a feasible solution. The choice of evaluation functions, defining penalties, and finding a relation between the assigned penalties and the violated guarantees are key factors in soft constraints-based methods.

3.4 Bio-inspired Algorithm-based Service Concretization
In this paper, we are interested in how bio-inspired algorithms are used to solve Web service concretization problems. Although numerous research works have addressed Web service selection and composition problem (including bio-inspired approaches), service discovery and composition mechanisms will face new challenges as the development of cloud computing, big data, and future Internet. We believe that applying biologically inspired approaches to services can make them adapt to dynamic service environment. For example, the authors of [9] had proved that it was beneficial to service management and discovery by adding biological mechanisms to services.
Biological systems present features such as autonomy, scalability, adaptability, and robustness. They are autonomous entities and often self-organized without a central controller. Typical life cycles and behaviors of biological organisms include: birth and death, migration, and replication (or division) of a group of organisms [9]. The biological environment provides a medium that allows biological organisms to interact and mobilize. For example, ants release chemical signals creating chemical gradients in the environment, letting other ants sense the chemical and follow the path to food discovered by other ants.

The author of [43] pointed out four key attributes of biological systems which can be applied to the design of biological inspired systems.

1) A large number of redundant components: a biological system is composed of massive numbers of redundant components. For example, an ant colony may contain millions of ants. A biological system is robust under perturbations or conditions of uncertainty because of the large number of redundant components.

2) Local interactions and collective behavior: an individual ant is not able to find the shortest path to food source, however, a group of ants can find the shortest path via interactions among individual ants through the placement of pheromones.

3) Stochastic or probabilistic nature: the probabilistic nature of biological systems helps them explore large search spaces. For example, mutation in genetic evolution randomly changes genetic information to enable individuals to adapt to the environment. Ants find the shortest path via the probability of choosing different paths.

4) Feedback-based control: biological systems frequently use positive and negative feedback control. For example, ants use positive feedback to deposit the pheromone and to recruit more ants toward a particular path.

In this paper, we will discuss these characteristics in three biological systems, namely, insect colonies, genetic evolution, and swarms. With bio-inspired algorithm-based Web service selection and composition, it is both important and interesting to know the extent of application of bio-inspired algorithms to QoS-based Web service concretization, which are not covered by previous studies. This effort allows us to provide an overview on the existing Web service concretization problem using bio-inspired algorithms.

4 Method of Systematic Review

This section describes our systematic review protocol, consisting of several steps as outlined in [32].

4.1 Research Questions

In order to find principles for applying bio-inspired algorithms to solve Web service concretization problems, we have the following research questions:

1) How are the three types of bio-inspired algorithms applied to solve Web service concretization problems? After knowing how each type of bio-inspired algorithm to solve Web service concretization problem, we have three additional research questions applicable in each type:

2) What are the main issues that need to be addressed if the three types of bio-inspired algorithms are to be applied?

3) What are the strategies proposed to address the issues raised?

4) What are the current challenges or limitations in the application of the three types of bio-inspired algorithms for Web service concretization problems?

The domain of this study is the Web service composition and selection based on ACO, GA, and PSO. Our research questions are not aimed at making a comparison among the three algorithms, however, we discuss the comparisons within the scope of each primary study to support our argumentation of obtained results, and we will present comparisons by experiments.

4.2 Specification for Literature Review Strategy

We use the following terms to search the literature:


2) ant colony algorithm, ant colony optimization, ant-inspired, ant system, ant-based, genetic algorithm, particle swarm optimization, particle swarm algorithm.

We used five electronic databases, namely, ACM Digital Library, ScienceDirect, Google Scholar, IEEExplore, and EI Compendex as data sources and papers were selected for review if they had a key term (or synonym) in the title, abstract or keywords list. We selected 2005 as the starting year for the search since this year marked
the first publication of the application of genetic algorithm to Web service composition, and the ending year is 2012. The search resulted in a total of 454 papers. After eliminating duplicates found by more than one electronic database, we were left with 278 papers. Table 2 shows the distribution of papers before and after removal of duplications among different sources.

The following exclusion criteria is applicable in this review to exclude studies that:
1) Do not relate to Web service selection and composition.
2) Do not report application of bio-inspired algorithms.
3) Do not report experiments and simulations.
4) Are related to semantic Web service composition and selection.

The application of detailed exclusion criteria resulted in 120 remaining references, which were further filtered out by reading full-text. A final figure of 22 primary studies was reached after excluding similar studies that were published in different venues. Relevant information describing the distribution of primary studies within the four QoS attributes is shown in Table 3. The four QoS attributes which are the most commonly used are: response time, cost, reliability and availability, and according to [30], they represent a selection of the most relevant characteristics in the field of services. Response time, run time, and execution time might have the same or different definitions. Table 3 places these attributes into the single time column. In addition, the studies [23], [24], [38] did not provide details about whether the four QoS attributes were considered or not.

Table: Distribution of papers before and after duplication removal among different publication sources

<table>
<thead>
<tr>
<th>Source</th>
<th>Count</th>
</tr>
</thead>
<tbody>
<tr>
<td>ACM Digital Library</td>
<td>10(10)</td>
</tr>
<tr>
<td>ScienceDirect</td>
<td>11(11)</td>
</tr>
<tr>
<td>Google Scholar</td>
<td>55(54)</td>
</tr>
<tr>
<td>IEEExplore</td>
<td>154(120)</td>
</tr>
<tr>
<td>EI Compendex</td>
<td>224(83)</td>
</tr>
<tr>
<td><strong>Total</strong></td>
<td>454(278)</td>
</tr>
</tbody>
</table>

Table 3: Distribution of primary studies

<table>
<thead>
<tr>
<th>Bio-inspired algorithm</th>
<th>Articles</th>
<th>Year</th>
<th>Cost</th>
<th>Time</th>
<th>Availability</th>
<th>Reliability</th>
</tr>
</thead>
<tbody>
<tr>
<td>ACO</td>
<td>[76]</td>
<td>2007</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
</tr>
<tr>
<td></td>
<td>[66]</td>
<td>2008</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
</tr>
<tr>
<td></td>
<td>[60]</td>
<td>2010</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
</tr>
<tr>
<td></td>
<td>[74]</td>
<td>2010</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
</tr>
<tr>
<td></td>
<td>[65]</td>
<td>2011</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
</tr>
<tr>
<td>GA</td>
<td>[14]</td>
<td>2005</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
</tr>
<tr>
<td></td>
<td>[16]</td>
<td>2005</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
</tr>
<tr>
<td></td>
<td>[73]</td>
<td>2006</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
</tr>
<tr>
<td></td>
<td>[26]</td>
<td>2007</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
</tr>
<tr>
<td></td>
<td>[44]</td>
<td>2008</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
</tr>
<tr>
<td></td>
<td>[40]</td>
<td>2008</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
</tr>
<tr>
<td></td>
<td>[37]</td>
<td>2009</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
</tr>
<tr>
<td></td>
<td>[57]</td>
<td>2010</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
</tr>
<tr>
<td></td>
<td>[59]</td>
<td>2012</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
</tr>
<tr>
<td></td>
<td>[50]</td>
<td>2010</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
</tr>
<tr>
<td></td>
<td>[64]</td>
<td>2012</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
</tr>
<tr>
<td></td>
<td>[75]</td>
<td>2012</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
</tr>
<tr>
<td>Combination of GA and PSO</td>
<td>[38]</td>
<td>2007</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Combination of ACO and GA</td>
<td>[67]</td>
<td>2010</td>
<td>✔</td>
<td>✔</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Combination of SPSO and SA</td>
<td>[23]</td>
<td>2011</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
5 RESULTS AND SYNTHESIS OF FINDINGS

5.1 Ant Colony Optimization Algorithm

The ant colony algorithm modeling the behavior of real ants is widely used for combinatorial optimization problem. Ant colony algorithms are developed as heuristic methods to identify efficient paths through a graph and have been applied to identify optimal solutions for service composition problems. The features of ant colony algorithms include positive feedback and local heuristics.

When ant colony algorithms are used to solve Web service concretization problem, the problem is modeled as a weighted DAG with a start point $S$ and a target point $T$. Then the start point $S$ is set as the ants’ nest and the target point $T$ is set as the food source, and the QoS constraints are regarded as the weights of the edges. Thus, the problem is transformed from selecting optimal schema for composite service into selection of the optimal path in the weighted DAG. Fig. 3 presents a service composition graph.

![Fig. 3: A service composition graph](image)

The details of the simple ACO algorithm which adapts the real ants’ behavior to the solution of optimal path problems on weighted DAG are presented in the following. Given a DAG $G = <V, E, \text{QoS}>$, two nodes $i, j \in V$ are neighbors if there exists an arc $(i, j) \in E$. $\tau_{ij}$ is the pheromone density on the edge $(i, j)$. At the beginning of the search process, a constant amount of pheromone is assigned to all the arcs, namely, $\tau_{ij} = C$ ($C$ is a constant, $\forall (i, j) \in E$). In the process of searching, when located at a node $i$, each ant $k$ uses the pheromone density $\tau_{ij}$ and the heuristic information $\eta_{ij}$ on the path to compute the probability of choosing $j$ as next node:

$$p_{ij}^k = \begin{cases} \frac{[\tau_{ij}]^\alpha[\eta_{ij}]^\beta}{\sum_{l \in N^k_i} [\tau_{il}]^\alpha[\eta_{il}]^\beta}, & \text{if } j \in N^k_i; \\ 0, & \text{otherwise}. \end{cases}$$

(7)

where $p_{ij}^k$ represents the probability from point $i$ to point $j$ of ant $k$, $N^k_i$ is the neighborhood of ant $k$ when it is in node $i$, $\alpha$ is a parameter to control the influence of $\tau_{ij}$, $\beta$ is a parameter to control the influence of $\eta_{ij}$. The neighborhood of a node $i$ contains all the nodes directly connected to node $i$ in the graph $G$, except for the predecessor of node $i$.

Each ant changes the pheromone value $\tau_{ij}$ according to (8).

$$\tau_{ij} = (1 - \rho)\tau_{ij} + \Delta \tau^k, \forall (i, j) \in E.$$

(8)

where $\rho$ is the pheromone evaporation coefficient, $\Delta \tau^k$ is the amount of pheromone deposited by ant $k$. The choice of $\Delta \tau^k$ is an important aspect of the algorithm. It can be the same constant value for all the ants. Generally, it is required that the amount of pheromone deposited by an ant to be a non-increasing function of the path length [19].

An ACO algorithm iteratively performs a loop containing two basic procedures, one is how the ants construct solutions of the problem which is to be solved, and the other is how to update the pheromone trails [53]. When using ACO algorithms to solve combinatorial optimization problems, it requires a representation of the problem and the definition of the meaning of pheromone trails as well as the heuristic information. Then a specific ACO algorithm is chose and the parameters are needed to tune. The results of many ACO applications to combinatorial optimization problems show that the best performance is achieved when coupling ACO with a local search algorithm [53]. Once the representation and the pheromone as well as heuristic information are defined, the basic operational flow in ACO is as follows:

1) Initialize ACO parameters;
2) Generate random solutions from each ant’s random walk;
3) Update pheromone intensities;
4) Step 2 to 3 are repeated until a termination condition has been satisfied.

A summary of the results on applying ACO algorithm to Web service concretization is given in Table 4. Besides the listed items, the references in Table 4 differ from each other with respect to the single objective ACO algorithm, which they were based on, such as ant colony system (ACS) adopted in [76], ant system (AS) adopted in [66], [60], [74], and max-min ant system (MMAS) adopted in [65].

The authors of [76] presented a utility function to measure user satisfactory degree. The method was evaluated by comparison with an exhaustive searching using a test scenario with 9 abstract services. The number of concrete service for each abstract service was in the set [10,20,50,100]. The simulation results showed that the execution time of the proposed algorithm was less than that of the exhaustive searching.

In [66], different pheromones were used to denote different QoS attributes. The simulation used 8 abstract services and the number of concrete services corresponding to each abstract service was randomly from 0 to 25. The experimental results showed the dynamic ant colony optimization algorithm had better performance than typical ant colony algorithm.

The study [60] modeled the Web service selection with QoS global optimization problem as a multi-objective optimization problem with user constraints. A multi-objective chaos ACO was proposed to solve it. The chaos variable was used to improve the efficiency. To evaluate the proposed algorithm, the authors compared with a multi-objective GA and a multi-objective ACO algorithm according to three test groups. The number of abstract services and the number of concrete services in each group were (10,5), (20,10), and (20,20). The number of optimal solution and running time were evaluated. The simulation indicated that the proposed algorithm was able to find more optimal solutions and use less time than that of the others.

The authors of [74] used a $k$-tuple pheromone to represent $k$ objectives. A strategy was used to decompose a composite service with a general flow structure into parallel execution paths.

The authors of [65] proposed a culture max-min ant system algorithm to solve the Web service selection problem. A comprehensive evaluation model based on generic QoS and domain QoS was designed. The generic QoS model was used to evaluate the QoS of composite services, and the domain QoS model was used to conquer the over-constrained problem of Web service composition. A scenario with 10 abstract services and each abstract service has 50 concrete services was used to test the performance of the proposed algorithm. The experimental results showed that the solutions found by the proposed algorithm were much better than solutions searched by an ant colony system algorithm and a max-min ant system algorithm.

### 5.2 Genetic Algorithm

Genetic algorithms belong to the larger class of evolutionary algorithms, which generate approximate solutions to optimization and search problems by using techniques inspired by the principles of natural evolution: selection, crossover, and mutation. GA is a powerful tool to solve combinatorial optimization problems [54]. It is an iterative procedure based on a constant-size population. In a GA, a population of strings (called

<table>
<thead>
<tr>
<th>Articles</th>
<th>Heuristic information used</th>
<th>Pheromone updating was applied to</th>
<th>Key parameters</th>
<th>Limitations and highlights</th>
</tr>
</thead>
<tbody>
<tr>
<td>[76]</td>
<td>C, RT, Av</td>
<td>the best solution</td>
<td>$\alpha = 1$, $\beta = 2$, $\rho = 0.05$</td>
<td>Effects of the number of abstract services are not taken into account. Further investigation is required to deal with all situations of clone ants.</td>
</tr>
<tr>
<td>[66]</td>
<td>C, RT, Av, Re</td>
<td>the most satisfying solution</td>
<td>$\alpha = 2$, $\beta = 2$</td>
<td>The setting of parameter is not given and further performance evaluation is required.</td>
</tr>
<tr>
<td>[60]</td>
<td>C, RT, Re</td>
<td>the solution in known Pareto Front</td>
<td>$\alpha = 1$, $\beta = 1$, $\rho = 0.3$</td>
<td>There is a need to use different metrics to measure the performance of multi-objective optimization.</td>
</tr>
<tr>
<td>[74]</td>
<td>C, RT, Av, Re</td>
<td>all the solutions</td>
<td>$\alpha \in [2, 3, 4, 5]$, $\beta \in [4, 8, 9]$, $\rho = 0.7$</td>
<td>All the abstract execution paths are not consistent with the definition, especially those in the experimental part. The optimal of abstract execution paths cannot guarantee the global QoS constraints of a composite service.</td>
</tr>
<tr>
<td>[65]</td>
<td>nine generic QoS attributes including C, RT, RE, Av, and five kind of domain QoS attributes</td>
<td>the top solutions and other remaining solutions using different updating rule</td>
<td>$\alpha = 1$, $\beta = 4$, $\rho = 0.5$</td>
<td>Effects of the changing of the number of abstract services and the number of concrete services are not taken into account. There is a need to devise different scenarios to test scalability.</td>
</tr>
</tbody>
</table>
chromosomes or the genotype of the genome), which are encoded as candidate solutions (called individuals, creatures, or phenotypes) to an optimization problem, evolves toward better solutions. Fig. 4 shows how the genome is made.

Each genome is associated with a fitness value based on a fitness function that indicates how close it comes to meeting the overall specification, when compared to other genomes in the population. The fitness value of an individual is also an indication of its chances of survival and reproduction in the next generation. The fitness can be measured in a variety of ways: a distance, an error, or a time interval. When using GA to solve Web service concretization problems, the fitness function always corresponds to QoS attributes. An example of fitness function for a genome $g$ is given by (9).

$$F(g) = w_1 \cdot C(g) + w_2 \cdot RT(g) + w_3 \cdot Av(g) + w_4 \cdot Re(g) + w_5 \cdot pf$$  \hspace{1cm} (9)

In (9), QoS factors (namely, $C(g)$, $Rt(g)$, $Av(g)$, $Re(g)$) are normalized in the interval $[0, 1]$ according to (1) and (2). $w_1, \ldots, w_5$ are real, positive weighting factors. In particular, $w_1, \ldots, w_4$ indicate the importance of a QoS attribute which are given by a user, while $w_5$ weights the penalty factor. The variable $pf$ indicates the penalty factor for individuals that violate constraints.

A typical GA requires a genetic representation of the solution domain and a fitness function to evaluate the solution domain. Once the genetic representation and the fitness function are defined, a GA executes five steps:

1) Initialization. Traditionally, the population is formed by a group of randomly generated individual solutions.
2) Evaluation. The fitness of each individual in the population is evaluated.
3) Selection. Individual solutions are selected by the measure of fitness to breed a new generation.
4) Evolution. New individuals are created through crossover and mutation operations. The new population is composed of the individuals in the new generation and a few individuals (selected probabilistically) from the previous generation.
5) Termination. Steps 2 to 4 are repeated until a termination condition has been reached.

A summary of the results on applying GA to Web service concretization is given in Table 5.

The study [14] proposed a genetic algorithm with static and dynamic penalty strategy in the fitness function. The experimental results showed that GA was preferred instead of IP when a large number of concrete services were available for each abstract service. When the number of concrete services was small, IP was preferred.

The study [16] proposed a genetic algorithm for cost-driven Web service selection, which only considered cost of concrete services. The test object was a scenario with 20 abstract services, and each abstract service had different number of concrete services. The experimental results showed that the genetic algorithm could work and get better performance when compared with local service selection.

An initial population policy and a mutation policy were proposed to direct the evolution of the genetic algorithms [73]. The performance was evaluated among the genetic algorithms with relation matrix coding scheme and one dimension coding scheme, the genetic algorithms with the initial population policy and population which was randomly created, and the genetic algorithms with the proposed mutation policy and
TABLE 5: Summary of results applying GA to Web service concretization

<table>
<thead>
<tr>
<th>Articles</th>
<th>Fitness function used</th>
<th>Encoding scheme</th>
<th>Selection operator</th>
<th>Crossover operator</th>
<th>Mutation operator</th>
<th>Limitations and highlights</th>
</tr>
</thead>
<tbody>
<tr>
<td>[14]</td>
<td>C, RT, Re, Av, the current generation and the maximum number of generations</td>
<td>integer array coding</td>
<td>roulette wheel selection and elitism selection</td>
<td>two points crossover, probability was 0.7</td>
<td>randomly selected a gene and randomly replaced with another one, probability was 0.01</td>
<td>The randomly replacement in mutation operator is not efficient.</td>
</tr>
<tr>
<td>[16]</td>
<td>C, and a constant</td>
<td>integer array coding</td>
<td>roulette wheel selection and elitism selection</td>
<td>single point crossover, probability was 0.8</td>
<td>randomly selected a gene in each chromosome and mutated, probability was 0.1</td>
<td>It is difficult to decide the value of the constant in the fitness function. Further investigation is required to design the fitness function and other QoS attributes should be considered. The experiments was too simple.</td>
</tr>
<tr>
<td>[26]</td>
<td>C, RT, Re, Av, and a penalty item</td>
<td>tree-coding</td>
<td>roulette wheel selection</td>
<td>single point crossover, probability was 0.7</td>
<td>randomly selected a gene in each chromosome and mutated, probability was 0.1</td>
<td>The crossover or mutation operators may generate illegal individuals frequently, and the proposed algorithm does not treat distributed service deployment.</td>
</tr>
<tr>
<td>[2]</td>
<td>C, RT, Re, Av, and reputation</td>
<td>integer array coding</td>
<td>rank-based selection and elitism selection</td>
<td>single point crossover, probability was 0.9</td>
<td>randomly selected a gene in each chromosome and mutated, probability was 0.01</td>
<td>The repairing operator randomly selects and assigns values, the efficiency is low and it cannot guarantee of finding the feasible solution in the maximal repairing times.</td>
</tr>
<tr>
<td>[44]</td>
<td>C, RT, Re, reputation, security, and a penalty item</td>
<td>integer array coding</td>
<td>tournament selection</td>
<td>two points crossover, probability was 0.7</td>
<td>randomly selected a gene in each chromosome and mutated, probability was 0.2</td>
<td>The hybrid genetic algorithm is based on exploration of the neighborhood, and the percentage of the neighborhood is a key factor to determine.</td>
</tr>
<tr>
<td>[40]</td>
<td>C, RT, Re, Av, and a penalty item</td>
<td>relation matrix coding</td>
<td>roulette wheel selection</td>
<td>special crossover operator, probability was 0.7</td>
<td>randomly selected a gene in each chromosome and mutated, probability was 0.1</td>
<td>More scenarios are required to test the proposed algorithm. The investigation is required to escape from frequently created illegal individuals by the crossover and mutation operator.</td>
</tr>
<tr>
<td>[37]</td>
<td>C, RT, Re, Av, and reputation</td>
<td>did not provide</td>
<td>did not provide</td>
<td>constrained single point crossover, probability was 0.8</td>
<td>the selection of mutation focused on one specific gene of the entire chromosome, probability was 0.001</td>
<td>The proposed algorithm is required to test more scenarios and further comparisons are needed.</td>
</tr>
<tr>
<td>[57]</td>
<td>C, RT, Re, Av, total number of constraint violations in a solution, and the maximal number of possible constraint violations</td>
<td>integer array coding</td>
<td>roulette wheel selection</td>
<td>a knowledge-based one, probability was 0.9</td>
<td>randomly selected a gene in each chromosome and mutated, probability was 0.15</td>
<td>The performance is not stable, further improvement is required to modify the local optimizer.</td>
</tr>
<tr>
<td>[59]</td>
<td>C, RT, Re, Av, the reverse index number of qualitative pattern, and some violation value with respect to quantitative constraints</td>
<td>binary string coding</td>
<td>according to a defined probability to select individuals</td>
<td>uniform crossover</td>
<td>randomly chose a single bit of a string to mutate</td>
<td>The structure of execution plan is focus on sequential flow. Large number of service candidates leads to long length of the gnome, and the readability of the chromosomes is fairly weak.</td>
</tr>
</tbody>
</table>

other policies. The experimental results showed that the proposed genetic algorithm could get more excellent composite service plan than standard genetic algorithm.

A novel tree-coding genetic algorithm for QoS-aware service composition was investigated in [26]. The tree-coding could simultaneously express multiple types of composite relationships and could re-plan process at runtime. The performance was evaluated by comparing with one-dimensional coding genetic algorithms. The number of abstract services varied from 9 to 27 with 3 as step length. The experimental results showed that the tree-coding genetic algorithm was effective and faster than one dimensional coding genetic algorithm.

The study [2] presented a repair genetic algorithm to address the Web service composition optimization problem in the presence of domain constraints and inter service dependencies and conflicts. The proposed genetic algorithm used a repair operator to fix up the infeasible individuals such that all the individuals in the population were always feasible. The repair operator was an iterative heuristic approach which randomly selected a gene and randomly chose a value from the set of minimal conflict values for the selected gene. The performance was evaluated by testing the effectiveness and scalability of the proposed repair genetic algorithm, and compared with genetic algorithm without repairing. The experimental results showed that the repair genetic algorithm was scalable and effective.

A tabu search method and a hybrid genetic algorithm were proposed to solve QoS-aware service composition [44]. The hybrid genetic algorithm used a local improvement procedure, which was based on an iterative neighborhood search. The performance of a basic genetic algorithm, an iterative steepest descent methods, a tabu search based algorithm, and a hybrid genetic algorithm was compared with each other. The experimental
results showed that the hybrid genetic algorithm performed better than the basic genetic algorithm for small and medium problem sizes, and that the tabu search based algorithm was not better except for small problem instances and short run times.

The study [40] addressed Web service selection with global QoS constraints using a genetic algorithm with enhanced initial population policy and an evolution policy. An expectation value was used to control the population diversity. The enhanced initial population policy and the evolution policy were used to improve the convergence. The performance was evaluated with regard to the coding scheme, the population diversity handling, the enhanced initial population, and the evolution policy. The standard genetic algorithm was used to compare with the proposed one. The experimental results showed that the proposed genetic algorithm could improve the fitness and promote the convergence.

The authors of [37] proposed a method for incorporating the genetic algorithm and rough set theory, and exemplified by solving the problem of Web services composition. The proposed approach was compared with standard GA and exhaustive enumerations. The experimental results showed that the execution time of the proposed genetic algorithm was not limited to the number of components, and the converged performance and hit rate were much better than that of the other two.

The study [57] modeled the Web service selection problem as a constrained combinatorial optimization problem, and a hybrid genetic algorithm was proposed to solve it. The dependency constraint and conflict constraint among Web services were considered. A local optimizer was used to improve the individuals in the initial population. The performance evaluation was performed by comparing the proposed algorithm with penalty-based and repairing-based genetic algorithms. Three sets of test problems with different number of abstract services, concrete services, and constraints were tested. The experimental results showed the hybrid algorithm was as scalable as the other two genetic algorithms, and could find better quality of solutions. The computation time of the hybrid algorithm did not change as the number of concrete services changed and increased linearly when the number of abstract services or when the number of constraints increased.

In [59], a service composition model considering quantitative and qualitative non-functional properties was presented. The global optimization with local selection algorithm and genetic algorithm were proposed to conduct service composition. The performance was evaluated using a public available dataset and synthetic dataset. The experimental results showed that the quality of GA was better than the global optimization with local selection algorithm in most cases.

### 5.3 Particle Swarm Optimization

Particle swarm optimization is one of the evolutionary computational techniques. It has been widely used to solve multi-objective optimization problems because it has a small number of parameters, strong robustness, and it is simple and easy to implement. The algorithm finds the optimal solution through iterations after initializing a group of random particles.

The particles update their speed and position through individual best and global best according to (10).

\[
\begin{align*}
    x_{id}(t + 1) &= x_{id}(t) + v_{id}(t + 1) \\
    v_{id}(t + 1) &= \omega v_{id}(t) + c_1 \gamma_1 (P_{id}(t) - x_{id}(t)) + c_2 \gamma_2 (P_{gd}(t) - x_{id}(t))
\end{align*}
\]

where \(\omega\) is the inertia weight that controls the exploration and exploitation of the search space. \(c_1\) (cognition coefficient) and \(c_2\) (social coefficient) are the acceleration constants which change the velocity of a particle towards the \(P_{id}\) and \(P_{gd}\) [53]. \(\gamma_1\) and \(\gamma_2\) are two mutually independent random functions. \(P_{id}\) is an individual best, \(P_{gd}\) is a global best, \(x_{id}\) and \(v_{id}\) are the speed and position of d-dimensional particle \(i\), and \(t\) means the \(t\)-th generation.

The basic operation of PSO is given by,

1) Initialization. The swarm population is formed.
2) Evaluation. The fitness of each individual particle is evaluated.
3) Modification. The best position of each particle, the best position of the whole swarm and each particle’s velocity are modified.
4) Update. Move each particle to a new position.
5) Termination. Step 2 to 4 are repeated until a termination condition has been satisfied.

A summary of the results on applying PSO to Web service concretization is given in Table 6.

The study [24] proposed a multi-objective discrete PSO algorithm for Web selection. The performance of the proposed algorithm was compared with an exhaustive method. The experimental results showed the PSO algorithm could get low computation cost and high quality solutions.

The authors of [50] investigated a discrete multi-objective PSO for optimal Web service composition. The performance was verified by comparing with a multi-objective GA (named NSGAII). The number of abstract
TABLE 6: Summary of results applying PSO to Web service concretization

<table>
<thead>
<tr>
<th>Articles</th>
<th>Fitness function used</th>
<th>The presentation of particle</th>
<th>Key parameter</th>
<th>Limitations and highlights</th>
</tr>
</thead>
<tbody>
<tr>
<td>[24]</td>
<td>did not provide</td>
<td>N-tuple</td>
<td>( \omega ) was computed according to constraints</td>
<td>The experiments cannot show the efficiency of the proposed algorithm, and the fitness function and some parameters are not provided.</td>
</tr>
<tr>
<td>[50]</td>
<td>C, RT</td>
<td>N-dimensional vector</td>
<td>( \omega = 0.0275, c_1 = 0.3, c_2 = 0.49 )</td>
<td>Further performance evaluation is required, especially various performance metrics are needed to measure performance of multi-objective optimization algorithms.</td>
</tr>
<tr>
<td>[64]</td>
<td>C, RT, Av, and reputation</td>
<td>N-dimensional vector</td>
<td>( \omega, c_1 ) and ( c_2 ) were self-adaptive</td>
<td>The adaptive termination of algorithms is not considered.</td>
</tr>
<tr>
<td>[75]</td>
<td>C, RT, Re, Av</td>
<td>N-dimensional vector</td>
<td>( \omega, c_1 ) and ( c_2 ) were self-adaptive</td>
<td>Further experiments are required to make sure the results are not biased by the QoS attributes of concrete services.</td>
</tr>
</tbody>
</table>

services was 50, 20 and 5, and the number of concrete services varied from 4 to 50. The experimental results showed that the proposed PSO algorithm used more execution time and created more number of Pareto solutions than that of NSGAII.

The authors of [64] presented an improved PSO algorithm with a non-uniform mutation strategy, an adaptive weight adjustment strategy, and a local best first strategy for QoS-aware Web service selection. These strategies were used to enhance the population diversity and improve convergence speed in global and local level. The performance of the proposed algorithm with each strategy was evaluated, and comparisons with other three algorithms were also presented. The number of abstract services was from 10 to 30 with step of 5, and the number of candidate services for each abstract service was randomly obtained from 10 to 20. The experimental results showed that the proposed strategies could improve the convergence and fitness values to overcome premature to some extent.

The study [75] proposed an immune optimization algorithm based on PSO for QoS-driven Web service composition with global constraints. An improved local best first strategy and a perturbing global best strategy were also presented. The performance of the proposed algorithm was evaluated by comparing with the standard PSO and the GA [40]. The task numbers are 20, 40, 60, and 80 for composite Web service instances and each task contains 15 candidate services. The mean best fitness and standard deviation of the optimal fitness values were tested. The experimental results showed that the proposed algorithm was better than the other two in terms of search ability, convergence property, and stability.

5.4 Combination of Different Bio-inspired Algorithms

A summary of the results on applying the combination of bio-inspired algorithms to Web service concretization is given in Table 7.

In [38], a hybrid genetic particle swarm algorithm was proposed to solve Web service composition problem. The algorithm was designed to balance the global optimization iteration numbers and local optimization iteration numbers. The performance was verified by comparing with a balanced multi-objective GA. The experimental results indicated that the hybrid algorithm improved the local result optimization.

TABLE 7: Summary of results applying combination of bio-inspired algorithm to Web service concretization

<table>
<thead>
<tr>
<th>Articles</th>
<th>Fitness function used</th>
<th>Reason(s) for combining</th>
<th>Limitations and highlights</th>
</tr>
</thead>
<tbody>
<tr>
<td>[38]</td>
<td>did not provide details</td>
<td>The GA was used to search throughout the problem space, and the PSO was used to enhance local search ability.</td>
<td>There is a need to show more details of the experiments, and find most appropriate and robust parameters for testing.</td>
</tr>
<tr>
<td>[67]</td>
<td>C, RT</td>
<td>The GA was used to set the key parameters of ACO</td>
<td>The experiment cannot indicate the performance of the algorithms. The QoS dataset is not provided. There is a need to design more scenarios for performance testing.</td>
</tr>
<tr>
<td>[23]</td>
<td>did not provide details</td>
<td>The swarm in SPSO was often not convergent to the global optimal position but a local best position, and SA was convergent to the optimum but its convergent speed was slow.</td>
<td>The parameters of the proposed algorithm and the QoS dataset are not provided. Further investigations are required to test the performance of the proposed algorithms in terms of the changing number of abstract services and concrete services.</td>
</tr>
</tbody>
</table>
A combination of ACO and GA for Web service composition was presented in [67]. The performance of the proposed algorithm was evaluated by comparing with a GA and an immune algorithm. The test object was a composite service with 10 tasks and each task with 35 candidate services. The experimental results showed that the combination algorithm had better performance than the other two algorithms in terms of optimal solution and iteration times.

A cooperative evolution algorithm that consisted of stochastic particle swarm optimization (SPSO) and simulated annealing (SA) was presented to solve the Web service selection problem [23]. Furthermore, a multi-objective SPSO for Web service composition with global constraints was proposed. The SPSO was used to search the local optimum rapidly, while SA was adopted to make the individual jump off the local optimum with greater probability. The performance was evaluated by comparing the performance of SPSO, SA, and cooperative algorithm according to the quality of solution, computation complexity, and convergence rate. The experimental results indicated that cooperative algorithm was better than the other two.

5.5 Discussions
A variety of studies suggest that parameter selection has a strong impact on the performance of a bio-inspired algorithm. They argue that inept setting of parameters of bio-inspired algorithms may result in bad performance of service composition, but only a few of the existing studies [64], [65], [74], [75] gave an explicit investigation about how the setting of parameters affected the performances of service composition based on bio-inspired algorithms. For example, the design of GA has a great influence on its behavior and performance [51]. It is necessary for GA to accord with the characteristic of the service composition in order to get better performance. By reviewing a number of studies on bio-inspired algorithm-based Web service composition, we summarize the main control parameters involved in each algorithm as listed in Table 8, which can be referred when using bio-inspired algorithms to deal with service composition problems.

The ant colony algorithm focuses on theoretical problems such as parameter initialization and information updating. It can be run continuously and adapts to changes in real time. It may have some advantages over PSO and GA approaches if the graph changes dynamically. On the other hand, the efficiency of the ant colony algorithm is very low. In genetic algorithms, the mutation and crossover operator are relatively fixed, and random search without guide will cause degeneration. ACO and PSO share many common points with GA, such as a randomly generated population, and a fitness function to evaluate and search. Unlike GA, however, ACO and PSO have no evolution operators such as crossover or mutation. In addition, PSO is

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Main control parameters</th>
</tr>
</thead>
<tbody>
<tr>
<td>ACO</td>
<td>number of ants</td>
</tr>
<tr>
<td></td>
<td>number of iterations</td>
</tr>
<tr>
<td></td>
<td>influence of heuristic ($\beta$)</td>
</tr>
<tr>
<td></td>
<td>influence of pheromone ($\alpha$)</td>
</tr>
<tr>
<td></td>
<td>pheromone evaporation coefficient ($\rho$)</td>
</tr>
<tr>
<td></td>
<td>definition of heuristic factor ($\eta$)</td>
</tr>
<tr>
<td></td>
<td>pheromone updating strategy</td>
</tr>
<tr>
<td>GA</td>
<td>population size</td>
</tr>
<tr>
<td></td>
<td>number of generations</td>
</tr>
<tr>
<td></td>
<td>encoding scheme</td>
</tr>
<tr>
<td></td>
<td>selection operator</td>
</tr>
<tr>
<td></td>
<td>crossover operator</td>
</tr>
<tr>
<td></td>
<td>crossover probability</td>
</tr>
<tr>
<td></td>
<td>mutation operator</td>
</tr>
<tr>
<td></td>
<td>mutation probability</td>
</tr>
<tr>
<td></td>
<td>definition of fitness function</td>
</tr>
<tr>
<td>PSO</td>
<td>population size</td>
</tr>
<tr>
<td></td>
<td>inertia weight ($\omega$)</td>
</tr>
<tr>
<td></td>
<td>number of generations</td>
</tr>
<tr>
<td></td>
<td>particle initial position</td>
</tr>
<tr>
<td></td>
<td>particle initial velocity</td>
</tr>
<tr>
<td></td>
<td>acceleration factor ($c_1$ and $c_2$)</td>
</tr>
<tr>
<td></td>
<td>definition of fitness function</td>
</tr>
</tbody>
</table>
easy to implement and there are a few more parameters to adjust. All these bio-inspired algorithms have the problem of premature convergence, and they will be easily trapped into the local optimality. So many efforts are made to improve the performance through combining them.

Normally, the Web service composition needs to be performed and completed in a short time period and the quality of solutions needs to fully satisfy a user’s requirements. Many studies into Web service composition based on bio-inspired algorithms are attempting to reduce processing time for a near optimum solution, to improve the quality of solutions, and particularly to avoid being trapped into local optimization. Some studies have carried out comparisons among different types of a kind of algorithm, such as comparing the performance of ACO and chaos ACO [60], comparing the performance of improved GA and standard GA [2], [26], [37], [40], [44], [57], [73], and others have compared different types of algorithms, such as comparing the performance of combination of ACO and GA with that of standard GA [67].

6 Experiments and Analysis

We have conducted extensive simulations to evaluate the performance of ACO and GA, which we will describe in this section. We have done some work to apply ACO and GA for Web service composition [62], [63], however, we did not compare the two algorithms. In this paper, the comparisons between ACO and GA are conducted.

The ACO algorithm was based on ant colony system. Both the number of ants in ACO and the size of population in GA are 20. In this experiment, trial testing method is adopted to determine most suitable values for all parameters in ACO and GA, considering other researchers’ earlier experiments. We define stop criteria for both algorithms: iterate until a maximum number of iteration (1000 in our case study) is reached, alternatively, iterate until the best fitness value remains unchanged for a given number of iteration (50 in our case study).

6.1 The Dataset

In our evaluation, we experimented with two types of datasets as used in [5], [59]: the real-word Web service QoS dataset (QWS) and synthetic datasets (RQoS). The publicly available dataset QWS [3] comprises measurements of 9 QoS attributes for 2507 real-world Web services. It is utilized as the QoS dataset of candidate services and specifically we use response time, availability, throughput, successability, and reliability as the QoS attributes. More details about this dataset can refer to [4]. For synthetic datasets, they are randomly generated from the interval [1, 100]. Except for response time and throughput, others’ units are percent.

6.2 Evaluation Methodology

For the purpose of our evaluation, we considered some scenarios, where a composite service comprises \( n \) abstract services (\( n \) varies in our experiments between 10 and 50, in increments of 10). There are \( m \) concrete services in each service candidate set (\( m \) varies in our experiments between 100 and 1000, in increments of 100). Thus, we randomly partitioned each of the aforementioned datasets into \( n \) service candidate sets. The objective is to maximize the overall score of execution path which is given in (5). We then recorded the required computation time (the average of 50 executions) by ACO and GA. As ACO and GA are sub-optimal method, we have evaluated the quality of the results obtained by these two bio-inspired algorithms through comparing it with the optimal results obtained by the MIP approach. We compute the optimality of the results of ACO and GA by comparing the overall fitness value \( U_{bio} \) of the selected services to the overall fitness value \( U_{global} \) of the optimal selection obtained by the MIP approach, that is \( \text{optimality} = \frac{U_{bio}}{U_{global}} \). We used the open source integer programming system lpsolve version 5.5 [12].

6.3 Performance Comparison

In the following we present a performance comparison of ACO and GA with respect of the number of candidate services, and the number of abstract services. In Fig. 5, we compare the performance of ACO and GA with respect to the number of candidate services for each abstract service. The number of service candidates per abstract service varies from 100 to 1000, while the number of abstract service is set to 10. The results indicate that the required computation time of GA increases very slowly, this makes GA more scalable than ACO.

In the experiment shown in Fig. 6, we study the performance of both algorithms with respect to the number of abstract services in the composition. Again, we observe that GA outperforms ACO in all datasets. The reason is that each ant needs to compute the probability of next node when it finds the path and such computation costs much time.

Next, we present the evaluation of the quality of the results obtained by ACO and GA in terms of the achieved optimality. Table 9 shows the optimality achieved with different datasets and a varying number of
Fig. 5: Performance vs. number of candidate services

Fig. 6: Performance vs. number of abstract services

**TABLE 9: Mean of optimality (%)**

<table>
<thead>
<tr>
<th>Scenarios</th>
<th>QWS</th>
<th>RQoS</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>ACS</td>
<td>GA</td>
</tr>
<tr>
<td>( n ) is fixed at 10, ( m ) varies between 100 and 1000, in increments of 100</td>
<td>100</td>
<td>100</td>
</tr>
<tr>
<td>( m ) is fixed at 50, ( n ) varies between 10 and 50, in increments of 10</td>
<td>100</td>
<td>100</td>
</tr>
</tbody>
</table>

Table 10 gives the mean of FRIT with different datasets and a varying number of candidate services and abstract services. The results indicate that GA and ACO were able to achieve very close-to-optimal results.

Table 10 gives the mean of FRIT with different datasets and a varying number of candidate services and
TABLE 10: Mean of FRIT

<table>
<thead>
<tr>
<th>Scenarios</th>
<th>QWS</th>
<th>RQoS</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>ACS</td>
<td>GA</td>
</tr>
<tr>
<td>$n$ is fixed at 10, $m$ varies between 100 and 1000, in increments of 100</td>
<td>1</td>
<td>6</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>7</td>
</tr>
<tr>
<td></td>
<td>1</td>
<td>7</td>
</tr>
<tr>
<td></td>
<td>1</td>
<td>6</td>
</tr>
<tr>
<td></td>
<td>1</td>
<td>6</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>6</td>
</tr>
<tr>
<td></td>
<td>1</td>
<td>6</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>7</td>
</tr>
<tr>
<td></td>
<td>1</td>
<td>7</td>
</tr>
<tr>
<td></td>
<td>1</td>
<td>7</td>
</tr>
<tr>
<td>$m$ is fixed at 50, $n$ varies between 10 and 50, in increments of 10</td>
<td>1</td>
<td>6</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>9</td>
</tr>
<tr>
<td></td>
<td>11</td>
<td>11</td>
</tr>
<tr>
<td></td>
<td>16</td>
<td>13</td>
</tr>
<tr>
<td></td>
<td>20</td>
<td>14</td>
</tr>
</tbody>
</table>

A varying number of abstract services. The value of ‘FRIT’ is iteration numbers when the best fitness value appeared and from this iteration the value of the best fitness will not change. The results show that both algorithms need more iteration numbers to get the best fitness value when the number of abstract services increases. When the number of concrete services increases, the values of FRIT of both algorithms almost not change and ACS can get the best fitness value almost in the first iteration.

7 CONCLUSION

In this paper, the Web service concretization based on bio-inspired algorithms is discussed. The existing QoS-based Web service concretization approaches can be categorized into two groups: local optimization and global optimization. The local optimization cannot consider global constraints, or it can be achieved by using decomposition methods. The global optimization approaches construct composite services from a global level to satisfy the QoS constraints. Several optimal and sub-optimal algorithms have been proposed to solve QoS-based Web service concretization problems. Particularly, meta-heuristics-based algorithms intend to find a near-to-optimal solution. These algorithms have good scalability and can decrease the computational complexity in selecting services if compared with the optimal algorithms.

The applications of ant colony algorithm, genetic algorithm, and particle swarm optimization algorithm to Web service concretization have been described in details. Comparisons between the former two algorithms have been conducted. While some progress has been made in recent years in the area of bio-inspired algorithms-based Web service concretization, there remains much potential for further efforts to be made in this area.

One future challenge is to establish a standard framework for designing and testing bio-inspired algorithm-based service concretization. Currently, there is no such framework available. The existing studies presenting comparisons among bio-inspired algorithms had limited themselves to their own simulated environment and test data set. Their experimental results represented only a small number of specific scenarios. We cannot tell which algorithm performs better in a certain scenario. Guidelines are also needed for service developers to choose the optimal algorithm to offer composite services, which could enable the service users to get better performance based on their own requirements and preferences.

A second major challenge is to explore key features and mechanisms of biological systems to be applied in cloud computing and big data areas. Due to the deluge of enormous sources of data and the development of cloud computing, applications based on data-intensive services have become the most challenging type of applications in service-oriented computing. Data access, data analysis, and data manipulation may require a nontrivial composition of a series of data retrieval and process executions. The service-based strategy provides maximal flexibility when designing data-intensive applications. These data services are different from traditional services because they handle huge amounts of data, so their QoS attributes might be quite different. Because these data-intensive services are normally larger scale and usually more complex, we deem that bio-inspired mechanisms can also facilitate data-intensive service provision with convincing outcomes. The design of the three bio-inspired algorithms for data-intensive service provision is currently under way.
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