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ABSTRACT

Objectives: To provide initial evidence for the construct, concurrent, and predictive validity of the Team-Referent Attributions Measure in Sport (the TRAMS).

Design: Cross-sectional in Studies 1 and 2, and multiple time points in Study 3.

Method: Study 1 required participants (N = 500) to complete the TRAMS for their “least successful” and “most successful” performances in the preceding three months. In Study 2, after performance, participants (N = 515) completed the TRAMS and the Causal Dimension Scale for Teams (CDS-T; Greenlees et al., 2005). Study 3 required participants (N = 165) to complete a measure of pre-competition collective-efficacy prior to performance (Day 1, Time 1), the TRAMS following performance (Day 1, Time 2), and a measure of subsequent collective-efficacy prior to subsequent performance (Day 7-9, Time 3).

Results: Study 1 supported the factor structure of the TRAMS across least successful and most successful conditions. Study 2 provided further support for the factor structure of the TRAMS, together with evidence of concurrent validity with subscales of the CDS-T. Study 3 revealed, following team defeat, interactions between controllability and generalisability dimensions; Controllability had a significant effect upon subsequent collective-efficacy when causes of team defeat were also perceived to generalise across situations and/or across teams. Following team victory, stable attributions were positively associated with subsequent collective-efficacy.

Conclusions: This article provides initial evidence for the validity of the TRAMS and demonstrates for team-referent attributions the theoretical advantages of examining a broader conceptualisation of generalisability attributions and interactive effects of attributions.

© 2014 The Authors. Published by Elsevier Ltd. This is an open access article under the CC BY-NC-ND license (http://creativecommons.org/licenses/by-nc-nd/3.0/).

Team-referent attributions refer to team members’ individual explanations for collective outcomes. The attributions made for group outcomes are proposed to have an important role in the affective, cognitive, physiological and behavioural responses of group members (Allen, Coffee, & Greenlees, 2012). For example, the explanations we form for group outcomes influence emotions (e.g., pride or shame), efficacy for future performances (i.e., confidence to perform in the future), hormones (e.g., elevation or reduction in cortisol and testosterone levels), and subsequent behaviour (e.g., increased or reduced involvement).

A central premise within attribution research is that there is a dimensional structure underpinning the reasons people give for their failures and successes. The Attribution Theory of Achievement Motivation (ATAM; e.g., Weiner, 1985) considers three primary attribution dimensions: locus of causality, stability, and controllability. Locus of causality refers to the extent to which causes are seen as either residing within or outside an individual. Stability refers to the extent to which causes are seen as either stable or variable. Controllability refers to the extent to which causes are seen as regulated by individuals/teams or something over which control cannot be exerted. For example, an attribution to “poor genetics” is usually (but not always) categorised as internal, stable, and uncontrollable.

An important advancement in the measurement of team-referent attributions, based upon the ATAM model, was the development of the Causal Dimension Scale for Teams (CDS-T; Greenlees, Lane, Thelwell, Holder, & Hobson, 2005). This self-assessment, situation-specific questionnaire, derived from the Revised Causal Dimension Scale (CDS-II; McAuley, Duncan, & Russell, 1992), requires team members to identify the main cause of a team outcome and then to rate that cause along a series of bipolar items that correspond to four attribution dimensions: locus of causality, stability, team control (control by the team), and external control.
(control by others). To develop the CDS-T, Greenlees and colleagues made two major amendments to the CDS-II: First, the authors reworded each item to reflect a team rather than a self-referent attribution; the word “you” was replaced with “your team” throughout the revised questionnaire. Second, the authors generated four new items to increase the item pool for each attribution dimension from three items to four items. Greenlees et al. reported good overall fit for the four-factor CDS-T ($\chi^2(98) = 210.21$; RMSEA = .05, $p > .05$; NFI = .95; CFI = .96) with coefficient alpha reliabilities ranging from .74 to .82. There were, however, some concerns about low factor loadings for items with six factor loadings below .70 and one factor loading below .50.

The CDS-T has subsequently been used to explore the correlates of team-referent attributions in sport settings (Allen, Jones, & Sheffield, 2009; Chow & Feltz, 2008; Dithurbide, Sullivan, & Chow, 2009; Greenlees et al., 2007; Shapcott, Carron, Greenlees, & El Hakim, 2010). For example, Greenlees et al. demonstrated that attributions following success were more likely to be perceived as internal, stable, and controllable, and Dithurbide et al. reported evidence that collective efficacy was higher when causes of prior performance were considered less stable. Allen and colleagues explored interactive effects of attributions on collective-efficacy and reported, following team defeat, an interaction for external control and stability, and, following team victory, an interaction for team control and stability. Across conditions, the nature of the interactions was the same: If causes were perceived as stable, higher levels of control (team control—following team defeat—and external control—following team victory) were positively associated with subsequent collective-efficacy.

Despite the progress in the team-referent attribution literature—afforded through the development of the CDS-T—theoretical advancements are limited by the lack of an alternative validated measure to the CDS-T for assessing situation-specific team-referent attributions in sport. This reasoning is underpinned by the following two key points: First, the CDS-T suffers from the same conceptual and measurement issues inherent in its parent measure, the CDS-II. In reference to the CDS-II, it has been noted that the assessment of personal (team, for the CDS-T) and external control is not congruent with the ATAM framework and that respondents have considerable problems interpreting scale anchors (Biddle & Hanrahan, 1998; Biddle, Hanrahan, & Sellars, 2001). Typically, with research using the CDS-II, the conceptual modification of controllability results in very high correlations between locus of causality and personal control (e.g., Crocker, Eklund, & Graham, 2002). Similarly, very high and significant correlations between locus of causality and team control have been noted in research using the CDS-T ($r = .69-.79$, $p < .01$, Allen et al., 2009; $r = .84$, $p < .01$, Dithurbide et al., 2009), suggesting cause for concern regarding the discriminant validity of the subscales. Second, empirical evidence from research into self-referent attributions (Coffee & Rees, 2008a, 2008b; Crocker et al., 2014) provides support for a broader conceptual approach to assessing attributions in sport (Allen et al., 2012; Rees, Ingledew, & Hardy, 2005).

Rees et al. (2005) proposed that attribution research in sport should focus upon the main effects of controllability, together with the interactive effects of controllability and generalisability dimensions (stability, globality, and universality). This proposal is underpinned by three key points. First, that controllability is a key dimension upon which attention should be focused. Second, that attribution research would benefit from examining a broader conceptualisation of generalisability dimensions; that is, in addition to stability, examining the globality and universality of causes. As noted before, stability refers to the extent to which causes are seen as either stable or variable. Globality refers to the extent to which causes are seen to affect a wide range of situations or a narrow range of situations, and universality refers to the extent to which causes are seen as common to all people/teams or unique to individuals/teams. Third, that model generalisability implies the need to move beyond main effects and consider interactive effects of attribution dimensions. (The reader is referred to Coffee & Rees, 2008a, and Rees et al., 2005, for a more elaborate discussion of these proposals.)

To permit investigation of these proposals, Coffee and Rees (2008a) developed a measure of Controllability, Stability, Globality, and Universality attributions (the CSGU). The CSGU is a 16-item self-referent, situation-specific self-report questionnaire that assesses controllability and the three generalisability dimensions of stability, globality, and universality. The authors reported a good fit for the four-factor structure (least successful condition: RMSEA = .04, SRMR = .04, NFI = .98; CFI = .98; most successful condition: RMSEA = .04, SRMR = .05, NFI = .97; CFI = .98), together with coefficient alpha reliabilities ranging from .81 to .91. In line with proposals by Rees et al. (2005), the CSGU has been used to explore the main and interactive effects of attribution dimensions upon emotional and cognitive consequences of attributions (Coffee & Rees, 2008a, 2008b, 2009; Crocker et al., 2014). For example, Crocker and colleagues reported significant relationships between guilt and attributions of controllability, stability and globality, and between physical self-concept and shame and attributions of controllability and globality. Coffee and Rees have reported, following less successful performances, interactive effects for controllability and generalisability dimensions, and, following more successful performances, main effects for generalisability dimensions upon self-efficacy. The interactive effects, following less successful performances, demonstrated that controllability was positively associated with subsequent self-efficacy when causes were perceived to generalise across time (stability; Coffee & Rees, 2008a, 2009) or situations (globality; Coffee & Rees, 2008b).

The purpose of the current article is to provide initial evidence for the construct, concurrent, and predictive validity of a new, four-factor (controllability, stability, globality, and universality) measure of team-referent attributions: the Team-Referent Attributions Measure in Sport (the TRAMS). The TRAMS assesses individual group member perceptions of the causes of group outcomes. In Study 1, we examined the construct validity of the TRAMS across least successful and most successful conditions using confirmatory factor analysis (CFA). In Study 2, following team defeat and team victory, we again tested the factor structure of the TRAMS through CFA, together with examining evidence for concurrent validity by exploring correlations between the TRAMS dimensions and dimensions of the CDS-T. We hypothesized that high correlations would emerge between the TRAMS controllability subscale and the CDS-T team control subscale, and between the TRAMS stability subscale and the CDS-T stability subscale. In Study 3 we explored the predictive validity of the TRAMS and examined main and interactive effects of team-referent attributions on collective-efficacy following team defeat and team victory.

**Study 1**

**Method**

**Participants**

Participants were 500 (121 female; $M_{age}$ 19.88 ± 2.04 years) sport, exercise, and health science students at three universities in the UK who competed in sport. The sample was predominantly White (85.40%); 28 participants did not report ethnicity. Participants had competed for a mean of 9.99 (SD = 4.18) years in their main sport. Participants self-selected their level of competition/performance from the descriptors club ($n = 263$), county ($n = 108$),
regional \((n = 69)\), national \((n = 39)\), and international \((n = 17)\) level (four participants did not report their level of performance). The principal sports of participants included soccer \((n = 246)\), rugby \((n = 54)\), cricket \((n = 39)\), basketball \((n = 25)\), and hockey \((n = 25)\).

Procedure

Ethical approval was obtained from a university ethics review committee and participants provided informed consent. Participants completed the questionnaire before or after a lecture, and participation was voluntary with no course credits or financial incentives offered. Team sport athletes were asked to participate and the questionnaire took approximately 10 min to complete. Participants were asked to remember their perceived least successful team performance within the past three months (condition 1) before answering the following question, “To what extent was this performance successful in comparison to your team’s general performance level?” Response options ranged from 1 (not at all) to 5 (completely). With this performance in mind, an open ended statement required participants to write down the single most successful performance within the past three months (condition 2).1

Measures

A 16-item measure of team-referent attributions was used; the TRAMS. The TRAMS was based on the CSGU developed by Coffee and Rees (2008a) with a single major amendment. Where necessary, items were reworded to reflect a team-referent rather than a self-referent attribution. Specifically, the word “you” was replaced with “your team” and “athletes” was replaced with “team” throughout the revised questionnaire.2 Further, the singular “encounter” was replaced with the plural “encounters” in the item “relates to a number of different situations your team encounters”. As such, the TRAMS assessed the four subscales (four items per subscale) of controllability, stability, globality, and universality. Items were prefixed with the question, “In general, to what extent is your reason something that…” Examples of items are as follows: “your team could control in the future” (controllability), “remains stable across time” (stability), “affects a wide variety of outcomes for your team” (globality), and “is a common cause of performance for other teams” (universality). Participants’ responses were recorded on a 1 (not at all) to 5 (completely) Likert scale, with higher values representing items that were more controllable, stable (except for the reverse scored item, “fluctuates across performances”), global, and universal.

Analyses

The data were screened for missing values and indices of non-normality. The factor structure of the TRAMS was tested using CFA with maximum likelihood estimation (Jöreskog & Sörbom, 1996).3 Data analyses using LISREL 9.1 (Jöreskog & Sörbom, 2012) were conducted separately for the two conditions. The sequential model testing approach, as recommended by Jöreskog (1993) was employed and involved three stages. First, tests of separate single-factor models corresponding to individual subscales were performed, the purpose of which was to assess the convergent validity of the items making up each subscale. Overall fit indices of each model were considered along with the completely standardised factor loadings (loadings with values for \(z\) above 1.96 were considered significant), the standardised residuals (values above 2 and below –2 were considered large), and the modification indices for the covariances between measurement errors (values above 7 were considered large; Jöreskog & Sörbom, 1996). Second, tests of two-factor models were undertaken by combining each pair of attribution subscales. The purpose of this stage was to identify ambiguous items and investigate the discriminant validity of the factors. Large modification indices suggested that improvements in fit could be expected if items were freed to cross-load on another factor, and a confidence interval (95% CI; ±1.96 standard errors) including 1.0 suggested that the factors were perfectly correlated and therefore lacked discriminant validity. All factors were then included in a full four-factor model. The four-factor model was also tested for factorial invariance across conditions. As data were collected on one sample, a within-subject design was employed, testing invariance in one CFA by allowing corresponding factors, items, and error variances to covary (see, e.g., Raykov, 2008). CFA models fit to the data included configural, measurement, and structural factorial invariance models (see Byrne, 2006).

Following evidence of non-normality (multivariate skewness, \(z = 24.00, \ p < .01\); multivariate kurtosis = 18.32, \( p < .01\)), the goodness of fit of all models was tested using the Satorra–Bentler chi-square statistic (SB \(\chi^2\)), together with the Root Mean Square Error of Approximation (RMSEA) and its associated \(p\)-value (for RMSEA < .05), the Standardised Root Mean Square Residual (SRMR), the Comparative Fit Index (CFI), and the Non-Normed Fit Index (NNFI). These fit indices included measures from three different classes (absolute fit, absolute fit with penalty function, and incremental/comparative fit) (Hu & Bentler, 1999; Jöreskog, 1993). The SB \(\chi^2\) statistic was used as a subjective index of fit (Jöreskog & Sörbom, 1996). The recommendations for fit of Hu and Bentler are values for SRMR close to .08, RMSEA close to .06, and CFI and NNFI close to .95.4 To compare fit across configurual, measurement, and structural factorial invariance models, the difference in CFI and the Satorra–Bentler scaled chi-square different test (Satorra & Bentler, 2001) were examined.5 We also assessed the coefficient alpha reliabilities and composite reliabilities of each of the factors in the final model. Composite reliability draws on the standardised loadings and measurement errors, with values above .70 indicating acceptable composite reliability (Shook, Ketchen, Hult, & Kacmar, 2004).6 An alpha level of .05 was used for all tests.

Results

Fourteen participants were removed from analyses through listwise deletion for missing values for TRAMS items. Responses to the item “To what extent was this performance successful in comparison to your team’s general performance level?” revealed

---

1 A similar procedure was adopted in the development of the CSGU (see, Coffee & Rees, 2008a).

2 A similar procedure was employed in the development of the CDS-T based upon the CDS-II (see Greenlees et al., 2005).

3 The data in Study 1 were not nested in teams. The factor structure of the attributions measure was assessed for participants’ perceived “least successful” and “most successful” team performances in the preceding three months. As such, participants could respond with a different team performance in mind.

4 Browne and Cudeck (1993) suggested that values for RMSEA up to .08 indicate a reasonable error of approximation, but models with values greater than .10 would be unacceptable.

5 There is an increasing tendency (see Byrne, 2006) to compare the fit of models based on two alternative criteria to \(\Delta \chi^2\): (a) the value of \(\Delta \chi^2\) between models is negligible (Cheung & Rensvold, 2002, suggested that a value of \(\Delta \chi^2\) smaller than or equal to –.01 indicates that the null hypothesis of invariance should not be rejected), and (b) the overall model exhibits an adequate fit to the data.

6 Composite reliability \(\rho_c\) is defined as (adapted from Fornell & Larcker, 1981): 

\[
\rho_c = \frac{1}{(1 - \sum E_i^2)} (1 - \sum L_i^2 + \sum Var(E_i)) 
\]

where \(L_i\) is the standardised factor loadings for that factor, and \(Var(E_i)\) is the error variance associated with the individual indicator variables (items).
the item was removed. All two-factor models were good: RMSEA 0.04, .03 – .05, CFI from .98 to 1.00, and NNFI from .97 to 1.00. The 95% confidence interval around two-factor in-
cant except for the factor loading of .02 t(482) = 1.90, p < .01) between participants’ perceptions of their team’s least successful (M = 1.90 ± 1.05) and most successful (M = 3.65 ± .80) performances.7

Least successful condition
At the single-factor stage, the majority of chi-square statistics for model fits were non-significant (chi-square for universality was significant), RMSEA values ranged from <.01 to .08 (all were non-
significant), SRMR values ranged from <.01 to .02, CFI values were .99 and 1.00, and NNFI values ranged from .98 to 1.01. Factor loadings were all significant except for the factor loading of .02 (t = .38, p > .05) for the stability item “fluctuates across perfor-
ances.” The item was retained at this stage and further explored at the two-factor stage. (Detailed information of the fit statistics at the single-factor stage is provided online in Supplementary Table 1.)

At the two-factor stage, the stability item “fluctuates across performances” exhibited high modification indices with all other factors (modification indices for lambda-X were 30.33, 35.21 and 22.77 for controllability, globality, and universality, respectively). Due to the low and non-significant loading of the item on its hypothesized factor and the high cross-loadings to all other factors, the item was removed. All two-factor models were good: RMSEA values ranged from .02 to .06 (all were non-significant), SRMR values from .03 to .05, CFI from .98 to 1.00, and NNFI from .97 to 1.00. The 95% confidence interval around two-factor in-
tercorrelations ranged from .17 to .59. (Detailed information of the fit statistics for the final two-factor models, not including “fluctuates across performances”, is provided online in Supplementary Table 2.) At the full four-factor model stage, although the chi-square statistic was significant (SB χ²(84) = 162.79, p < .01), the RMSEA was low (.04), with a non-significant test for close fit, the SRMR was low (.04), and the CFI (.98) and NNFI (.97) were high. These values are indicative of good fit (Hu & Bentler, 1999). Coefficient alpha reliabilities for the four subscales ranged from .72 to .80 and composite reliabilities ranged from .74 to .82. The completely standardised solution for the full four-factor model is presented in Table 1.

Most successful condition
The 15-item four-factor model identified in the least successful condition was tested for fit using data from the most successful condition. The completely standardised solution for the full four-factor model is presented in Table 2. Although the chi-square statistic was significant (SB χ²(84) = 157.76, p < .01), the RMSEA was low (.04), with a non-significant test for close fit, the SRMR was low (.05), and the CFI (.97) and NNFI (.97) were high. These values are indicative of good fit (Hu & Bentler, 1999). Coefficient alpha reliabilities ranged from .63 to .77 and composite reliabilities from .70 to .79.

Factorial invariance
First, an eight-factor model of covariance structures allowing corresponding factors, items, and error variances to covary was fitted to the data. This model (baseline model) imposed no equality constraints on parameter estimates across conditions. The model fit provided evidence for configural factorial invariance (SB χ²(374) = 860.15, p < .01; RMSEA = .04, p = 1.00; SRMR = .08; CFI = .97; NNFI = .97). The second model tested for measurement factorial invariance, constraining corresponding factor loadings to be equal across conditions. Although the SB scaled χ² difference test (SB χ²(15) = 42.01, p < .01) suggested a significant difference between the models, there was no change in the value for CFI and an

Table 1
Completely standardised solution and fit statistics for the full four-factor model in the least successful condition.

<table>
<thead>
<tr>
<th>Items</th>
<th>Measurement error variances</th>
<th>Factor</th>
<th>C</th>
<th>S</th>
<th>G</th>
<th>U</th>
</tr>
</thead>
<tbody>
<tr>
<td>your team could control in the future</td>
<td>.70</td>
<td>.68</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>in the future, your team could exert control over</td>
<td>.35</td>
<td>.80</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>your team could regulate in the future</td>
<td>.40</td>
<td>.79</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>remains stable across time</td>
<td>.61</td>
<td>.68</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>you feel remains constant over time</td>
<td>.38</td>
<td>.81</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>stays consistent across time</td>
<td>.50</td>
<td>.74</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>relates to a number of different situations your team encounters</td>
<td>.57</td>
<td>.58</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>affects a wide variety of outcomes for your team</td>
<td>.55</td>
<td>.62</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>influences the outcomes of new situations your team face</td>
<td>.47</td>
<td>.64</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>influences all situations your team encounters</td>
<td>.56</td>
<td>.65</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>is a common cause of performance for other teams</td>
<td>.44</td>
<td>.74</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>is a cause of performance that other teams relate to</td>
<td>.44</td>
<td>.69</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>can be used to explain the performances of other teams</td>
<td>.54</td>
<td>.72</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>is a cause of performance for other teams as well</td>
<td>.41</td>
<td>.77</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Factor</th>
<th>M ± SD</th>
<th>µi</th>
<th>α</th>
<th>Factor-factor correlations</th>
</tr>
</thead>
<tbody>
<tr>
<td>Controllability (C)</td>
<td>3.54 ± .85</td>
<td>.78</td>
<td>.80</td>
<td>.21*</td>
</tr>
<tr>
<td>Stability (S)</td>
<td>2.47 ± .88</td>
<td>.77</td>
<td>.78</td>
<td>.43* .30*</td>
</tr>
<tr>
<td>Globality (G)</td>
<td>3.42 ± .69</td>
<td>.74</td>
<td>.72</td>
<td>.37* .17* .59*</td>
</tr>
<tr>
<td>Universality (U)</td>
<td>3.48 ± .80</td>
<td>.82</td>
<td>.82</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Full four-factor least successful model</th>
<th>SB χ²</th>
<th>d.f.</th>
<th>p(SB χ²)</th>
<th>RMSEA</th>
<th>RMSEA (p)</th>
<th>SRMR</th>
<th>CFI</th>
<th>NNFI</th>
</tr>
</thead>
<tbody>
<tr>
<td>162.79</td>
<td>84</td>
<td>&lt; .01</td>
<td>.04</td>
<td>.83</td>
<td>.04</td>
<td>.98</td>
<td>.97</td>
<td></td>
</tr>
</tbody>
</table>

Note. n = 486, µi = Composite reliability. α = Coefficient alpha. SB χ² = Satorra Bentler χ². RMSEA = Root Mean Square Error of Approximation. SRMR = Standardised Root Mean Square Residual. CFI = Comparative Fit Index. NNFI = Non-Normed Fit Index.

*p < .01.

7 Three further participants were removed from this analysis due to missing values on the perceptions of success measure.
excellent fit was observed for the model to the data (RMSEA = .04, \( p = 1.00 \); SRMR = .09; NNFI = .97). The third model tested for structural factorial invariance, constraining corresponding factor loadings and factor covariances to be equal across conditions. Although the SB scaled \( \chi^2 \) difference test (\( \chi^2(21) = 58.76, p < .01 \)) suggested a significant difference between the models, there was no change in the value for CFI and an excellent fit was observed for the model to the data (RMSEA = .04, \( p = 1.00 \); SRMR = .09; NNFI = .97).

Discussion

Following removal of the reverse scored stability item, “fluctuates across performances”, the 15-item four-factor structure of the TRAMS was confirmed across least successful and most successful conditions. Across conditions, all factor loadings were significant. The item “fluctuates across performances” was removed due to a low and non-significant loading on its hypothesized factor and high cross-loadings to all other factors. The item was the only reverse scored item in the proposed 16-item TRAMS. Across conditions, factorial invariance analyses provided evidence of configural, measurement, and structural factorial invariance. In summary, the results of Study 1 provided initial support for the construct validity of a 15-item TRAMS (a copy of the final instrument is provided online in the Supplementary Material).

Study 2

Method

Participants

Participants were 515 (123 female; \( M_{\text{age}} = 22.17 \pm 4.70 \) years) competitive athletes. The sample was predominantly White (86.41%). Participants had competed for a mean of 9.81 (SD = 6.17) years in their main sport. Participants competed at club (\( n = 346 \)), county (\( n = 71 \)), regional (\( n = 52 \)), national (\( n = 35 \)), or international (\( n = 8 \)) level (three participants did not report their level of performance).

Procedure

Ethical approval was granted by a university ethics committee and participants provided informed consent. Sampling was opportunistic with clubs informed about the study and with participants recruited at the site of competitions with the aid of an information sheet. Data were collected up to one hour after performance (e.g., a soccer match or a netball match) to give participants a chance to physically recover from competition. Participants were asked, “Would you consider your team’s performance a failure or success?” with binary response options of “failure” and “success”. An open-ended statement required participants to write down the single most important reason for their team’s performance. In relation to this reason, participants completed two measures of attributions.

Measures

The 15-item four-factor TRAMS developed in Study 1 and the CDS-T (Greenlees et al., 2005) were used. The CDS-T comprises 16 items assessing the four subscales (four items per subscale) of locus of causality, stability, team control, and external control. Examples of items are as follows: “caused by an aspect of the situation” (locus of causality), “permanent—temporary” (stability), “your team can control—your team cannot control” (team control), and “people outside the team can regulate—people outside the team cannot regulate” (external control). Participants’ responses were recorded on a 1-to-9 bipolar scale with higher values representing attributions that were more internal, stable, team controllable, and externally controllable. In the current study, coefficient alpha reliabilities for the CDS-T
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### Table 2

<table>
<thead>
<tr>
<th>Items</th>
<th>Measurement error variances</th>
<th>Factor-factor correlations</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>( M \pm SD )</td>
<td>( \rho_c )</td>
</tr>
<tr>
<td>your team could control in the future</td>
<td>.53</td>
<td>.65</td>
</tr>
<tr>
<td>in the future, your team could exert control over</td>
<td>.49</td>
<td>.61</td>
</tr>
<tr>
<td>in the future, your team could change at will</td>
<td>.67</td>
<td>.47</td>
</tr>
<tr>
<td>your team could regulate in the future</td>
<td>.43</td>
<td>.66</td>
</tr>
<tr>
<td>remains stable across time</td>
<td>.47</td>
<td>.66</td>
</tr>
<tr>
<td>you feel remains constant over time</td>
<td>.43</td>
<td>.76</td>
</tr>
<tr>
<td>stays consistent across time</td>
<td>.55</td>
<td>.67</td>
</tr>
<tr>
<td>relates to a number of different situations your team encounters</td>
<td>.54</td>
<td>.51</td>
</tr>
<tr>
<td>affects a wide variety of outcomes for your team</td>
<td>.58</td>
<td>.47</td>
</tr>
<tr>
<td>influences the outcomes of new situations your team face</td>
<td>.48</td>
<td>.51</td>
</tr>
<tr>
<td>influences all situations your team encounters</td>
<td>.40</td>
<td>.68</td>
</tr>
<tr>
<td>is a common cause of performance for other teams</td>
<td>.59</td>
<td>.62</td>
</tr>
<tr>
<td>is a cause of performance that other teams relate to</td>
<td>.51</td>
<td>.57</td>
</tr>
<tr>
<td>can be used to explain the performance of other teams</td>
<td>.53</td>
<td>.69</td>
</tr>
<tr>
<td>is a cause of performance for other teams as well</td>
<td>.29</td>
<td>.81</td>
</tr>
</tbody>
</table>

Note. \( n = 486, \rho_c = \) Composite reliability, \( \rho = \) Coefficient alpha. \( \chi^2 = \) Satorra Bentler \( \chi^2 \). RMSEA = Root Mean Square Error of Approximation. SRMR = Standardised Root Mean Square Residual. CFI = Comparative Fit Index. NNFI = Non-Normed Fit Index. * \( p < .01 \).
Table 3
Means/sums, standard deviations, coefficient alpha reliabilities, intra-class correlations, and bivariate correlations of attribution dimensions.

<table>
<thead>
<tr>
<th>TRAMS</th>
<th>Team defeat</th>
<th>Team victory</th>
<th>TRAMS</th>
<th>C</th>
<th>S</th>
<th>G</th>
<th>U</th>
<th>CDS-T</th>
<th>LoC</th>
<th>Stab</th>
<th>TC</th>
<th>EC</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>M ± SD</td>
<td>a</td>
<td>p</td>
<td>M ± SD</td>
<td>a</td>
<td>p</td>
<td>M ± SD</td>
<td>a</td>
<td>p</td>
<td>M ± SD</td>
<td>a</td>
<td>p</td>
</tr>
<tr>
<td>C</td>
<td>3.67 ± .91</td>
<td>.83</td>
<td>.22*</td>
<td>3.76 ± .78</td>
<td>.78</td>
<td>.04</td>
<td>.26**</td>
<td>.43**</td>
<td>.11</td>
<td>.50**</td>
<td>.17*</td>
<td>.60**</td>
</tr>
<tr>
<td>S</td>
<td>2.73 ± .89</td>
<td>.82</td>
<td>.22*</td>
<td>3.06 ± .99</td>
<td>.87</td>
<td>.13*</td>
<td>.02</td>
<td>.31**</td>
<td>.02</td>
<td>.09</td>
<td>.62**</td>
<td>.12</td>
</tr>
<tr>
<td>G</td>
<td>3.41 ± .65</td>
<td>.65</td>
<td>.04</td>
<td>3.81 ± .67</td>
<td>.77</td>
<td>.13*</td>
<td>.16</td>
<td>.11</td>
<td>.44**</td>
<td>.46**</td>
<td>.14*</td>
<td>.40**</td>
</tr>
<tr>
<td>U</td>
<td>3.40 ± .73</td>
<td>.74</td>
<td>.02</td>
<td>3.65 ± .85</td>
<td>.84</td>
<td>.15*</td>
<td>.17</td>
<td>.18</td>
<td>.39**</td>
<td>.21**</td>
<td>.12</td>
<td>.18*</td>
</tr>
<tr>
<td>CDS-T</td>
<td>SUM ± SD</td>
<td>a</td>
<td>p</td>
<td>SUM ± SD</td>
<td>a</td>
<td>p</td>
<td>SUM ± SD</td>
<td>a</td>
<td>p</td>
<td>SUM ± SD</td>
<td>a</td>
<td>p</td>
</tr>
<tr>
<td>LoC</td>
<td>25.63 ± 6.98</td>
<td>.85</td>
<td>.30*</td>
<td>28.61 ± 5.37</td>
<td>.78</td>
<td>.12*</td>
<td>.37**</td>
<td>.11</td>
<td>.19*</td>
<td>.19*</td>
<td>.17</td>
<td>.73**</td>
</tr>
<tr>
<td>Stab</td>
<td>15.33 ± 6.41</td>
<td>.73</td>
<td>.28*</td>
<td>21.05 ± 6.69</td>
<td>.74</td>
<td>.19*</td>
<td>.11</td>
<td>.52**</td>
<td>.11</td>
<td>.19*</td>
<td>.17</td>
<td>.11</td>
</tr>
<tr>
<td>TC</td>
<td>26.81 ± 7.44</td>
<td>.68</td>
<td>.29*</td>
<td>28.97 ± 6.09</td>
<td>.89</td>
<td>.03</td>
<td>.64**</td>
<td>.03</td>
<td>.19</td>
<td>.11</td>
<td>.54**</td>
<td>.09</td>
</tr>
<tr>
<td>EC</td>
<td>17.85 ± 7.02</td>
<td>.75</td>
<td>.21*</td>
<td>18.63 ± 7.11</td>
<td>.83</td>
<td>.04</td>
<td>.08</td>
<td>.12</td>
<td>.02</td>
<td>.03</td>
<td>.13</td>
<td>.03</td>
</tr>
</tbody>
</table>

Note. n = 122 for team defeat; n = 212 for team victory. C = controllability; S = stability; G = globality; U = unversality; LoC = locus of causality; Stab = stability; TC = team control; EC = external control. α = coefficient alpha. p = intra-class correlation. Correlations (sub-scales were group-mean centred within teams) following team defeat are in the lower part of the correlation matrix and correlations following team victory are in the upper part of the correlation matrix.

* p < .05. ** p < .01.

 ranged from .72 to .88 and for the TRAMS ranged from .67 to .88 (see Table 3).

Analyses
The factor structure of the TRAMS was tested by analysing the pooled within-cluster covariance matrix, controlling for the nested nature of the data (Hox & Maas, 2001; Muthén, 1989). For model fit, we examined measures of fit reported in Study 1. Correlations were used to determine relationships between measures. An alpha level of .05 was used for all tests.

Results
The sample comprised 191 participants from 28 losing teams, 241 participants from 42 winning teams, and 83 participants from 14 teams that tied. Sixty-nine participants from losing teams reported that they considered the competition a success and 29 participants from winning teams reported that they considered the competition a failure. These participants, along with those participants from teams that tied, were removed from further analyses. This resulted in a final data sample of 122 participants from 21 losing teams (team defeat: 29 female, M_age = 22.03 ± 4.16 years, M_experience = 10.93 ± 5.01 years, 72.00% White ethnicity) and 212 participants from 37 winning teams (team victory: 38 female, M_age = 21.79 ± 4.18 years, M_experience = 8.54 ± 5.41 years, 75.80% White ethnicity). The 58 teams included in analyses were from the sports of soccer (n = 33), ultimate Frisbee (n = 7), rugby (n = 5), hockey (n = 4), netball (n = 4), basketball (n = 2), cricket (n = 2), and American football (n = 1).

The factor structure of the TRAMS was tested using MPlus 7.11 (Muthén & Muthen, 1998–2012), imposing the TYPE = COMPLEX command to control for the nested nature of the data and resulted in modelling the asymptotic within-teams covariance matrix. Six participants from the team defeat condition and nine participants from the team victory condition were removed from analyses through listwise deletion for missing values. This resulted in 116 participants across 21 teams following defeat, and 211 participants across 37 teams following victory. An adequate and satisfactory fit (given the small sample) was observed for the TRAMS following and a very good fit was observed following victory. Following defeat, although the chi-square statistic was significant (χ²(48) = 155.40, p < .01) and the CFI low (.86), the RMSEA was satisfactory (.08) and the SRMR was adequate (.07); following victory, the chi-square statistic was non-significant (χ²(48) = 93.70, p > .05), the RMSEA was low (.02) with a non-significant test for close fit, the SRMR was low (.04), and the CFI (.99) was high.

For the correlation analysis, missing values for TRAMS and CDS-T items were replaced using the expectation-maximization procedure. Means/Sums, standard deviations, coefficient alphas, intra-class correlations, and correlations of attribution dimensions are reported in Table 3. To control for the non-independence of data points (individual data were nested within teams), TRAMS and CDS-T subscales were group-mean centred within teams prior to correlation analyses. Within the TRAMS, correlations between factors ranged from low to moderate (r = .02–.44); within the CDS-T, correlations between factors ranged from low to high (r = .03–.73). Across measures, correlations between factors ranged from r = .01 to .64. The hypothesized relationships were significant and in the predicted direction: The controllability subscale of the TRAMS was significantly and positively associated with the team control subscale of the CDS-T following both team defeat (r = .64, p < .01) and team victory (r = .60, p < .01), and the stability subscale of the TRAMS was significantly and positively associated with the stability subscale of the CDS-T following both team defeat (r = .52, p < .01) and team victory (r = .62, p < .01). In summary, all four correlations that were hypothesized to be significant were supported with moderately strong correlations (r’s = .52–.64). Further, none of the 28 remaining (non-hypothesized) correlations across the measures were greater than r = .52 (i.e., the weakest hypothesized correlation). The proportion (100%) of correlations below the weakest hypothesized correlation (r = .52) was significantly different than might be expected due to chance.

Discussion
The results provided evidence to support the study hypotheses: The controllability and stability subscales of the TRAMS were significantly and positively associated with the team control and stability subscales of the CDS-T, respectively. Collectively, the
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8 Although multilevel confirmatory factor analyses, where the within-group and the between-group variance is modelled simultaneously, is regarded as the most appropriate method to examine the factor structure of measurement models where the data are meaningfully nested (e.g., Muthén, 1989), it requires large level two samples. Indeed Hox and Maas (2001) suggested that the level two sample size should be N ≥ 100 (i.e., 100 + teams).

9 The fit indices for the CDS-T following defeat were χ²(98) = 128.41, p < .05; RMSEA = .05, p > .05; SRMR = .08; CFI = .96; and, following victory were χ²(98) = 233.47, p < .01; RMSEA = .08, p < .01; SRMR = .08; CFI = .88.
results provided further evidence of construct validity for the TRAMS: Further support was provided for the factor structure of the TRAMS with independent samples across both team defeat (tentative support was provided with a small sample) and team victory conditions, together with initial evidence of concurrent validity for the controllability and stability subscales of the TRAMS.

**Study 3**

**Method**

**Participants**

Participants were 165 athletes (25 female) from 19 teams ($M_{age} = 26.39 \pm 11.35$ years). The sample was predominantly White (73.33%) and had an average length of experience in their sport for 12.92 years ($SD = 8.82$ years). Participants competed at club ($n = 100$), county ($n = 33$), regional ($n = 19$), national ($n = 6$), or international ($n = 1$) level (six participants did not report their level of performance). The 19 teams sampled were from the sports of cricket ($n = 9$), soccer ($n = 5$), rugby ($n = 3$), basketball ($n = 1$), and bowls ($n = 1$).

**Procedure**

Ethical approval for the study was awarded by a university research ethics board prior to data collection. The majority of competitions were league games. For each team, we collected data at three time points. At Time 1 (Day 1), one hour before performance (to allow participants time to prepare for the competition), participants completed a measure of collective-efficacy relating to an up-coming competition. This was regarded as participants’ pre-competition collective-efficacy. At Time 2 (Day 1), one hour after performance (to give participants a chance to physically recover from competition), participants were asked, “Would you consider your team’s performance a success or failure?” with binary responses of “success” and “failure”. Participants were also asked, “In regard to the outcome of the game or competition, did you win, lose or draw?” with response options of “win”, “lose” and “draw”. An open-ended statement required participants to write down the single most important reason to explain their team performance. In relation to this reason, participants completed a measure of attributions. At Time 3 (Day 7–9), one hour before performance (to allow participants time to prepare for the competition), participants completed a measure of collective-efficacy relating to an up-coming competition (performances at Days 1 and 7–9 were successive). This was regarded as participants’ subsequent collective-efficacy.

**Measures**

**Attributions.** Team-referent attributions were assessed using the 15-item four-factor TRAMS developed and confirmed in Studies 1 and 2.

**Collective-efficacy.** Collective-efficacy was assessed using the Collective Efficacy Questionnaire for Sport (CEQS; Short, Sullivan, & Feltz, 2005). The CEQS comprises 20 items assessing five subcomponents of collective-efficacy: ability (e.g. “outplay the opposing team”), effort (e.g. “demonstrate a strong work ethic”), persistence (e.g. “perform under pressure”), preparation (e.g. “mentally prepare for this competition”) and unity (e.g. “keep a positive attitude”). The subscales can also be combined to create a composite collective-efficacy score; in the present study we used the composite score only. Responses were recorded on a ten-point bipolar scale anchored by the word-pairing: “not at all confident” to “extremely confident”. Short et al. reported an acceptable fit for the factor structure of the CEQS with adult sport performers: $\chi^2(160) = 574.29$, NFI = .90, CFI = .92, SRMR = .04, RMSEA = .09.

**Analyses**

The sample was split into 83 participants from losing teams (10 teams) and 82 participants from winning teams (nine teams). All participants in winning teams considered the competition a success and 79 of the 83 participants in losing teams considered the competition a failure (the four participants that considered their team’s defeat a success were removed from analyses). Eighteen participants from losing teams and 12 participants from winning teams were removed from the sample through listwise deletion for missing values (where participants had not competed in both competitions; remaining missing values for items were replaced using the expectation-maximization procedure). This resulted in a final data sample of 61 participants from ten losing teams (team defeat: all male, $M_{age} = 26.29 \pm 12.98$ years, $M_{experience} = 14.55 \pm 9.92$ years, 93.40% White ethnicity) and 70 participants from nine winning teams (team victory: 25 female, $M_{age} = 26.29 \pm 10.24$ years, $M_{experience} = 14.55 \pm 9.92$ years, 93.40% White ethnicity).

We controlled for the nested, interdependent data through running two-level regression models (variance estimates separated within-teams and between-teams), with the purpose of exploring associations between team-referent attribution dimensions (predictor variables) and subsequent collective-efficacy (criterion variable). The data were analysed using MLwin 2.29 (Rasbash, Browne, Healy, Cameron, & Charlton, 2013) and estimates were calculated using the Restricted Iterative Generalised Least Squares (RIGLS) algorithm. Using a similar design to self-referent attribution research (e.g., Coffee & Rees, 2008a) we entered our predictor variables in sequential steps. First, we controlled for pre-competition collective-efficacy by entering it independently at Step 1. Attribution dimension main effects were added at Step 2 and two-way interactive effects of controllability and generalisability dimensions were added at Step 3. Predictor variables were grand-mean centred and we used the change in the log-likelihood estimate and individual beta weights (and their standard errors) to ascertain significance. Regions of significance were computed for interactions using procedures specified by Preacher, Curran, and Bauer (2006). Prior to each analysis, data were checked for normality and homoscedasticity through visual inspection of standardised residual plots (against normal scores and fixed part predictions). In each case, data appeared normal and homoscedastic with no obvious outliers.

**Results**

Individual-level means, standard deviations, reliability coefficients, intra-class correlations, and bivariate correlations are reported in Table 4. Table 5 presents the results of the multilevel analyses. In the team defeat condition, pre-competition collective-efficacy was related to subsequent collective-efficacy, explaining 47.86% of the total residual variance ($b = .90$, $S_E = .11$, $p < .01$). No significant improvement in model fit was shown at Step 2, $\Delta \chi^2(4) = 1.63, p > .05$, and no significant regression coefficients were observed. A significant improvement in model fit was observed, however, at Step 3, $\Delta \chi^2(3) = 9.90, p < .05$, with the interaction of controllability and globality ($b = -.47$, $S_E = .21$, 10 RIGLS is a modification to the standard IGLS (Iterative Generalised Least Squares) algorithm. In small samples, IGLS can produce biased estimates of the variance parameters and in such cases the RIGLS algorithm is preferred (Rashbash, Steele, Browne, & Goldstein, 2012).
p < .05) and the interaction of controllability and universality (b = .43, zF = .17, p < .01) identified as salient predictors (explaining 3.45% additional collective variance). These interactions are depicted in Fig. 1a and b, respectively, using standard convention (values of −1 SD below the mean and +1 SD above the mean to indicate low and high levels of variables, respectively). Both figures demonstrate that controllability had a significant effect upon subsequent collective efficacy when causes generalised across situations and/or teams. Simple slopes were significant below −4.83 and above .70 SDs in levels of globality, and below −3.62 and above .65 SDs in levels of universality.

In the team victory condition, precompetition collective-efficacy explained 46.26% of the total residual variance in subsequent collective-efficacy (b = .57, zF = .08, p < .01). The addition of attribution dimension main effects at Step 2, Δχ^2(4) = 4.59, p > .05, and interactive effects at Step 3, Δχ^2(3) = .63, p > .05, did not significantly improve the overall model fit, but a significant positive regression coefficient was evident for stability at Step 2 (b = .24, zF = .12, p < .05).

**Discussion**

The results provided preliminary evidence to support the predictive validity of the TRAMS. Following team defeat, interactive effects for controllability and generalisability dimensions demonstrated that higher levels of controllability were associated with higher levels of subsequent collective-efficacy when causes were perceived to affect a narrow range of situations or to generalise across teams. Following team victory, a stable attribution was associated with higher levels of subsequent collective-efficacy. These findings are similar to those demonstrated for self-referent attributions and self-efficacy (Coffee & Rees, 2008a, 2008b, 2009) and support propositions that team-referent attributions are important for collective-efficacy in team sport (e.g., Greenlees et al., 2005).

**General discussion**

This article presented three studies that together provide preliminary evidence for the construct, concurrent, and predictive validity of a new four-factor measure of team-referent attributions. Study 1 reported good fit indices for the TRAMS across least
successful and most successful conditions. Study 2 also reported, with independent samples, evidence for the factor structure of the TRAMS across team defeat and team victory conditions, together with significant hypothesized positive correlations between TRAMS subscales and corresponding subscales of the CDS-T. The potential theoretical and applied advancements for examining an expanded conceptualisation of generalisability within team environments, together with examining interactive effects of attribution dimensions were addressed in Study 3.

Study 3 reported, following team defeat, interactive effects for controllability and generalisability dimensions upon subsequent collective-efficacy; following team victory, a significant positive coefficient was observed for the generalisability dimension of stability upon subsequent collective-efficacy. The interactions for controllability and the generalisability dimensions demonstrated that controllability had a significant effect upon subsequent collective-efficacy when causes of team defeat were also perceived to generalise across situations and/or across teams. Moreover, higher levels of controllability were associated with higher levels of subsequent collective-efficacy when causes were perceived to affect a narrow range of situations or were perceived as common to all teams (i.e., occur generally across teams). In other words, when team members perceived that the causes of team defeat were specific to the situation and/or were common causes of defeat across teams, high perceptions of controllability were associated with higher levels of subsequent collective-efficacy.

These results build upon research using the CDS-T that report interactive effects for external control and stability, and team control and stability upon subsequent collective-efficacy (Allen et al., 2009). The interactions reported by Allen and colleagues demonstrated that, when causes were perceived to generalise across time (were more stable), higher levels of control (team-following team defeat—and external—following team victory) were associated with higher levels of subsequent collective-efficacy. The current paper provides the first empirical attempts in team-referent attribution research to test for interactive effects of controllability and globality, and controllability and universality attributions. Although, in research on self-referent attributions, empirical evidence of interactions for controllability and globality have been reported (e.g., Coffee & Rees, 2008b), no evidence has been provided for interactive effects of controllability and universality. In comparison to the self-referent attribution literature, the current paper suggests that, for team-referent attributions, universality could be an important attribution dimension when exploring the generalisability of controllability attributions.

Following team victory, a significant coefficient was observed for stability upon subsequent collective-efficacy. In other words, following team victory, team members reported higher levels of collective-efficacy when they perceived causes of team performance as unlikely to change (or likely to recur). These results concur with Dithurbide et al. (2009) who, using the CDS-T, reported an interaction of objective performance and stability upon subsequent collective-efficacy, such that, only following successful performance, a stable attribution was positively related to subsequent collective-efficacy. Further, the results are similar to those demonstrated for the effects of self-referent attributions upon self-efficacy. For example, Coffee and Rees (2008b) demonstrated that, following more successful performances, higher levels of subsequent self-efficacy were more likely if causes for more successful performances were considered to generalise, either across time (stable) or situations (global), or were considered unique to the individual (personal).

As noted already, we found interactive effects of attributions following team defeat and a significant coefficient for stability following team victory. This is in line with propositions (e.g., Allen et al., 2012) and empirical evidence (e.g., Coffee & Rees, 2008a, 2008b, 2009) that interactive effects of attribution dimensions are important following defeat and that main effects of generalisability dimensions are important following victory. To some extent, this is underpinned by evidence that suggests that the attribution process is more salient following less successful performances (see, Wong & Weiner, 1981). At this point, caution should be exercised against generalising this pattern of effects based upon Study 3 because, although data were collected through a multiple time point design, the sample was limited in size. Further, following team victory, although the regression coefficient for stability was significant, collectively, the four attribution dimension main effects did not significantly improve the overall model fit.

The TRAMS was developed in line with the methodology employed by Greenlees et al. (2005) in the development of the CDS-T. That is, the TRAMS was developed by rewording items from the CSGU (a measure of self-referent attributions in sport) to reflect team-rather than self-referent attributions. This approach benefits the future development of the attribution literature, enabling self-referent and team-referent attribution research to be compared and understood with the knowledge that differences found will be due solely to the attribution perspective (team-referent or self-referent) and not due to idiosyncrasies in the content of items across attribution perspectives. A more traditional approach to item generation (see, e.g., Eys, Loughead, Bray, & Carron, 2009) would have likely resulted in variances in item and, therefore, factor content across self-referent (the CSGU) and team-referent (the TRAMS) measures in the literature. Whilst our methodological approach to the development of the TRAMS permits congruent development of self- and team-referent attribution literature, it should be acknowledged that the methodology employed may not have identified all elements that are of relevance in the measurement of team-referent attributions.

The TRAMS is a measure of situation-specific team-referent attributions, distinguishable from measures of attributional style in which the purpose is to identify participants’ cognitive pre-dispositions to explaining the causes of events (Peterson et al., 1982). Within sport, Shapcott and Carron (2010) recently developed the Team Attributional Style Questionnaire (the TASQ). In line with the CSGU and the TRAMS, the TASQ draws upon Rees et al.’s (2005) four-dimensional attribution model (i.e., controllability, stability, globality, and universality) as its theoretical underpinning. The development of the TRAMS alongside the existence of the TASQ presents an opportunity for researchers to explore the effects of both situation-specific and dispositional tendencies of team-referent attributions.

In conclusion, the TRAMS is unique and at the same time complementary in its offering to advance attribution literature. The present study extended the applicability of Rees et al.’s (2005) conceptual model to team-referent, situation-specific attributions. Furthermore, the four-factor measure was found to be reliable and valid across independent samples, with evidence provided for the construct, concurrent, and predictive validity of the TRAMS. We hope that the development of the TRAMS will encourage researchers to further explore the main and interactive effects of team-referent attributions upon outcomes such as collective-efficacy, team cohesion, and social identity.
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