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SUMMARY

In this paper, we investigate single-carrier (SC) and multi-carrier IDMA schemes with cyclic prefixing (CP) and zero padding (ZP) techniques. These schemes are called SC-IDMA-CP, SC-IDMA-ZP, orthogonal frequency-division multiplexing (OFDM)-IDMA-CP and OFDM-IDMA-ZP, respectively. By exploiting the circulant property of channel matrices, the multi-user detection of these schemes can be efficiently realised with per-user complexity independent of the number of users and the length of inter-symbol interference (ISI) channels. We show the potential advantages of ZP-based schemes in power efficiency and convergence speed. Simulation results are provided to compare the four schemes. Copyright © 2008 John Wiley & Sons, Ltd.

1. INTRODUCTION

Orthogonal frequency-division multiplexing (OFDM) and single-carrier (SC) transmission with frequency domain equalisation (FDE) are two efficient techniques for combating inter-symbol interference (ISI) in communication systems [1–3]. Both OFDM and SC transmission with FDE (SC-FDE) can be realised using the cyclic prefixing (CP) technique at the cost of an extra power overhead. Recently, zero padding (ZP) has also been studied as an alternative to CP in both OFDM and SC systems [4–6]. The advantages of OFDM-ZP over OFDM-CP have been discussed in Reference [6] for single-user systems with non-iterative detectors. The turbo receiver studied in Reference [4] involves iterative decoding, but not iterative joint equalisation and decoding. The use of ZP has the following two opposite consequences: (i) ZP can avoid the power overhead associated with CP, but (ii) OFDM-ZP cannot maintain the orthogonality among sub-carriers as OFDM-CP does, which results in an interference problem. Hence, with conventional non-iterative detection methods, these two effects may offset each other and so the potential of ZP is somewhat unclear.

In this paper, we investigate both CP- and ZP-based multi-user systems with iterative detectors. This work is motivated by two recent developments in wireless communication systems:

(i) Joint iterative signal estimation and decoding [7, 8] has emerged as an efficient solution to the interference problem in communication systems. This provides a promising means to resolve the interference problem for the ZP technique.

(ii) It has been shown that significant multi-user gain is achievable by allowing concurrent multi-user transmission at transmitters and employing multi-user detection at receivers [9]. The cost of multi-user detection is a serious issue in ISI channels. Even the rake-type receiver (for both code-division-multiple-access (CDMA) and interleave-division-multiple-access (IDMA)) has complexity $O(L + 1)$ where $L$ is the channel memory length. When $L$ is very large, the complexity can be a concern. It is therefore of interest to investigate low-cost solutions for such multi-user systems in severe ISI channels.

In this paper, we apply the CP and ZP techniques to single- and multi-carrier IDMA, resulting in four schemes: SC-IDMA-CP, SC-IDMA-ZP, OFDM-IDMA-CP and OFDM-IDMA-ZP. A unified detection approach for the
four schemes is proposed. We show that the multi-user detection of these schemes can be efficiently realised with per-user complexity independent of \( L \) as well as of the number of users (denoted by \( K \)), which is significantly lower than other alternatives. Simulation results are provided to compare the four schemes and demonstrate the full potential of ZP-based schemes (relative to the CP-based ones) in power efficiency and convergence speed.

Recently, there has been increasing interest in SC-FDE and OFDM techniques. For example, the 3GPP Long Term Evolution (LTE) [10] is considering SC-FDE as a candidate for uplink transmission and OFDM for downlink transmission. The work presented in this paper shows that ZP provides a more power efficient option than CP.

2. IDMA System Model and Iterative Detection Principles

2.1. IDMA System Model

Consider a multiple-access system modelled as

\[
y = \sum_{k=1}^{K} A_k x_k + n \tag{1}
\]

where \( y \) is the observation vector, \( x_k \) the transmitted signal vector of user \( k \), \( A_k \) the transfer matrix for user \( k \), \( n \) a vector of noise samples, distributed according to a circular symmetric complex Gaussian distribution with zero mean and covariance matrix \( \sigma^2 I \), \( I \) an identity matrix with proper size and \( K \) the number of users in the system. In Equation (1), \( A_k \) may include the effect of pre-coding at the transmitter, channel response and pre-processing at the receiver. If there is pre-processing at the receiver, the observation vector \( y \) may be different from the channel output vector \( r \).

IDMA [11, 12] is a multiple-access scheme in which multi-user detection can be efficiently realised. The IDMA transmitter architecture (without pre-coding) is illustrated in the upper part of Figure 1. For each user \( k \), the source data \( d_k \) is first encoded by using a forward-error-correction (FEC) code denoted by \( C \), and then permuted by a user-specific random interleaver (denoted by \( \Pi_k \)). The resultant bit stream is mapped to a complex signal stream by using quadrature phase shift keying (QPSK) with Gray mapping. This produces the signal vector \( x_k \) for transmission over the ISI channel characterised by the complex channel matrix \( A_k \).

2.2. Iterative Detection Principles

The iterative receiver is shown in the lower part of Figure 1. Let \( x_k(i) \) be the \( i \)th entry of \( x_k \). The elementary signal estimator (ESE) computes the extrinsic log-likelihood ratio (LLR) for the two bits carried by \( x_k(i) \) as

\[
\lambda_k^{\text{Re}}(i) = \ln \frac{p(\lambda|\lambda_k^{\text{Re}}(i) = +1)}{p(\lambda|\lambda_k^{\text{Re}}(i) = -1)} \tag{2a}
\]

\[
\lambda_k^{\text{Im}}(i) = \ln \frac{p(\lambda|\lambda_k^{\text{Im}}(i) = +1)}{p(\lambda|\lambda_k^{\text{Im}}(i) = -1)} \tag{2b}
\]

respectively, or in a compact complex form as

\[
\lambda_k(i) = \lambda_k^{\text{Re}}(i) + j\lambda_k^{\text{Im}}(i), \forall k, i \tag{3}
\]

with the FEC coding constraint ignored, that is the ESE operates as if \( x_k \) contains uncoded bits. In the above equations, the superscripts ‘Re’ and ‘Im’ denote real and imaginary parts, respectively. We rewrite \( \{\lambda_k(i), \forall i\} \) in a vector form

\[
\lambda_k = [\lambda_k(0), \ldots, \lambda_k(i), \ldots]^T \tag{4}
\]

where the superscript ‘\( T \)’ denotes the transpose operation. For each user \( k \), the elements of sequence \( \lambda_k \) are de-mapped to produce a real LLR sequence that is used, after de-interleaving, as the inputs to the \( a \ posteriori \) probability
(APP) decoder. The decoder output sequence (containing the extrinsic LLRs) is then interleaved and mapped to a stream of complex LLRs \( \gamma_k \equiv [\gamma_k(0), \ldots, \gamma_k(i), \ldots]^T \) with \( i \)th element defined as

\[
\gamma_k(i) = \gamma_k^{Re}(i) + j\gamma_k^{Im}(i)
\]

where

\[
\gamma_k^{Re}(i) = \ln \frac{p(x_k^{Re}(i) = +1)}{p(x_k^{Re}(i) = -1)} \quad (6a)
\]

\[
\gamma_k^{Im}(i) = \ln \frac{p(x_k^{Im}(i) = +1)}{p(x_k^{Im}(i) = -1)} \quad (6b)
\]

After decoding, the ESE refines the estimates in Equation (2) using the feedback \( \gamma_k \). This iterative process continues until the algorithm converges. Hard decisions are made in the final iteration to produce the estimates \( \hat{d}_j \). The detailed discussions can be found in References [7, 8, 11, 12]. The DEC follows the standard APP decoding principle [13]. In what follows, we consider the realisation of the ESE.

### 2.3. The ESE function

The derivation for the ESE function based on a joint Gaussian assumption has been given in References [14] and [15]. It can be extended to a complex system with QPSK signalling as follows. We assume that the channel state information is available at the receiver. The ESE computes the extrinsic LLRs defined in Equation (2) based on the channel state information, the observation vector \( y \) and the a priori means and variances of \( \{x_k^{Re}(i)\} \) and \( \{x_k^{Im}(i)\} \) that can be calculated using the feedback information from the decoders, that is for each QPSK symbol \( x_k(i) \),

\[
E\left(x_k^{Re}(i)\right) = \tanh\left(\gamma_k^{Re}(i)/2\right)
\]

\[
E\left(x_k^{Im}(i)\right) = \tanh\left(\gamma_k^{Im}(i)/2\right)
\]

\[
v_k(i) = 1 - \left(\frac{E\left(x_k^{Re}(i)\right)}{v_k^{Re}(i)}\right)^2 + 1 - \left(\frac{E\left(x_k^{Im}(i)\right)}{v_k^{Im}(i)}\right)^2
\]

where \( E(\cdot) \) denotes the expectation operation. Let \( E(x_k) = E(x_k^{Re}) + jE(x_k^{Im}) \) and \( V_k \) be the a priori mean vector and covariance matrix of \( x_k \), respectively. Due to the presence of the interleavers, we can assume that the entries in \( x_k \) are approximately uncorrelated and hence \( V_k = \text{diag}\{v_k(0), v_k(1), \ldots, v_k(i), \ldots\} \), where \( \text{diag}\{\cdot\} \) returns a diagonal matrix with the elements in the brace ordered on the main diagonal. To reduce complexity, we replace all \( \{v_k(i), \forall i\} \) by their average denoted by \( v_k \). Then

\[
V_k = v_k I, \forall k
\]

We further assume that the a priori uncertainty of the bits for each user are equal, that is

\[
\text{Cov}(\text{Re}\{x_k\}, \text{Re}\{x_k\}) = \text{Cov}(\text{Im}\{x_k\}, \text{Im}\{x_k\}) = 2^{-1}\text{Cov}\{x_k, x_k\} = 2^{-1}v_k I
\]

This is clearly not an optimal treatment, but numerical results show that the performance loss due to this approximation is marginal [16].

Define

\[
x_k = \begin{bmatrix} \text{Re}\{x_k\} \\ \text{Im}\{x_k\} \end{bmatrix}, \quad y = \begin{bmatrix} \text{Re}\{y\} \\ \text{Im}\{y\} \end{bmatrix}
\]

\[
A_k = \begin{bmatrix} \text{Re}\{A_k\} & -\text{Im}\{A_k\} \\ \text{Im}\{A_k\} & \text{Re}\{A_k\} \end{bmatrix}
\]

where the operations \( \text{Re}\{\cdot\} \) and \( \text{Im}\{\cdot\} \) denote taking real and imaginary parts, respectively. The complex model (1) is equivalent to the following real model

\[
y = \sum_{k=1}^{K} A_k x_k + n
\]

Let us focus on \( \xi_k(i) \), the \( i \)th element (coded bit) in \( \hat{x}_k \), and treat all the other bits as interference. We can rewrite Equation (11) in a signal-plus-distortion form as

\[
y = a_k(i)\xi_k(i) + \xi_k(i)
\]

\[
(7a)
\]

\[
(7b)
\]

\[
(7c)
\]

We approximate \( \xi_k(i) \) by a joint Gaussian random variable vector (which can be justified by the central limit theorem) with covariance matrix given by

\[
R_k(i) = \text{Cov}(\xi_k(i), \xi_k(i)) = 2^{-1}\left(\sum_{k'=1}^{K} v_k A_{k'} A_{k'}^T - v_k a_k(i) a_k(i)^T + \sigma^2 I\right)
\]

\[
(14)
\]
Hence, the extrinsic LLR of $x_k(i)$ can be calculated as

$$
\lambda_k(i) = \ln \left( \frac{\exp \left( -\frac{1}{2} q_+^T (R_k(i))^{-1} q_+ \right)}{\exp \left( -\frac{1}{2} q_-^T (R_k(i))^{-1} q_- \right)} \right)
$$

(15a)

$$
= 2a_k(i)^T R_k(i)^{-1} \left( y - E(y) + a_k(i) E(x_k(i)) \right)
$$

(15b)

$$
= \frac{2a_k(i)^T R^{-1} \left( y - E(y) + a_k(i) E(x_k(i)) \right)}{1 - 2^{-1} v_k a_k(i)^T R^{-1} a_k(i)}
$$

(15c)

where

$$
q_+ = \left( y - a_k(i) - E(x_k(i)) \right)
$$

(16a)

$$
q_- = \left( y + a_k(i) - E(x_k(i)) \right)
$$

(16b)

$$
R = 2^{-1} \left( \sum_{k=1}^{K} v_k A_k A_k^H + \sigma^2 I \right)
$$

(16c)

and the derivation of Equation (15b) from Equation (15a) is based on the matrix inversion lemma [17]. Define

$$
R = \text{Cov}(y, y) = \sum_{k=1}^{K} v_k A_k A_k^H + \sigma^2 I
$$

(17)

where the superscript ‘$H$’ denotes the conjugate transpose. Use $a_k(i)$ to denote the $i$th column of $A_k$. We can verify that

$$
\lambda_k(i) = \frac{4a_k(i)^H R^{-1} \left( y - E(y) + a_k(i) E(x_k(i)) \right)}{1 - v_k a_k(i)^H R^{-1} a_k(i)}
$$

(18)

based on Equations (3) and (15b) and the fact that, for an invertible complex matrix $B$, the inverse of matrix $B$ defined as

$$
B = \begin{bmatrix} \text{Re}\{B\} & -\text{Im}\{B\} \\ \text{Im}\{B\} & \text{Re}\{B\} \end{bmatrix}
$$

(19)

is given by

$$
B^{-1} = \begin{bmatrix} \text{Re}\{B^{-1}\} & -\text{Im}\{B^{-1}\} \\ \text{Im}\{B^{-1}\} & \text{Re}\{B^{-1}\} \end{bmatrix}
$$

(20)

We can rewrite Equation (18) as

$$
\lambda_k(i) = 4 \frac{a_k(i)^H R^{-1} \left( y - \sum_{k'=1}^{K} A_{k'} E(x_{k'}) \right)}{1 - v_k a_k(i)^H R^{-1} a_k(i)}
$$

(21)

Define

$$
U_k = \left( A_k^H R^{-1} A_k \right)_{\text{diag}}
$$

(22)

where $(\cdot)_{\text{diag}}$ represents a diagonal matrix that only contains the main diagonal part of the matrix in the parentheses. We can then express the ESE function in a concise vector form as

$$
\lambda_k = 4 \left( I - v_k U_k \right)^{-1}
$$

$$
\left( A_k^H R^{-1} \left( y - \sum_{k'=1}^{K} A_{k'} E(x_{k'}) \right) + U_k E(x_k) \right)
$$

(23)

Note that $\gamma_k$ and $\lambda_k$, respectively, correspond to the input and output of user $k$ in the ESE module in Figure 1. The feedback variables $\{\gamma_k\}$ in Figure 1 are used to compute $\{v_k\}$ and $\{E(x_k)\}$ in Equation (23) according to Equations (7) and (8). The most computational intensive operation in Equation (23) is related to calculating $R^{-1}$ and $U_k$. In Sections 3 and 4, we will discuss computationally efficient techniques for calculating these quantities.

3. SC-IDMA SYSTEMS

We first discuss transmission techniques in Subsections 3.1 and 3.2. These techniques facilitate the fast Fourier transform (FFT)-based fast implementation techniques to be discussed in Subsection 3.3 for the detector in Equation (23).

3.1. SC-IDMA-CP

Consider a multi-access system, in which we assume the users are approximately synchronised, that is the synchronisation error between users is small so that it can be treated together with multi-path delay. We also assume the channel is quasi-static within one transmitted block.

The use of CP can avoid inter-block interference (IBI) and converts linear convolution to cyclic convolution [1, 2], which greatly facilitates detection at receiver. More specifically, for IDMA-CP [21], a cyclic prefix is added to $x_k$ (of length $J$), that is the actual transmitted signal vector becomes $x_k^T = [p_k^T x_k^T]$, where $p_k^T$ is a copy of the last $L$ entries of $x_k$. At receiver side, after the removal of the cyclic prefix, the received signal can be represented as

$$
y = \sum_{k=1}^{K} H_k^\text{ID} x_k + n
$$

(24)
where each $H_{k}^{\text{CP}}$ is a circulant matrix with the first column given by $h_{k} \equiv [h_{k}(0), h_{k}(1), h_{k}(L), 0, \ldots, 0]^T$ ($[h_{k}(0), h_{k}(1), \ldots, h_{k}(L)]$ denotes the channel taps of user $k$). The $i$th column of $H_{k}^{\text{CP}}$ is a cyclic shift of its first column by $i$ positions. An example of $H_{k}^{\text{CP}}$ (with $L = 2$) can be found in Figure 2. (The matrix labelled by ‘$H$’ and ‘$H_{z}^{\text{P}}$’ will be discussed in the next sub-section.) Since Equation (24) is a special case of Equation (1), the result (23) can be directly applied.

### 3.2. SC-IDMA-ZP

In the ZP technique, a string of zeros (denoted by 0) is appended after $x_{k}$. The length of the zero string should be larger than the channel memory length $L$ to avoid IBI. Interestingly, ZP can also be used to transform the channel matrix to a circulant matrix. Potentially, the ZP technique can save the extra energy consumed by cyclic prefixes since the transmitter can keep silent during the zero interval. In the ZP technique, the received signal can be expressed as

$$y = \sum_{k=1}^{K} [H_{k} \hat{H}_{k}] [x_{k} \ 0] + n \quad (25)$$

The trick here is that we can freely alter the channel matrix part $\hat{H}_{k}$ corresponding to 0 without affecting $y$. We select $\hat{H}_{k}$ to make $H_{k}^{\text{CP}}$ circulant, as shown in Figure 2, in order to apply the FFT technique discussed in Subsection 3.3. In this case, we can rewrite Equation (25) as

$$y = \sum_{k=1}^{K} H_{k}^{\text{ZP}} [x_{k} \ 0] + n \quad (26)$$

Note that the size of $H_{k}^{\text{ZP}}$ is expanded to $(J + L) \times (J + L)$.

Figure 3 shows the multi-paths for user $k$ in the ZP and CP techniques. The received signal is the superposition of these multi-paths for all the users. From Figure 3 (and also by comparing Equation (26) with Equation (24)), we can see that ZP can be regarded as CP with zero prefixes. However, with CP, the cyclic prefix part is discarded at the receiver and so the received signal is not fully utilised. With ZP, on the other hand, the received power is fully utilised. This can also be seen from Figure 3. The observation window of $y$ in the CP technique is narrower than the energy spreading range of $x_{k}$ and its cyclic prefix. On the other hand, the observation window of $y$ in the ZP technique coincides with the energy spreading range of $x_{k}$. This comparison indicates the advantage of ZP.

It is also seen from Figure 3 that a signal block $x_{k}$ is extended during the transmission process due to the multipath effect. The detection in a ZP system is based on the entire energy spreading range of $x_{k}$, which is larger than the transmitted block length of $x_{k}$. This introduces an extra spreading factor. Therefore, ZP enjoys an additional spreading gain. We will show this using simulation results in Section 5.

### 3.3. The ESE function of SC-IDMA

Now consider the receiver. Both the CP scheme (24) and ZP scheme (26) can be treated as special cases of Equation (1). Hence, the ESE function (23) can be applied to both cases when realising the ESE. An important common trait of the above two schemes is that both $H_{k}^{\text{CP}}$ and $H_{k}^{\text{ZP}}$, for $\forall k$, are circulant, based on which fast implementation of the ESE can be realised.

For notational convenience, our discussion below will be based on the unified circulant channel matrix $A_{k}$. We assume that $A_{k}$ is an $N \times N$ matrix ($N =$
Figure 3. Comparison of the CP and ZP techniques.

When $A_k$ represents $H_k^{cp}$ and $N = J + L$ when $A_k$ represents $H_k^{zp}$. Let $F$ be the normalised discrete Fourier transform (DFT) matrix with the $(i, i')$-th entry given by $N^{-1/2} \exp(-j2\pi ii'/N)$. Clearly $FF^H = I$. It is well known that a circulant matrix can be diagonalised by DFT and IDFT matrices as follows

$$G_k = FA_k F^H$$

and

$$A_k = F^H G_k F$$

where

$$G_k = N^{1/2} \text{diag}(g_k(0), g_k(1), \ldots, g_k(N - 1))$$

and $[a_k(0), a_k(1), \ldots, a_k(L), 0, \ldots, 0]^T$ forms the first column of $A_k$. Substituting Equation (27b) into Equations (17) and (22), we have

$$U_k = \left( F^H G_k \left( \sum_{k'=1}^{K} v_{k'} G_{k'} G_{k'}^H + \sigma^2 I \right) \right)^{-1} G_k F$$

$$= u_k I$$

(29)

where

$$u_k = \sum_{i=0}^{N-1} \frac{|g_k(i)|^2}{N \sum_{k'=1}^{K} |v_{k'}|^2 |g_{k'}(i)|^2 + \sigma^2}$$

(30)

Again, substituting Equations (27b) and (29) into Equation (23) yields

$$\lambda_k = 4(1 - v_k u_k)^{-1} \left( F^H G_k \left( \sum_{k'=1}^{K} v_{k'} G_{k'} G_{k'}^H + \sigma^2 I \right) \right)^{-1}$$

$$\left( Y - \sum_{k'=1}^{K} G_{k'} FE(x_{k'}) + u_k E(x_k) \right)$$

(31)
where

\[ Y = Fy \]  

Equation (31) leads to the following method to compute \( \lambda_k \):

1. Compute \( Y = \sum_{k=1}^{K} G_k^H F E(x_k) \).
2. Premultiply the result of Step 1 by \( G_k^H \left( \sum_{k=1}^{K} G_k G_k^H + \sigma^2 I \right)^{-1} \).
3. Premultiply the result of Step 2 by \( F^H \), add \( u_k E(x_k) \) and scale the result by \( 4(1 - v_k u_k)^{-1} \).

Remarks:

1. The matrix inversion involved in Step 2 is trivial since \( \{G_k\} \) are diagonal matrices.
2. In Steps 1 and 3, multiplying by \( F \) and \( F^H \) can be realised by the FFT and inverse FFT (IFFT) algorithms, respectively. The normalised complexity (in terms of operations per entry of \( x_k \), with each operation consisting of one multiplication and one addition) of the above algorithm is only \( O(\log_2 N) \).
3. Note that in SC-IDMA-ZP, we only need the first \( J \) elements of \( \lambda_k \).
4. In SC-IDMA-ZP, a string of zeros is involved (see Equation (26)). The means and variances of these zero elements are all set to zero in the iterative process (since they are deterministic zeros).
5. It can be shown that the detection approach for SC-IDMA-CP is equivalent to that described in [21].

3.4. Performance analysis

An interesting feature of the above approach is that the performance of the ESE can be easily analysed. For simplicity, our discussion below is focused on the real part. The discussion for the imaginary part is similar. We can rewrite Equation (18) in a signal-plus-distortion form as

\[ \lambda_k^{\text{Re}}(i) = \mu_k(i) \lambda_k^{\text{Re}}(i) + \zeta_k^{\text{Re}}(i) \]  

where

\[ \mu_k(i) \equiv 4a_k(i)^H R_k(i)^{-1} a_k(i) \]  

\[ \zeta_k(i) \equiv 4a_k(i)^H R_k(i)^{-1} \left( y - \sum_{k=1}^{K} A_k E(x_k) - a_k(i)(x_k(i) - E(x_k(i))) \right) \]  

\[ R_k(i) \equiv \sum_{k=1}^{K} v_k A_k A_k^H - v_k a_k(i)a_k(i)^H + \sigma^2 I \]  

It has been shown that the residue distortion at the output of the MMSE estimator [7] is approximately Gaussian distributed [18]. Since the detection approach derived above is equivalent to the MMSE approach [15], \( \zeta_k(i) \) can be treated as a circular symmetric Gaussian random variable with zero mean and variance

\[ \text{E}(|\zeta_k(i)|^2) = 16 a_k(i)^H R_k(i)^{-1} a_k(i) = 4 \mu_k(i) \]  

Then, \( \text{E}(\zeta_k^{\text{Re}}(i)^2) = 2 \mu_k(i) \). Note that \( \mu_k(i) \) is actually invariant to index \( i \) since

\[ \mu_k(i) = 4 a_k(i)^H R_k(i)^{-1} a_k(i) \]

\[ = \frac{4 a_k(i)^H R^{-1} a_k(i)}{1 - v_k a_k(i)^H R^{-1} a_k(i)} \]

\[ = \frac{4 u_k}{1 - v_k u_k} \]  

where the second equality follows from the matrix inversion lemma, and the last equality follows from Equations (22) and (29). Then the ESE output \( \lambda_k^{\text{Re}}(i) \) can be treated as an observation of \( x_k^{\text{Re}}(i) \) scaled by \( \mu_k(i) \) (a real constant) and corrupted by an AWGN sample \( \zeta_k^{\text{Re}}(i) \). A single signal-to-noise-ratio (SNR) value

\[ \rho_k \equiv \mu_k(i)^2 / (2 \mu_k(i)) = 2 u_k (1 - v_k u_k)^{-1} \]  

is sufficient to characterise this model. From Equation (30), \( u_k \) is a function of \( v_k \). Thus, Equation (37) indicates that the transfer characteristic of the ESE can be sufficiently characterised by the input average variances \( \{v_k\} \) and the output SNRs \( \rho_k \). Equation (37) can be used in evolution analysis to predict the system performance [16]. In particular, it facilitates the following error-floor analysis.

Suppose that the iterative detector is close to convergence so that \( \{v_k\} \) can be treated as zeros. Then, from Equations (37) and (30), the error-floor performance of both SC schemes is determined by

\[ \sum_{i=0}^{N-1} |R_k(i)/\sigma^2|/2 = \sum_{i=0}^{L} |a_k(i)|^2 / (\sigma^2 / 2) \]  

The above equality holds according to Parseval’s theorem. This means that the error-floor performance of both schemes only depends on the channel energy and the noise power and is independent of \( N \), the number of FFT points.

The above discussion is based on the assumption of QPSK signalling with normalised energy per dimension for both ZP and CP techniques. Equation (38) indicates that,
Figure 4. The transmitter and (iterative) receiver structures of OFDM-IDMA-CP. ACP and RCP denote the operations of adding cyclic prefix and removing cyclic prefix, respectively.

Given the channel energy of $\sum_{l=0}^{L} |a_k(l)|^2$ for each user, both CP- and ZP-based schemes have the same error-floor performance. However, the extra energy consumed in CP is not counted in the above discussion. Therefore, CP is actually less power efficient when the overhead of prefix is included. This will be verified by the simulation results in Section 5.

4. OFDM-IDMA SYSTEMS

4.1. OFDM-IDMA-CP

We now consider the OFDM-based multi-carrier IDMA schemes. The related transceiver structure with CP is shown in Figure 4. This scheme has been studied in References [19] and [20]. Pre-coding using IDFT is performed at the transmitter side and pre-processing using DFT is performed at the receiver side. With CP, the time-domain channel matrix of each user $k$ is still given by $H_{k}^{CP}$ in Equation (24).

The system model is given by

$$ r = \sum_{k=1}^{K} H_{k}^{CP} F^H x_k + n $$ (39)

The receiver applies FFT to $r$ to obtain

$$ y = Fr = \sum_{k=1}^{K} A_k^{CP} x_k + \hat{n} $$ (40)

where $A_k^{CP} = FH_k^{CP} F$ and $\hat{n} = Fn$. Note that $n$ and $\hat{n}$ have the same distribution since $F$ is a unitary matrix.

From the property of the circulant matrix shown in Equation (27a), $A_k^{CP}$ is diagonal. When $K = 1$, Equation (40) reduces to a standard single-user OFDM system. In this case, no iteration is necessary since there is no interference among transmitted symbols. When $K > 1$, the result in Equation (23) can again be applied to Equation (40). As $A_k^{CP}$ is diagonal, $R$ is diagonal too. The computation of $R^{-1}$ and $U_k$ is now trivial.

4.2. OFDM-IDMA-ZP

OFDM-IDMA-ZP can be similarly derived from its SC counterpart. IDFT is applied to the signal vector $x_k$, and then the resulting vector is appended with zeros before transmission. Similarly to the channel model in Equation (26), the channel output vector can be represented as

$$ r = \sum_{k=1}^{K} H_{k}^{ZP} \left[ \begin{array}{c} F^H x_k \\ 0 \end{array} \right] + n $$ (41)

or equivalently,

$$ r = \sum_{k=1}^{K} H_{k}^{ZP} \left[ \begin{array}{c} F^H \\ 0 \\ 0 \end{array} \right] \left[ \begin{array}{c} x_k \\ 0 \end{array} \right] + n $$ (42)

At the receiver, DFT is applied to $r$,

$$ y = Fr = \sum_{k=1}^{K} \tilde{G}_{k}^{ZP} \tilde{F} H_k^{ZP} \tilde{F}^H x_k + \tilde{F} n $$ (43)

where

$$ \tilde{G}_{k}^{ZP} = \tilde{F} H_k^{ZP} \tilde{F}^H $$ (44a)
$$ A_k = \tilde{G}_{k}^{ZP} \tilde{F} $$ (44b)

It is important to note that the size of the DFT matrix $\tilde{F}$ is $(J + L) \times (J + L)$, which is different from the size of the IDFT matrix $F^H$ at the transmitter side. Also note that in Equation (43), $A_k$ is no longer diagonal, so the system is not orthogonal even when $K = 1$. Interference among different symbols from the same user is inevitable in OFDM-IDMA-ZP.

The result in Equation (23) can again be applied to Equation (43) which can be efficiently implemented as...
We can rewrite Equation (47) as follows. Note that
\[ A_k A_k^H = \tilde{G}_k^{zp} F \begin{bmatrix} F^H & 0 \\ 0 & I \end{bmatrix} F^H \left( \tilde{G}_k^{zp} \right)^H \]
\[ = \tilde{G}_k^{zp} \left( \tilde{G}_k^{zp} \right)^H \quad (45) \]
is diagonal. Thus, the covariance matrix (see Equation (17))
\[ R = \sum_{k=1}^{K} v_k \tilde{G}_k^{zp} \left( \tilde{G}_k^{zp} \right)^H + \sigma^2 I \quad (46) \]
is also diagonal and so its inversion is trivial. In what follows, we will show how to compute \( U_k \) efficiently. Let \( M = \tilde{F}^H \left( \tilde{G}_k^{zp} \right)^H R^{-1} \tilde{G}_k^{zp} \tilde{F} \) that is circulant since \( \left( \tilde{G}_k^{zp} \right)^H R^{-1} \tilde{G}_k^{zp} \) is diagonal. It can be shown that \( u_k^{zp}(i) \), the \( i \)th diagonal entry of \( U_k = (A_k^H R^{-1} A_k)_{\text{diag}} \), is given by
\[ u_k^{zp}(i) = e_j^T \begin{bmatrix} F & 0 \\ 0 & I \end{bmatrix} M \begin{bmatrix} F^H \\ 0 \end{bmatrix} e_i \quad (47) \]
where \( e_i \) is the \( i \)th column of an identity matrix with proper size. Note that we only need the first \( J \) diagonal elements. We can rewrite Equation (47) as
\[ u_k^{zp}(i) = f_i^H \tilde{M} f_i \quad (48) \]
where matrix \( \tilde{M} \) (of size \( J \times J \)) is the upper-left part of \( M \) (of size \( (J + L) \times (J + L) \)), and \( f_i \) the \( i \)th column of \( F^H \).

It can be verified that \( \tilde{M} \) can be expressed in the following Toeplitz form,
\[ \tilde{M} = \begin{bmatrix} a_0 & a_1 & \cdots & a_{J-2} & a_{J-1} \\ a_{-1} & a_0 & a_1 & \cdots & a_{J-2} \\ \vdots & a_{-1} & a_0 & \cdots & \vdots \\ a_{-J+2} & \cdots & \cdots & a_1 \\ a_{-J+1} & a_{-J+2} & \cdots & a_1 & a_0 \end{bmatrix} \quad (49) \]

Hence,
\[ f_i^H \tilde{M} f_i = a_0 + \frac{(J-1)a_{-1} + a_{J-1}}{J} e^{-j2\pi i / J} + \frac{(J-2)a_{-2} + 2a_{J-2}}{J} e^{-j4\pi i / J} \]
\[ + \cdots + \frac{(J-3)a_{-3} + 3a_{J-3}}{J} e^{-j6\pi i / J} + \cdots \]

In the above equation, \( a_j = 0 \). Thus, \( \{u_k^{zp}(i)\} \) can be efficiently calculated by taking the FFT of \( \{J^{-1}((J-n)a_{-n}) + n\alpha J_{-n}\} \). Due to the extra IFFT and FFT operations, the cost of the OFDM-IDMA-ZP approach is higher than that of SC-IDMA-ZP.

Performance analysis of both OFDM-IDMA-CP and OFDM-IDMA-ZP is complicated owing to the frequency-selective nature of the OFDM scheme involved. We are still working on this issue at the moment and so for present purposes we will rely on simulation results for performance evaluation.

5. NUMERICAL RESULTS

In this section, numerical results are provided to compare the performance of the previously discussed schemes. We first introduce some common settings used in the simulations. All of the schemes (SC-IDMA-CP, SC-IDMA-ZP, OFDM-IDMA-CP and OFDM-IDMA-ZP) employ the same encoding scheme: a rate-1/2 convolution code with generator \((23, 35)_8\), followed by length-16 repetition code. The data length for each user is 512. QPSK modulation is used. The number of users is fixed at 32. The block size \( J \) for the four schemes is 64. The channel memory length \( L \) is 16, that is \( L = J/4 \). These parameter values correspond to a relatively high speed environment where channel conditions change rapidly. The transmitted block in such an environment cannot be too long and so the guard interval represents a considerable overhead. We assume independent block fading channels. For each block, the samples of the channel taps for each user are independently drawn from a complex Gaussian distribution with mean 0 and variance \( 1/(L + 1) \) (i.e. the average channel energy is normalised to 1).

The performance of SC-IDMA-CP and SC-IDMA-ZP with different numbers of iterations is shown in Figure 5. The extra energy required by the CP approach is included in \( E_b / N_0 \). We can see that, in the high BER range (waterfall range), the performance of SC-IDMA-ZP is significantly better than that of SC-IDMA-CP. In the low BER range (error-floor range), for example at BER = \( 1 \times 10^{-5} \) with 15 iterations, the performance gap between SC-IDMA-CP and SC-IDMA-ZP is about 1 dB, which matches the
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Figure 5. Performance comparison between SC-IDMA-CP and SC-IDMA-ZP.

Figure 6 shows the performance of OFDM-IDMA-CP and OFDM-IDMA-ZP. We can see that OFDM-IDMA-ZP outperforms OFDM-IDMA-CP by about 1 dB in error-floor range, which again matches the extra energy consumed by CP.

From Figures 5 and 6, we can also observe that the convergence of the ZP-based schemes is faster than that of the CP-based schemes. This attributes to the spreading effect introduced by the multipath channel as discussed in Subsection 3.2.

In Figure 7, we compare the CP- and ZP-based schemes together. We can see that OFDM-IDMA-CP and SC-IDMA-CP have similar performance, and so do SC-IDMA-ZP and OFDM-IDMA-ZP. The ZP-based schemes are generally more power efficient.

6. CONCLUSIONS

In this paper, we have investigated single- and multi-carrier IDMA schemes with CP and ZP techniques. We have outlined a generic detection principle that can be applied to these schemes. Fast implementation techniques have been developed by exploiting the circulant property of the channel matrices involved. We have also demonstrated the advantages of ZP-based schemes in power efficiency and convergence speed.
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