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Notation and Acronyms

Notation

\( \alpha_i \)  Lagrange multiplier

\( A^T \)  Transpose of matrix A

\( c_{ij} \)  Support vector machine classifier trained from the \( i \)-th class and \( j \)-th class

\( |d| \)  Absolute value of \( d \)

\( D_{ij} \)  Decision function corresponding to \( c_{ij} \)

\( \epsilon_i \)  Slack variable

\( K(x, y) \)  Kernel

\( P(x|\omega) \)  Class-conditional probability density for \( x \) conditioned by \( \omega \)

\( \langle w \cdot x \rangle \)  Dot product between \( w \) and \( x \)

\( ||w|| \)  Euclidean norm of vector \( w \)

\( x \)  A feature vector, \( x = [x_1, x_2, \ldots, x_n]^T \)

\( y_i \)  class label, +1 or -1
Acronyms

**ADAG**  Adaptive directed acyclic graph

**ANMRR**  Average normalized modified retrieval rank

**ARTMAP**  A class of neural networks based on adaptive resonance theory

**CBIR**  Content based image retrieval

**CCV**  Colour coherence vector

**CL**  MPEG-7 colour layout

**CMRM**  Cross-media relevance model

**CR**  Classification rate

**CS**  MPEG-7 colour structure

**CSS**  Curvature Scale-Space

**DC**  MPEG-7 dominant colour

**DCT**  Discrete cosine transform

**DDAG**  Decision directed acyclic graph

**DFT**  Discrete Fourier transform

**DL**  Description Logics

**EDH**  Edge direction histogram
EH  MPEG-7 edge histogram

EM  Expectation maximization

GDH  Gradient direction histogram

HMMD, HSV, LUV, RGB, YCbCr  Colour spaces

HT  MPEG-7 homogeneous texture

HMMD, HSV, LUV, RGB, YCbCr  Colour spaces

k-NN  k-nearest neighbours

LOO  Leave-one-out

LOOCV  Leave-one-out cross validation

MHMM  Multi-resolution hidden Markov model

MPEG  Moving Picture Experts Group

PWC  Pair-wise coupling

SC  MPEG-7 scalable colour

SNB  Semi-naive Bayesian model

SNP  Summation of negative probability

SVM  Support vector machine

VC  Vapnik-Chervonenkis

XM  MPEG-7 eXperimentation Model
In this thesis, the term SVM refers to two-class classification problems. The terms pair-wise SVM and one-versus-all SVM refer to multi-class classification problems.
Abstract

Content-based image retrieval searches for an image by using a set of visual features that characterize the image content. This technique has been used in many areas, such as geographical information processing, space science, biomedical image processing, target recognition in military applications and bioinformatics. Many approaches have been proposed to reduce the gap between the low-level visual features and high-level contents. In this thesis, a multi-class automatic annotation system is developed to bridge the semantic gap. Given an image, the proposed system will automatically generate keywords corresponding to the image contents. The system is evaluated using a large image database consisting of over 16000 images collected from various online repositories.

The proposed multi-class annotation system is based on salient features and support vector machines (SVMs). A new feature called gradient direction histogram is proposed for image classification. Instead of relying on a single feature, the SVMs in our system can automatically select the most suitable features from a pool of six MPEG-7 visual descriptors and the proposed gradient direction histogram. Multi-class SVMs are constructed using two-class SVMs in different combinations.
We have examined several multi-class support vector machines including one-versus-all SVMs, pair-wise SVMs and decision directed acyclic graph SVMs. The results confirm that the pair-wise and decision directed acyclic graph SVMs are suitable for multi-class applications. In pair-wise SVMs, we propose a voting scheme named confidence score voting. Our results show that, compared to majority voting, confidence score voting improves the classification accuracy. Combining salient features leads to a significant improvement in the classification rate.

The proposed system is compared to \( k \)-nearest neighbours and neural networks using the same dataset. The results show that the proposed system outperforms these two classifiers in the four-class classification problem. The research project also investigates the system performance when the input image is cropped, resized or rotated.
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