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22.1. Introduction

A fundamental problem in financial mathematics is the recovery of model parameters given observed market prices. Volatility, for instance, is an important but unobservable parameter, whose estimate is necessary when pricing derivatives and enables us to understand price dynamics. Traders calculate implied volatilities from market data for option valuation, as well as using them as a guide to monitor the market’s sentiments. In the present work, we focus on recovering the parameters of a regime-switching model from European call option prices.

A number of approaches have been proposed to deal with this type of problem. In a pioneering paper, Dupire [1] verifies empirically that different strikes and maturities lead to different implied volatilities for options on a given asset. Boyle and Thangaraj [2], as well as Andersen and Brotherton-Ratcliffe [3], obtain local implied volatilities by numerically implementing Dupire’s equation. Rodrigo and Mamon [4] give a new expression for the volatility by deriving a semi-explicit solution of Dupire’s equation. They also provide a different formula in [5], which makes use of the so-called inverse Stieltjes moment approach. Bouchouev and Isakov [6] reduce the identification of the volatility to an inverse parabolic problem with the final observation. Deng et al. [7] employ an optimal control framework with a new terminal condition to solve this kind of inverse problem.

Recently, considerable attention has been given to the use of regime-switching models, or hidden Markov models (HMMs), in finance. In an HMM, the model parameters switch amongst unobservable states of the economy and are governed by a Markov process. A regime-switching volatility is a simple way to incorporate stochastic volatilities. It has the ability to capture long-term and fundamental changes in the economic mechanism that generates the data. Significant empirical evidence from the literature lends support for the appropriateness of regime-switching models. For instance, Chu et al. [8] advocate the use of these models to describe returns and volatility dynamics in the stock market. Turner et al. [9] argue that either the mean or variance, or both, may exhibit differences between two regimes. The investigation of Engel and Hamilton [10], Bekker and Hodrick [11], and Engel and Hakko [12] document regime switching in major foreign exchange rates. Dahlquist and Gray [13] and Ang and Bekaert [14] show that various foreign, short-term interest rates are well described by regime-switching models. Some applications of regime-switching models modulated by a hidden Markov chain can be found in the work of Elliott and Mamon [15], as well as in Elliott and Kopp [16].

Regime-switching models have achieved growing importance in various financial problems as they can capture a richer set of empirical and theoretical characteristics of a market. They have also enriched the developments in option pricing theory. For example, Elliott et al. [17] develop a method to price options based on a regime-switching random Esscher transform. In turn, this method was used by Ching et al. [18] to price exotic options under a hidden Markov model with long-range dependence in the states of an economy, which is known as a higher-order HMM. Mamon and Rodrigo [19] present closed-form solutions for European option values when the dynamics of both the short rate and the volatility of the underlying asset process are modulated by a continuous-time Markov chain. Boyle and Draviam [20] derive the system of partial differential equations (PDEs) of Black-Scholes type that governs the dynamics of European options in a regime-switching framework and price exotic options by solving the coupled PDEs numerically. Duan et al. [21] develop a family of option pricing models which are based on the GARCH process and the variance-updating schemes also depend on a second factor orthogonal to asset innovations. Other works that feature regime-switching models in other applications include Siu et al. [22] for credit default swaps, Elliott and van der Hoek [23] for asset allocations, and Elliott and Mamon [15] for short-term interest rates.

The above studies in option pricing under a regime-switching framework serve as motivation for investigating the inverse problem of recovering the volatilities when they are governed by HMMs. There is a relatively limited amount of literature on estimating regime-switching parameters using market data. In this paper, we extend the inverse Stieltjes moment approach in [5] by assuming that the volatility of the underlying asset is governed by a continuous-time Markov chain. In this model, the unobservable parameters are the volatilities in each state and the intensity probabilities of the hidden Markov chain. We start with the well-known system of Black-Scholes-type PDEs and derive the coupled system of Dupire-type PDEs that governs the dynamics of European option prices.

The rest of the paper is organised as follows. In Section 22.2, we recall the regime-switching model setup. In Section 22.3, we derive the system of Dupire-type PDEs describing the dynamics of European option prices under this setup. We formulate the inverse Stieltjes moment problem in Section 22.4, and also discuss how our proposed method could determine the model parameters. In Section 22.5, we exhibit an implementation to a set of “theoretical data” which were generated by solving the coupled
Dupire-type PDEs. We conclude with a brief summary in Section 22.6.

22.2. Regime-switching model setup

We wish to value a European option within the standard Black–Scholes model with two basic securities consisting of a riskless asset (a bond whose value is $B_t$ at time $t \geq 0$) and a risky asset (a stock whose price is $S_t$ at time $t$). Moreover, we assume that the economic state of the world is modelled by a finite-state Markov chain $x_t$ that evolves in continuous time. This implies that the bank rate process $\mu_t$ and the stock's volatility $\sigma_t$ and rate of return $\mu_t$ are governed by Markov chain dynamics.

Without loss of generality, we may take the state space of $x_t$ to be the finite set $\{e_1, \ldots, e_N\}$ of canonical vectors in $\mathbb{R}^N$. Assume that $x_t$ is homogeneous in time and has intensity matrix $A = (a_{ij})$, i.e.,

$$a_{ji} \geq 0 \quad \text{for } j \neq i, \quad \sum_{i=1}^{N} a_{ij} = 0 \quad \text{for each } j = 1, \ldots, N.$$  

If $p_t = E[x_t] = (p_{t1}, \ldots, p_{tN})^*$ where * is the transpose operator, then $p_t$ satisfies

$$\frac{dp_t}{dt} = Ap_t.$$

It can be shown [24] that $x_t$ has a semi-martingale representation

$$x_t = x_0 + \int_0^t Ax_s \, ds + M_t$$

where $M_t$ is a martingale.

Suppose that $r_t = (r_t, x_t)$ for some given vector $r = (r_1, \ldots, r_N)^*$ in $\mathbb{R}^N$ with $r_1, \ldots, r_N > 0$. Here, $(\cdot, \cdot)$ denotes the usual inner product in $\mathbb{R}^N$. Then $\$1 invested at time zero becomes

$$B_t = e^{\int_0^t r_u \, du}$$  

at time $t$. In addition, suppose that the rate of return $\mu_t$ and the volatility $\sigma_t$ depend on the state $x_t$, i.e., there exist vectors $\mu = (\mu_1, \ldots, \mu_N)^*$ and $\sigma = (\sigma_1, \ldots, \sigma_N)^*$ in $\mathbb{R}^N$ (with $\mu_i, \sigma_i > 0$ for all $i = 1, \ldots, N$) such that $\mu_t = (\mu_t, x_t)$ and $\sigma_t = (\sigma_t, x_t)$. Then the dynamics of the stock is described by the stochastic differential equation

$$dS_t = \mu_t S_t \, dt + \sigma_t S_t \, dW_t$$

where $W_t$ is a Brownian motion on a filtered probability space denoted by $(\Omega, \mathcal{F}, \mathbb{P}, (\mathcal{F}_t)_{t \geq 0})$ and $(\mathcal{F}_t)_{t \geq 0}$ is taken to be the natural filtration. It can be shown that $S_t$ is expressible as

$$S_t = S_0 e^{\int_0^t (\mu_u - \sigma_u^2/2) \, du + \int_0^t \sigma_u \, dW_u}.$$

If the bond and stock dynamics are given by Eq. (22.1) and Eq. (22.2), respectively, and at time $t \in [0, T]$ we have $S_t = S$ and $x_t = x$, then the price of a European call option with expiry $T$ and strike price $K$ is

$$c(t, S, T, K, x) = \mathbb{E}^Q \left[ e^{-\int_x^S r_u \, ds} (S_T - K)^+ \mid S_t = S, x_t = x \right]$$

where $(z)^+ = \max(z, 0)$ and $\mathbb{E}^Q$ denotes the expectation evaluated under a risk-neutral measure $Q$. We remark that regime switching leads to an incomplete market, which can be completed by the introduction of Arrow-Debreu securities [25] related to the cost of switching. Thus, in Eq. (22.3) we are assuming that we are already working under a risk-neutral measure $Q$. Just like in the classical Black–Scholes case, we assume that $\mu = r$ in the stock price dynamics under $Q$; hence the rate of return will not appear in Eq. (22.3). We do not rule out the dependence of the market price of risk on the state $x_t$ at time $t$. But, irrespective of whether or not we assume a special or functional form for the market price of risk that depends on $x_t$, or some other more general dependence which we do not know, the information from the market should be implicitly reflected in the parameters that we want to estimate. That is, we do not know what the exact dependence is but what are important to us are the parameter estimates that should encapsulate this information.

Define $c_i(t, S, T, K) = c(t, S, T, K, e_i)$ for each $i = 1, \ldots, N$. We note that $r_t = (r, e_i)$ and $\sigma_t = (\sigma, e_i)$. It can be shown [19] that $c_1, \ldots, c_N$ satisfy a system of coupled PDEs of Black–Scholes type in the variables $t$ and $S$, namely

$$\frac{\partial c_i}{\partial t} + r S \frac{\partial c_i}{\partial S} + \frac{\sigma_i^2 S^2}{2} \frac{\partial^2 c_i}{\partial S^2} + \frac{1}{2} \sigma_i^2 S^2 \frac{\partial^2 c_i}{\partial S^2} + r_t S \frac{\partial c_i}{\partial S} - r_t c_i + \sum_{j=1}^{N} a_{ij} c_j = 0 \quad (i = 1, \ldots, N),$$

together with the terminal conditions

$$c_i(T, S, T, K) = (S - K)^+ \quad (i = 1, \ldots, N).$$

Let $c = (c_1, \ldots, c_N)^*$, $\Sigma = \text{diag}(\sigma_1, \ldots, \sigma_N)$, and $\mathbf{R} = \text{diag}(r_1, \ldots, r_N)$. Then Eq. (22.4), Eq. (22.5) can be recast in matrix form as

$$\frac{\partial c}{\partial t} + \frac{1}{2} \mathbf{S}^2 \Sigma^2 \frac{\partial^2 c}{\partial S^2} + \mathbf{R} \frac{\partial c}{\partial S} - \mathbf{R} c + \mathbf{A}^* c = 0,$$

where

$$\mathbf{S} = \begin{pmatrix} S_1 & \cdots & S_N \end{pmatrix}, \quad \mathbf{A} = \begin{pmatrix} a_{11} & \cdots & a_{1N} \\ \vdots & \ddots & \vdots \\ a_{N1} & \cdots & a_{NN} \end{pmatrix}. $$
\[ c(T, S, T, K) = (S - K)^+1, \]  
respectively, where 0 is the N-dimensional zero vector and 1 is the N-dimensional vector all of whose components are equal to one.

Our aim here is to solve the inverse problem of recovering the parameters of the underlying model from market data. The inverse problem was first considered by Dupire [1], who showed that if the prices of a European call option were known for all strike prices and maturity dates, then the volatility surface can be recovered from market data. In our case, instead of a local volatility function, we wish to recover the volatility matrix \( \Sigma \), the transition intensity matrix \( A \), and the rate matrix \( R \).

It is important to note that actual market option prices are quoted for varying strikes and times to maturity. Thus, since we want to utilise a PDE-based approach to solve the inverse problem, we must first derive a system of PDEs similar to Eq. (22.6) but with the independent variables being the time to maturity and the strike price. In other words, we wish to obtain the analogue of Dupire’s equation for the system of PDEs given in Eq. (22.6), which is the goal of the next section.

### 22.3. Derivation of a system of Dupire-type PDEs

First, we show that \( c_1, \ldots, c_N \) are homogeneous functions of degree one with respect to \( S \) and \( K \), i.e.,

\[ c_i(t, \lambda S, T, \lambda K) = \lambda c_i(t, S, T, K) \quad (i = 1, \ldots, N) \tag{22.8} \]

for all \( \lambda > 0 \). To prove Eq. (22.8), we will use a uniqueness argument by showing that \( c_i(t, \lambda S, T, \lambda K) \) and \( \lambda c_i(t, S, T, K) \) for all \( i = 1, \ldots, N \) satisfy the following final-value problem for \( v(t, x, u, y) \):

\[ \frac{\partial v_i}{\partial t} + \frac{1}{2} \sigma_i^2 x^2 \frac{\partial^2 v_i}{\partial x^2} + r_i x \frac{\partial v_i}{\partial x} - r_i v_i + \sum_{j=1}^{N} a_{ij} v_j = 0 \quad (i = 1, \ldots, N), \tag{22.9} \]

\[ v_i(T, x, u, y) = \lambda(x - y)^+ \quad (i = 1, \ldots, N). \tag{22.10} \]

Let \( c_1, \ldots, c_N \) be a solution of Eq. (22.4), Eq. (22.5). Take \( v_i(t, x, u, y) = \lambda c_i(t, S, T, K) \) where \( x = S, \ u = T, \) and \( y = K \). Then it is easy to see that \( v_1, \ldots, v_N \) satisfy Eq. (22.9), Eq. (22.10). Now take \( v_i(t, x, u, y) = c_i(t, S, T, K) \) where \( x = S/\lambda, \ u = T, \) and \( y = K/\lambda \). Again, it is straightforward to verify that \( v_1, \ldots, v_N \) satisfy Eq. (22.9), Eq. (22.10). Thus,

the homogeneity condition Eq. (22.8) follows from the uniqueness of the solution of the final-value problem.

Invoking Euler’s theorem on homogeneous functions, we obtain

\[ S \frac{\partial c_i}{\partial S} + K \frac{\partial c_i}{\partial K} = c_i \quad (i = 1, \ldots, N). \]

Differentiating the above equation with respect to \( S \) and \( K \) gives

\[ S \frac{\partial^2 c_i}{\partial S^2} = -K \frac{\partial^2 c_i}{\partial S \partial K}, \quad K \frac{\partial^2 c_i}{\partial K^2} = -S \frac{\partial^2 c_i}{\partial K \partial S} \quad (i = 1, \ldots, N), \]

respectively. It follows that

\[ S \frac{\partial^2 c_i}{\partial S^2} = K \frac{\partial^2 c_i}{\partial K^2} \quad (i = 1, \ldots, N) \]

and Eq. (22.4) becomes

\[ \frac{\partial c_i}{\partial t} + \frac{1}{2} \sigma_i^2 K^2 \frac{\partial^2 c_i}{\partial K^2} - r_i K \frac{\partial c_i}{\partial K} + \sum_{j=1}^{N} a_{ij} c_j = 0 \quad (i = 1, \ldots, N), \tag{22.11} \]

with the same terminal condition Eq. (22.5). In matrix form we therefore have

\[ \frac{\partial c}{\partial t} + \frac{1}{2} K^2 \Sigma \frac{\partial^2 c}{\partial K^2} - K R \frac{\partial c}{\partial K} + A^* c = 0, \tag{22.12} \]

\[ c(T, S, T, K) = (S - K)^+1. \tag{22.13} \]

Finally, letting \( c(t, S, T, K) = c(u, S, K) \) where \( u = T - t \) in Eq. (22.12), Eq. (22.13) yields

\[ \frac{\partial c}{\partial u} = \frac{1}{2} K^2 \Sigma \frac{\partial^2 c}{\partial K^2} - K R \frac{\partial c}{\partial K} + A^* c, \tag{22.14} \]

\[ c(0, S, K) = (S - K)^+1, \tag{22.15} \]

respectively. Note that Eq. (22.14), Eq. (22.15) is now an initial-value problem. When \( N = 1 \), we have

\[ \frac{\partial c_1}{\partial u} = \frac{1}{2} \sigma_1^2 K^2 \frac{\partial^2 c_1}{\partial K^2} - r_1 K \frac{\partial c_1}{\partial K}. \tag{22.16} \]
which is Dupire’s equation with a constant volatility [1]. Hence, Eq. (22.14) is the analogue of Dupire’s equation for the regime-switching case.

22.4. Inverse Stieltjes moment problem

Having derived the system of PDEs in the appropriate independent variables $u$ and $K$, we now proceed to solve the inverse problem of parameter estimation via the inverse Stieltjes moment method first proposed in [5].

To simplify the ensuing notation, we shall write $c(u, K)$ instead of $c(u, S, K)$. We will also assume for simplicity that $R = rI$ for some given $r > 0$, where $I$ is the identity matrix; the method can be easily extended to the more general case. As in [5], let us define the $n$th moment of the call price by

$$m_n^{(i)}(u) = \int_0^\infty K^n c(u, K) \, dK \quad (i = 1, \ldots, N),$$

where $n$ is a nonnegative integer. Multiplying both sides of Eq. (22.14) by $K^n$ and integrating over $(0, \infty)$, we formally obtain

$$\int_0^\infty K^n \frac{\partial c}{\partial u} \, dK = \frac{1}{2} \int_0^\infty K^{n+2} \frac{\partial^2 c}{\partial K^2} \, dK - \int_0^\infty rK^{n+1} \frac{\partial c}{\partial K} \, dK + \int_0^\infty K^n A^* c \, dK. \quad (22.17)$$

Assuming that the call price decays to zero sufficiently fast as $K \to \infty$, we deduce that

$$\int_0^\infty K^n \frac{\partial c}{\partial u} \, dK = \frac{\partial m_n}{\partial u},$$

$$\int_0^\infty K^{n+1} \frac{\partial c}{\partial K} \, dK = -(n+1)m_n,$$

$$\int_0^\infty K^{n+2} \frac{\partial^2 c}{\partial K^2} \, dK = (n+1)(n+2)m_n.$$

Thus, Eq. (22.17) simplifies to

$$\frac{\partial m_n}{\partial u} - r(n+1)m_n = \left[ \frac{1}{2} (n+1)(n+2) \Sigma^2 + A^* \right] m_n,$$

Considering any $N$ consecutive moments gives

$$\frac{\partial m_n}{\partial u} - r(n+1)m_n = \left[ \frac{1}{2} (n+1)(n+2) \Sigma^2 + A^* \right] m_n,$$

$$\frac{\partial m_{n+1}}{\partial u} - r(n+2)m_{n+1} = \left[ \frac{1}{2} (n+2)(n+3) \Sigma^2 + A^* \right] m_{n+1},$$

$$\vdots$$

$$\frac{\partial m_{N-1}}{\partial u} - r(N-1)m_{N-1} = \left[ \frac{1}{2} (N)(N+1) \Sigma^2 + A^* \right] m_{N-1}.$$  \quad (22.18)

Since the option prices are assumed to be observed, the moments are also known and we wish to estimate $A$ and $\Sigma$. Given that $A$ is an intensity matrix, each of its $N$ diagonal entries, say $a_{ii}$, is expressible as a sum of the entries in the $i$th column, so there are essentially $N^2 - N$ unknown entries of $A$. Together with the $N$ unknown diagonal entries of $\Sigma$, we therefore have a total of $N^2$ parameters to estimate. Note that Eq. (22.18) is a linear system of $N^2$ equations in $N^2$ unknowns.

To explain the basic idea, let us take $N = 2$. Then Eq. (22.18) gives

$$\begin{pmatrix}
(n+1)(n+2) & m_n^{(1)} \\
(n+1)(n+2) & m_n^{(2)}
\end{pmatrix} = \begin{pmatrix}
0 & m_n^{(1)} - m_n^{(2)} \\
0 & m_n^{(2)} - m_n^{(1)}
\end{pmatrix} = \begin{pmatrix}
\sigma_1^2 \\
\sigma_2^2
\end{pmatrix},$$

$$\begin{pmatrix}
(n+2)(n+3) & m_{n+1}^{(1)} \\
(n+2)(n+3) & m_{n+1}^{(2)}
\end{pmatrix} = \begin{pmatrix}
0 & m_{n+1}^{(1)} - m_{n+1}^{(2)} \\
0 & m_{n+1}^{(2)} - m_{n+1}^{(1)}
\end{pmatrix} = \begin{pmatrix}
\sigma_2^2 \\
\sigma_1^2
\end{pmatrix}.$$  \quad (22.19)

Note that from Eq. (22.15) we see that

$$m_n[0] = \int_0^\infty K^n (S - K)^+ \, dK = \frac{S^{n+2}}{(n+1)(n+2)},$$

Let

$$M_n^{(i)}(u) = \int_0^u m_n^{(i)}(s) \, ds \quad (i = 1, 2).$$
To incorporate the initial conditions, we integrate Eq. (22.19) over \([0, u]\) with respect to a dummy variable \(s\) to get

\[
\begin{pmatrix}
\frac{(n+1)(n+2)}{2} M_n^{(1)} & 0 & M_n^{(2)} - M_n^{(1)} \\
0 & \frac{(n+1)(n+2)}{2} M_n^{(2)} & 0 \\
\frac{(n+2)(n+3)}{2} M_{n+1}^{(1)} & 0 & M_{n+1}^{(2)} - M_{n+1}^{(1)} \\
0 & \frac{(n+2)(n+3)}{2} M_{n+1}^{(2)} & 0 \\
\end{pmatrix}
\times
\begin{pmatrix}
\sigma_1^2 \\
\sigma_2^2 \\
a_{21} \\
a_{12} \\
\end{pmatrix} =
\begin{pmatrix}
m_n^{(1)} - \frac{n}{(n+1)(n+2)} - r(n+1)M_n^{(1)} \\
m_n^{(2)} - \frac{n}{(n+1)(n+2)} - r(n+1)M_n^{(2)} \\
m_{n+1}^{(1)} - \frac{n+1}{(n+2)(n+3)} - r(n+2)M_{n+1}^{(1)} \\
m_{n+1}^{(2)} - \frac{n+1}{(n+2)(n+3)} - r(n+2)M_{n+1}^{(2)} \\
\end{pmatrix}.
\] (22.20)

In summary, given \(c_1(u, K)\) and \(c_2(u, K)\) where \(0 \leq u \leq T\) and \(K \geq 0\), we compute \(m_n^{(1)}, m_n^{(2)}, m_{n+1}^{(1)},\) and \(m_{n+1}^{(2)}\) (for a fixed nonnegative integer \(n\)), as well as their integrals over \([0, u]\) for some \(u \in [0, T]\). We then solve the linear system Eq. (22.20) for the unknown parameters \(\sigma_1, \sigma_2, a_{21},\) and \(a_{12}\). Note that \(a_{21} = -a_{21}\) and \(a_{22} = -a_{12}\) by the definition of \(A\). In addition, the choice of \(u\) in \([0, T]\) should not matter since in this framework \(A\) and \(\Sigma\) are constant matrices.

22.5. Numerical implementation and results

To test the accuracy of the inverse Stieltjes moment method, we need to have "observed" option prices. The "observed" option prices can be taken to be the solution generated by the initial-value problem Eq. (22.14), Eq. (22.15) (after specifying some matrices \(A\) and \(\Sigma\)). Then we try to recover \(A\) and \(\Sigma\) using the moment method.

As a trial run, suppose that \(A = 0\), i.e., there is no switching among regimes. Then Eq. (22.14) reduces to a system of uncoupled Dupire equations. Hence, each component of \(c\) solves Dupire's equation, i.e., if \(c = (c_1, \ldots, c_N)^T\), then

\[
c_{i}(u, K) = S\Phi(d_1^{(i)}(u, K)) - Ke^{-ru}\Phi(d_2^{(i)}(u, K)) \quad (i = 1, \ldots, N),
\]

\[
d_1^{(i)}(u, K) = \frac{\log(S/K) + (r + \sigma_i^2/2)u}{\sigma_i\sqrt{u}},
\]

\[
d_2^{(i)}(u, K) = \frac{\log(S/K) + (r - \sigma_i^2/2)u}{\sigma_i\sqrt{u}},
\] (22.21)

where \(\Phi\) denotes the cumulative distribution function of a standard normal variable. Now we assume that \(r = 0.02, S = 20, u = 0, T = 1, \sigma_1 = 0.1\) and \(\sigma_2 = 0.3\). We take 50 values for strike price ranging from 0 to 60 and 100 values for the time to maturity ranging from 0 to 1. Then the moments and their integrals are calculated and moment method in Eq. (22.20) is applied. The estimated parameters are: \(a_{21} = 6.67 \times 10^{-4}\), \(a_{12} = 3.15 \times 10^{-4}\), \(\sigma_1 = 0.1\) and \(\sigma_2 = 0.2957\).

However, for the more realistic case \(A \neq 0\), there is no known explicit solution of Eq. (22.14), Eq. (22.15) in general. So we will have to solve this problem numerically to generate the "observed" option prices. This implies that we have to truncate the interval \((0, \infty)\) to some finite interval \((0, K_{\text{max}})\) where \(K_{\text{max}} > 0\), and then impose reasonable boundary conditions for \(c\) at \(K = 0\) and \(K = K_{\text{max}}\). If the right endpoint \(K_{\text{max}}\) is sufficiently large, and recalling that each component of \(c\) tends to zero as \(K \to \infty\), then we can assign a positive but small value to each component. However, the boundary condition at the left endpoint \(K = 0\) is not clear. When \(N = 1\), the Black–Scholes formula evaluated at \(K = 0\) gives \(S\) for the call price. For \(N > 1\), it is not certain whether each component of \(c\) will also have the value \(S\). To get around this problem, we will solve Eq. (22.14), Eq. (22.15) numerically for \(K \in [0, K_{\text{max}}]\) and \(u \in [0, T]\) by formulating an explicit method with implicit boundary conditions.

Discretise the variables by

\[
u = u^i, \quad K = \varepsilon^j, \quad c \approx c^{ij} = (c_1^i, c_2^j)^T
\]

where

\[
u^i = i\Delta u, \quad \Delta u = \frac{T}{I} (i = 0, \ldots, I)
\]

and

\[
\varepsilon^j = j\Delta K, \quad \Delta K = \frac{K_{\text{max}}}{J} (j = 0, \ldots, J).
\]

Using an explicit scheme, we discretise Eq. (22.14) to get

\[
\frac{c_{i+1,j}^{\varepsilon^j} - c_{i,j}^{\varepsilon^j}}{\Delta u} = \frac{1}{2}(K^j)^2\frac{c_{i+1}^{\varepsilon^j} - 2c_i^{\varepsilon^j} + c_{i-1}^{\varepsilon^j}}{(\Delta K)^2} - rK_j c_{i+1,j}^{\varepsilon^j} - c_{i,j}^{\varepsilon^j} \Delta K
\]

\[
+ a_{11}c_i^{\varepsilon^j} + a_{21}c_2^j,
\]

\[
\frac{c_{i+1,j}^{\varepsilon^j} - c_{i,j}^{\varepsilon^j}}{\Delta u} = \frac{1}{2}(K^j)^2\frac{c_{i+1}^{\varepsilon^j} - 2c_i^{\varepsilon^j} + c_{i-1}^{\varepsilon^j}}{(\Delta K)^2} - rK_j c_{i+1,j}^{\varepsilon^j} - c_{i,j}^{\varepsilon^j} \Delta K
\]

\[
+ a_{12}c_1^{\varepsilon^j} + a_{22}c_2^j.
\]
This is equivalent to
\[
\begin{align*}
c_{i+1,j} &= c_{i,j} + \frac{\Delta u}{2(\Delta K)^2} (K_j^2 - 2c_{i,j}^0 + c_{i,j+1}^0) \\
&\quad - \frac{r\Delta u}{\Delta K} K_j (c_{i,j+1}^0 - c_{i,j}^0) + \Delta u A^c c_{i,j}^0
\end{align*}
\]
for all \( i = 1, \ldots, I - 1 \) and \( j = 1, \ldots, J - 1 \). This solves for the option prices at time \( i + 1 \) in the open interval \((0, K_{\text{max}})\) using the option prices calculated at time \( i \) over the closed interval \([0, K_{\text{max}}]\). The initial condition is determined by
\[
c_{0,j} = (S - K_j)^+ 1 \quad (j = 0, \ldots, J),
\]
which includes the values at both endpoints.

To determine the boundary values at \( K = 0 \), we use second-order Taylor expansions at \((u, 0)\) in the continuous variables, i.e.,
\[
\begin{align*}
c(u, \Delta K) &\approx c(u, 0) + (\Delta K) \frac{\partial c}{\partial K}(u, 0) + \frac{1}{2}(\Delta K)^2 \frac{\partial^2 c}{\partial K^2}(u, 0), \\
c(u, 2\Delta K) &\approx c(u, 0) + (2\Delta K) \frac{\partial c}{\partial K}(u, 0) + \frac{1}{2}(2\Delta K)^2 \frac{\partial^2 c}{\partial K^2}(u, 0), \\
c(u, 3\Delta K) &\approx c(u, 0) + (3\Delta K) \frac{\partial c}{\partial K}(u, 0) + \frac{1}{2}(3\Delta K)^2 \frac{\partial^2 c}{\partial K^2}(u, 0).
\end{align*}
\]
Define
\[
\alpha_L(u) = \frac{\partial c}{\partial K}(u, 0), \quad \beta_L(u) = \frac{\partial^2 c}{\partial K^2}(u, 0).
\]
Then in discretised variables we get
\[
\begin{align*}
c_{i,j}^0 &= c_{i,j}^0 + \Delta K \alpha_L(u^i) + \frac{1}{2}(\Delta K)^2 \beta_L(u^i), \\
c_{i,j}^1 &= c_{i,j}^0 + 2\Delta K \alpha_L(u^i) + 2(\Delta K)^2 \beta_L(u^i), \\
c_{i,j}^2 &= c_{i,j}^0 + 3\Delta K \alpha_L(u^i) + \frac{9}{2}(\Delta K)^2 \beta_L(u^i),
\end{align*}
\]
valid for all \( i = 1, \ldots, I \). In matrix form, this is the same as
\[
\begin{pmatrix}
1 & \Delta K & \frac{1}{2}(\Delta K)^2 \\
2\Delta K & 2(\Delta K)^2 \\
3\Delta K & \frac{3}{2}(\Delta K)^2
\end{pmatrix}
\begin{pmatrix}
c_{i,j}^0 \\
c_{i,j}^1 \\
c_{i,j}^2
\end{pmatrix}
= \begin{pmatrix}
c_{i,j}^0 \\
c_{i,j}^1 \\
c_{i,j}^2
\end{pmatrix}
\]
and
\[
\begin{pmatrix}
1 & \Delta K & \frac{1}{2}(\Delta K)^2 \\
2\Delta K & 2(\Delta K)^2 \\
3\Delta K & \frac{3}{2}(\Delta K)^2
\end{pmatrix}
\begin{pmatrix}
\alpha_L^{(i)}(u^i) \\
\alpha_L^{(i)}(u^i) \\
\beta_L^{(i)}(u^i)
\end{pmatrix}
= \begin{pmatrix}
c_{i,j}^0 \\
c_{i,j}^1 \\
c_{i,j}^2
\end{pmatrix}
\]
Note that the vectors \( \alpha_L(u^i) \) and \( \beta_L(u^i) \) are not known, which is why we need to solve these two linear systems to obtain the desired quantity \( c_{i,j}^0 \). Moreover, \( c_{i,j}^1 \), \( c_{i,j}^2 \), and \( c_{i,j}^3 \) on the right-hand sides are known if we first solve the PDEs in the interior \((0, K_{\text{max}})\).

Similarly, at the right boundary point \( K = K_{\text{max}} \), we expand
\[
c(u, \Delta K) \approx c(u, K_{\text{max}}) + (-\Delta K) \frac{\partial c}{\partial K}(u, K_{\text{max}}) \\
+ \frac{1}{2}(-\Delta K)^2 \frac{\partial^2 c}{\partial K^2}(u, K_{\text{max}}),
\]
\[
c(u, 2\Delta K) \approx c(u, K_{\text{max}}) + (-2\Delta K) \frac{\partial c}{\partial K}(u, K_{\text{max}}) \\
+ \frac{1}{2}(-2\Delta K)^2 \frac{\partial^2 c}{\partial K^2}(u, K_{\text{max}}),
\]
\[
c(u, 3\Delta K) \approx c(u, K_{\text{max}}) + (-3\Delta K) \frac{\partial c}{\partial K}(u, K_{\text{max}}) \\
+ \frac{1}{2}(-3\Delta K)^2 \frac{\partial^2 c}{\partial K^2}(u, K_{\text{max}}).
\]
Defining
\[
\alpha_R(u) = \frac{\partial c}{\partial K}(u, K_{\text{max}}), \quad \beta_R(u) = \frac{\partial^2 c}{\partial K^2}(u, K_{\text{max}}),
\]
we obtain
\[
\begin{align*}
c_{i,j}^0 &= c_{i,j}^0 - \Delta K \alpha_R(u^i) + \frac{1}{2}(\Delta K)^2 \beta_R(u^i), \\
c_{i,j}^1 &= c_{i,j}^0 - 2\Delta K \alpha_R(u^i) + 2(\Delta K)^2 \beta_R(u^i), \\
c_{i,j}^2 &= c_{i,j}^0 - 3\Delta K \alpha_R(u^i) + \frac{9}{2}(\Delta K)^2 \beta_R(u^i),
\end{align*}
\]
or, in matrix form,
\[
\begin{pmatrix}
1 & -\Delta K & \frac{1}{2}(\Delta K)^2 \\
2\Delta K & 2(\Delta K)^2 \\
3\Delta K & \frac{3}{2}(\Delta K)^2
\end{pmatrix}
\begin{pmatrix}
c_{i,j}^0 \\
c_{i,j}^1 \\
c_{i,j}^2
\end{pmatrix}
= \begin{pmatrix}
c_{i,j}^0 \\
c_{i,j}^1 \\
c_{i,j}^2
\end{pmatrix}
\]
and
\[
\begin{pmatrix}
1 - \Delta K & \frac{1}{2} (\Delta K)^2 & c_2^{i,j} \\
1 - 2\Delta K & 2(\Delta K)^2 & \alpha_r^{(2)}(u^{i+1}) \\
1 - 3\Delta K & \frac{3}{2} (\Delta K)^2 & \beta_r^{(2)}(u^{i+1})
\end{pmatrix}
\begin{pmatrix}
c_1^{i,j-1} \\
c_2^{i,j-2} \\
c_2^{i,j-3}
\end{pmatrix}
= 
\begin{pmatrix}
c_2^{i,j} \\
c_2^{i,j+1} \\
c_2^{i,j+2}
\end{pmatrix}.
\]

As before, the vectors \(\alpha_r(u^i)\) and \(\beta_r(u^i)\) are not known, so we solve these two linear systems to obtain the really desired quantity \(c^{i,j}\). Moreover, \(c^{i,j-1}, c^{i,j-2},\) and \(c^{i,j-3}\) on the right-hand sides are known if we first solve the PDEs in the interior \((0, K_{\text{max}})\).

Summarising, the explicit algorithm incorporating implicit boundary conditions that we propose can be formulated as follows:

(1) Set
\[c^{0,j} = (S - K^j)^{+1} \quad (j = 0, \ldots, J).\]

(2) For all \(i = 0, \ldots, I - 1\) do

(a) For all \(j = 1, \ldots, J - 1\) do
\[c^{i+1,j} = c^{i,j} + \frac{1}{2} \Delta u \left(\frac{1}{(\Delta K)^2} (K^j)^2 \Sigma^2 (c^{i,j-1} - 2c^{i,j} + c^{i,j+1}) - \frac{r\Delta u}{\Delta K} K^j (c^{i,j+1} - c^{i,j}) + \Delta u A^* c^{i,j}\right).
\]

(b) Solve
\[
\begin{pmatrix}
1 - \Delta K & \frac{1}{2} (\Delta K)^2 & c_2^{i+1,0} \\
1 - 2\Delta K & 2(\Delta K)^2 & \alpha_r^{(1)}(u^{i+1}) \\
1 - 3\Delta K & \frac{3}{2} (\Delta K)^2 & \beta_r^{(1)}(u^{i+1})
\end{pmatrix}
\begin{pmatrix}
c_1^{i+1,1} \\
c_1^{i+1,2} \\
c_1^{i+1,3}
\end{pmatrix}
= 
\begin{pmatrix}
c_2^{i+1,0} \\
c_2^{i+1,1} \\
c_2^{i+1,2}
\end{pmatrix}
\]

and
\[
\begin{pmatrix}
1 - \Delta K & \frac{1}{2} (\Delta K)^2 & c_2^{i+1,0} \\
1 - 2\Delta K & 2(\Delta K)^2 & \alpha_r^{(2)}(u^{i+1}) \\
1 - 3\Delta K & \frac{3}{2} (\Delta K)^2 & \beta_r^{(2)}(u^{i+1})
\end{pmatrix}
\begin{pmatrix}
c_1^{i+1,1} \\
c_1^{i+1,2} \\
c_1^{i+1,3}
\end{pmatrix}
= 
\begin{pmatrix}
c_2^{i+1,0} \\
c_2^{i+1,1} \\
c_2^{i+1,2}
\end{pmatrix}
\]

for \(c^{i+1,0} = (c_1^{i+1,0}, c_2^{i+1,0})^*\).

(c) Solve
\[
\begin{pmatrix}
1 - \Delta K & \frac{1}{2} (\Delta K)^2 & c_2^{i+1,J} \\
1 - 2\Delta K & 2(\Delta K)^2 & \alpha_r^{(1)}(u^{i+1}) \\
1 - 3\Delta K & \frac{3}{2} (\Delta K)^2 & \beta_r^{(1)}(u^{i+1})
\end{pmatrix}
\begin{pmatrix}
c_1^{i+1,J-1} \\
c_1^{i+1,J-2} \\
c_1^{i+1,J-3}
\end{pmatrix}
= 
\begin{pmatrix}
c_2^{i+1,J} \\
c_2^{i+1,J-1} \\
c_2^{i+1,J-2}
\end{pmatrix}
\]

for \(c^{i+1,J} = (c_1^{i+1,J}, c_2^{i+1,J})^*\).

A stability criterion for this scheme is
\[\Delta u \leq (\Delta K)^2 \min \left(\frac{1}{\sigma_1^2}, \frac{1}{\sigma_2^2}\right).
\]

Although explicit schemes are generally slower than implicit schemes, the programming is straightforward for the former compared to the latter since the linear system to be solved for the implicit scheme is not anymore tridiagonal.

In the following simulations, we take the parameter values to be \(r = 0.02, S = 20, u = 0, T = 1, K_{\text{max}} = 60, \sigma_1 = 0.1,\) and \(\sigma_2 = 0.3\). We use 1200 nodes to discretize time axes and 120 nodes to discretize strike axes, i.e., \(\Delta u = \frac{1}{1200}\) and \(\Delta K = 0.5\), in solving the PDEs (22.14), (22.15) numerically. The numerical solution contains a large size of dataset which usually does not exist in practice; in reality there is only a set of small data points corresponding to time and strike nodes. In our example, we pick 13-time and 21-strike nodes from the solutions and these prices are used as market data in the inverse Stieltjes moment approach. Next, in order to calculate the truncated moments and their integrals accurately, we interpolate the call prices from time to maturity- and strike-direction.

The size of the dataset increases to 500 by 500 points after interpolation. Here, we use a Matlab built-in function called Piecewise Cubic Hermite Interpolating Polynomial (PCHIP) for the interpolation procedure. Note that in general that the market data is not equally spaced through time to maturity and strike prices. Therefore, the number of nodes interpolated between two prices depends on the differences in time to maturity and strike price of the two prices. Finally we solve the algebraic system (22.20) for the "unknown" parameters.

First, let us suppose that the intensity matrix \(A\) is of the form
\[A = \begin{pmatrix} -\lambda & \lambda \\ \lambda & -\lambda \end{pmatrix}\]

where \(\lambda > 0\). In Table 22.1, we present the estimated parameters for different values of \(\lambda\) and \(n\). Additionally, we evaluate the errors for the estimated
Table 22.1. Example 1: Estimated parameters for different $\lambda$ and $n$ with $\sigma_1 = 0.1$ and $\sigma_2 = 0.3$.

<table>
<thead>
<tr>
<th>$\lambda$</th>
<th>Estimated parameter</th>
<th>2</th>
<th>3</th>
<th>4</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.25</td>
<td>$\lambda_1, \lambda_2$</td>
<td>(0.2567, 0.2240)</td>
<td>(0.2523, 0.1995)</td>
<td>(0.2498, 0.1477)</td>
</tr>
<tr>
<td></td>
<td>$\sigma_1, \sigma_2$</td>
<td>(0.0977, 0.3092)</td>
<td>(0.0987, 0.2989)</td>
<td>(0.0994, 0.2964)</td>
</tr>
<tr>
<td></td>
<td>rmse1, rmse2</td>
<td>(0.0021, 0.0058)</td>
<td>(0.0013, 0.0069)</td>
<td>(7.70x10^{-4}, 0.0094)</td>
</tr>
<tr>
<td>0.5</td>
<td>$\lambda_1, \lambda_2$</td>
<td>(0.5073, 0.4686)</td>
<td>(0.5016, 0.4420)</td>
<td>(0.4982, 0.3844)</td>
</tr>
<tr>
<td></td>
<td>$\sigma_1, \sigma_2$</td>
<td>(0.0978, 0.3001)</td>
<td>(0.0989, 0.2989)</td>
<td>(0.0997, 0.2964)</td>
</tr>
<tr>
<td></td>
<td>rmse1, rmse2</td>
<td>(0.0013, 0.0051)</td>
<td>(6.49x10^{-4}, 0.0060)</td>
<td>(1.7x10^{-4}, 0.0083)</td>
</tr>
<tr>
<td>1</td>
<td>$\lambda_1, \lambda_2$</td>
<td>(1.0088, 0.9570)</td>
<td>(0.9905, 0.9205)</td>
<td>(0.9929, 0.8571)</td>
</tr>
<tr>
<td></td>
<td>$\sigma_1, \sigma_2$</td>
<td>(0.0981, 0.2999)</td>
<td>(0.0994, 0.2988)</td>
<td>(0.1002, 0.2964)</td>
</tr>
<tr>
<td></td>
<td>rmse1, rmse2</td>
<td>(8.4x10^{-4}, 0.0042)</td>
<td>(7.22x10^{-4}, 0.0049)</td>
<td>(8.87x10^{-4}, 0.0065)</td>
</tr>
<tr>
<td>2</td>
<td>$\lambda_1, \lambda_2$</td>
<td>(2.0094, 1.9369)</td>
<td>(1.9900, 1.9001)</td>
<td>(1.9782, 1.9101)</td>
</tr>
<tr>
<td></td>
<td>$\sigma_1, \sigma_2$</td>
<td>(0.0987, 0.2999)</td>
<td>(0.1004, 0.2990)</td>
<td>(0.1015, 0.2968)</td>
</tr>
<tr>
<td></td>
<td>rmse1, rmse2</td>
<td>(0.0015, 0.0034)</td>
<td>(0.0015, 0.0019)</td>
<td>(0.0020, 0.0047)</td>
</tr>
<tr>
<td>5</td>
<td>$\lambda_1, \lambda_2$</td>
<td>(4.9470, 5.0349)</td>
<td>(4.9522, 4.8768)</td>
<td>(4.8054, 4.8238)</td>
</tr>
<tr>
<td></td>
<td>$\sigma_1, \sigma_2$</td>
<td>(0.1021, 0.3017)</td>
<td>(0.1047, 0.3007)</td>
<td>(0.1061, 0.2992)</td>
</tr>
<tr>
<td></td>
<td>rmse1, rmse2</td>
<td>(0.0043, 0.0051)</td>
<td>(0.0041, 0.0046)</td>
<td>(0.0029, 0.0028)</td>
</tr>
<tr>
<td>8</td>
<td>$\lambda_1, \lambda_2$</td>
<td>(7.7259, 8.6577)</td>
<td>(7.5802, 8.3862)</td>
<td>(7.5168, 8.1685)</td>
</tr>
<tr>
<td></td>
<td>$\sigma_1, \sigma_2$</td>
<td>(0.1069, 0.3062)</td>
<td>(0.1102, 0.3041)</td>
<td>(0.1116, 0.3024)</td>
</tr>
<tr>
<td></td>
<td>rmse1, rmse2</td>
<td>(0.0162, 0.0179)</td>
<td>(0.0143, 0.0160)</td>
<td>(0.0120, 0.0139)</td>
</tr>
</tbody>
</table>

Parameter estimation of a regime-switching model

of the moment. Therefore, when $\lambda \geq 2$, RMSE is smaller when higher $n$ is used.

In our second numerical experiment, we assume different intensity rates for state 1 and state 2, so the intensity matrix is of the form

$$
A = \begin{pmatrix}
-\lambda_1 & \lambda_2 \\
\lambda_1 & -\lambda_2
\end{pmatrix}.
$$

Other values of parameters remain unchanged. The estimated parameters for different values of $(\lambda_1, \lambda_2)$ and $n$ are presented in Tables 22.2 and 22.3. The difference between the intensity parameters, $\lambda_1$ and $\lambda_2$ is apparently noticeable on the estimated parameters. When the difference is low, the estimated results closely agree to the actual values for all degrees of moments. In cases where the differences between the intensity parameters are quite substantial, for example $\lambda_1 = 0.25$, $\lambda_2 = 5$, the estimated results are inaccurate for low degree of moments. However, by using a higher degree of moment, e.g., $n = 4$, we still obtain the results closer to actual parameters.

After we estimate the unknown parameters, we calculate the call option prices in each states by solving Eq. (22.6) and Eq. (22.7). Figure 22.1 shows the estimated option prices and the actual values using $\lambda_1 = 0.25$, $\lambda_2 = 2$ and $n = 2$. Note that the computed values agree very well with the actual data.

![Fig. 22.1. Actual and estimated call prices: $\lambda_1 = 0.25$, $\lambda_2 = 2$ and $n = 2$.](image-url)
### Table 22.2. Example 2: Estimated parameters for different \( \lambda \) and \( n \) with \( \sigma_1 = 0.1 \) and \( \sigma_2 = 0.3 \)

<table>
<thead>
<tr>
<th>((\lambda_1, \lambda_2))</th>
<th>Estimated parameter</th>
<th>( n )</th>
</tr>
</thead>
<tbody>
<tr>
<td>(0.25, 0.5)</td>
<td>((\lambda_1, \lambda_2)) ((\sigma_1, \sigma_2)) ( \text{rmse}_1, \text{rmse}_2 )</td>
<td>( n )</td>
</tr>
<tr>
<td></td>
<td>((0.2578, 0.4708)) ((0.0976, 0.3001)) ((0.0225, 0.005))</td>
<td></td>
</tr>
<tr>
<td>(0.25, 1)</td>
<td>((\lambda_1, \lambda_2)) ((\sigma_1, \sigma_2)) ( \text{rmse}_1, \text{rmse}_2 )</td>
<td>( n )</td>
</tr>
<tr>
<td></td>
<td>((0.2604, 0.9602)) ((0.0974, 0.2979)) ((0.0242, 0.0039))</td>
<td></td>
</tr>
<tr>
<td>(0.25, 2)</td>
<td>((\lambda_1, \lambda_2)) ((\sigma_1, \sigma_2)) ( \text{rmse}_1, \text{rmse}_2 )</td>
<td>( n )</td>
</tr>
<tr>
<td></td>
<td>((0.2672, 1.9039)) ((0.0970, 0.2979)) ((0.0227, 0.0026))</td>
<td></td>
</tr>
<tr>
<td>(0.25, 5)</td>
<td>((\lambda_1, \lambda_2)) ((\sigma_1, \sigma_2)) ( \text{rmse}_1, \text{rmse}_2 )</td>
<td>( n )</td>
</tr>
<tr>
<td></td>
<td>((0.3044, 1.8150)) ((0.0854, 0.2253)) ((0.0047, 0.0145))</td>
<td></td>
</tr>
<tr>
<td>(1, 0.5)</td>
<td>((\lambda_1, \lambda_2)) ((\sigma_1, \sigma_2)) ( \text{rmse}_1, \text{rmse}_2 )</td>
<td>( n )</td>
</tr>
<tr>
<td></td>
<td>((1.0059, 0.4360)) ((0.0983, 0.3001)) ((0.0010, 0.0035))</td>
<td></td>
</tr>
<tr>
<td>(1, 2)</td>
<td>((\lambda_1, \lambda_2)) ((\sigma_1, \sigma_2)) ( \text{rmse}_1, \text{rmse}_2 )</td>
<td>( n )</td>
</tr>
</tbody>
</table>
|                         | \((1.0159, 1.9301)\) \((0.0977, 0.2993)\) \((0.7664 
\times 10^{-4}, 0.0029)\) |        |
| (1, 5)                  | \((\lambda_1, \lambda_2)\) \((\sigma_1, \sigma_2)\) \( \text{rmse}_1, \text{rmse}_2 \) | \( n \) |
|                         | \((1.0518, 4.3958)\) \((0.0982, 0.2884)\) \((0.0015, 0.0071)\) |        |
| (1, 8)                  | \((\lambda_1, \lambda_2)\) \((\sigma_1, \sigma_2)\) \( \text{rmse}_1, \text{rmse}_2 \) | \( n \) |
|                         | \((1.1272, 2.6694)\) \((0.0946, 0.2777)\) \((0.0000, 0.0052)\) |        |
| (2, 5)                  | \((\lambda_1, \lambda_2)\) \((\sigma_1, \sigma_2)\) \( \text{rmse}_1, \text{rmse}_2 \) | \( n \) |
|                         | \((2.0416, 4.3157)\) \((0.0974, 0.2980)\) \((5.11 \times 10^{-4}, 0.0014)\) |        |
| (2, 8)                  | \((\lambda_1, \lambda_2)\) \((\sigma_1, \sigma_2)\) \( \text{rmse}_1, \text{rmse}_2 \) | \( n \) |
|                         | \((2.9934, 4.3432)\) \((0.0961, 0.2977)\) \((6.35 \times 10^{-4}, 4.58 \times 10^{-4})\) |        |

### Table 22.3. Example 2 (continued): Estimated parameters for different \( \lambda \) and \( n \) with \( \sigma_1 = 0.1 \) and \( \sigma_2 = 0.3 \)

<table>
<thead>
<tr>
<th>((\lambda_1, \lambda_2))</th>
<th>Estimated parameter</th>
<th>( n )</th>
<th>( n )</th>
</tr>
</thead>
<tbody>
<tr>
<td>(0.25, 0.5)</td>
<td>((\lambda_1, \lambda_2)) ((\sigma_1, \sigma_2)) ( \text{rmse}_1, \text{rmse}_2 )</td>
<td>( n )</td>
<td>( n )</td>
</tr>
<tr>
<td></td>
<td>((0.2529, 0.4474)) ((0.0987, 0.2990)) ((0.0074, 0.005))</td>
<td></td>
<td></td>
</tr>
<tr>
<td>(0.25, 1)</td>
<td>((\lambda_1, \lambda_2)) ((\sigma_1, \sigma_2)) ( \text{rmse}_1, \text{rmse}_2 )</td>
<td>( n )</td>
<td>( n )</td>
</tr>
<tr>
<td></td>
<td>((0.2541, 0.9414)) ((0.0985, 0.2989)) ((0.0015, 0.0046))</td>
<td></td>
<td></td>
</tr>
<tr>
<td>(0.25, 2)</td>
<td>((\lambda_1, \lambda_2)) ((\sigma_1, \sigma_2)) ( \text{rmse}_1, \text{rmse}_2 )</td>
<td>( n )</td>
<td>( n )</td>
</tr>
<tr>
<td></td>
<td>((0.2676, 1.9134)) ((0.0983, 0.2982)) ((0.0001, 0.0028))</td>
<td></td>
<td></td>
</tr>
<tr>
<td>(0.25, 5)</td>
<td>((\lambda_1, \lambda_2)) ((\sigma_1, \sigma_2)) ( \text{rmse}_1, \text{rmse}_2 )</td>
<td>( n )</td>
<td>( n )</td>
</tr>
<tr>
<td></td>
<td>((0.2772, 3.5018)) ((0.0974, 0.2983)) ((0.0004, 0.0021))</td>
<td></td>
<td></td>
</tr>
<tr>
<td>(1, 0.5)</td>
<td>((\lambda_1, \lambda_2)) ((\sigma_1, \sigma_2)) ( \text{rmse}_1, \text{rmse}_2 )</td>
<td>( n )</td>
<td>( n )</td>
</tr>
<tr>
<td></td>
<td>((0.9892, 0.4296)) ((0.0996, 0.2987)) ((8.89 \times 10^{-4}, 0.0003))</td>
<td></td>
<td></td>
</tr>
<tr>
<td>(1, 2)</td>
<td>((\lambda_1, \lambda_2)) ((\sigma_1, \sigma_2)) ( \text{rmse}_1, \text{rmse}_2 )</td>
<td>( n )</td>
<td>( n )</td>
</tr>
<tr>
<td></td>
<td>((0.9981, 0.3564)) ((0.0991, 0.2989)) ((1.000, 0.0007))</td>
<td></td>
<td></td>
</tr>
<tr>
<td>(1, 5)</td>
<td>((\lambda_1, \lambda_2)) ((\sigma_1, \sigma_2)) ( \text{rmse}_1, \text{rmse}_2 )</td>
<td>( n )</td>
<td>( n )</td>
</tr>
<tr>
<td></td>
<td>((1.0194, 4.6501)) ((0.0983, 0.2984)) ((1.000, 0.0000))</td>
<td></td>
<td></td>
</tr>
<tr>
<td>(1, 8)</td>
<td>((\lambda_1, \lambda_2)) ((\sigma_1, \sigma_2)) ( \text{rmse}_1, \text{rmse}_2 )</td>
<td>( n )</td>
<td>( n )</td>
</tr>
<tr>
<td></td>
<td>((1.1049, 5.3333)) ((0.0974, 0.2998)) ((5.94 \times 10^{-4}, 8.18 \times 10^{-4}))</td>
<td></td>
<td></td>
</tr>
<tr>
<td>(2, 5)</td>
<td>((\lambda_1, \lambda_2)) ((\sigma_1, \sigma_2)) ( \text{rmse}_1, \text{rmse}_2 )</td>
<td>( n )</td>
<td>( n )</td>
</tr>
<tr>
<td></td>
<td>((2.0013, 4.8841)) ((0.0996, 0.2991)) ((6.81 \times 10^{-4}, 0.0015))</td>
<td></td>
<td></td>
</tr>
<tr>
<td>(2, 8)</td>
<td>((\lambda_1, \lambda_2)) ((\sigma_1, \sigma_2)) ( \text{rmse}_1, \text{rmse}_2 )</td>
<td>( n )</td>
<td>( n )</td>
</tr>
<tr>
<td></td>
<td>((2.0027, 7.7349)) ((0.0990, 0.2974)) ((1.9788, 0.0019))</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
22.6. Conclusion

In this article, we developed a methodology based on the inverse Stieltjes moment technique to recover the parameters of a regime-switching model from option prices. In particular, the volatility of the asset price, which is the underlying variable of the option, switches over time and modulated by a continuous-time, finite-state Markov chain. The coupled system of Dupire-type PDEs was derived from the well-known coupled system of Black–Scholes PDEs. The inverse Stieltjes moment approach was adopted to formulate the PDEs forming a linear system of equations for the volatilities and the intensity parameters. We demonstrated how to apply this method to "theoretical data", which were obtained by solving the Dupire PDEs. Numerical results were presented to illustrate the accuracy of our method. We also performed various analyses for both cases when the intensity parameters of the intensity matrix $A$ and the degree of the moment $n$ is varied. Our findings based on the numerical experiments on the two types of data sets indicate the following: (1) for a single intensity rate $\lambda$, the higher the intensity rate the lower accuracy of the method, and (2) for two different intensity parameters $\lambda_1$ and $\lambda_2$, the greater the difference between these intensity rates the less accurate the estimation.
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