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Abstract—Scribe is a scalable application level multicast infrastructure. We have developed two techniques to improve the performance of Scribe in terms of latency and bandwidth distribution. The first technique identifies that the final hop of Scribe traffic path is largely selected without any proximity consideration and incurs the longest distance traveled. To overcome this, we introduce Proximity Neighbor Selection (PNS) into the final hop for latency improvement. The second technique builds a hierarchical two-level overlay. While PNS can be applied at both levels for latency performance, the bandwidth stress required by applications can now be distributed among the nodes in the higher level overlay. Our simulation using GT-ITM topology has shown that both techniques have improved the latency performance for more than 30 percent, and the two-level overlay has improved the bandwidth distribution up to 2.7 times, comparing with what can be achieved by a standard Scribe overlay. We have developed the techniques in the context of Massively Multiplayer Online Games (MMOGs). While Scribe provides a possible platform for the scalable deployment of MMOGs, game developers may leverage the techniques to enhance the design of real-time interactions between players in the game world.

I. INTRODUCTION

In recent years, there has been much interest in peer-to-peer (P2P) multicast in response to the impracticality of the deployment of network-layer IP multicast. P2P multicast organizes end hosts (peers) into networks overlaid on the Internet that functions as a communication platform.

Scribe [1] is a P2P multicast design that is developed on top of Pastry [2], a structured P2P overlay. Scribe achieves scalability by leveraging the underlying Pastry substrate that adopts a decentralized P2P model through the use of Distributed Hash Table (DHT). As a result, Scribe is scalable with respect to supporting large numbers of multicast groups, with potentially large number of members in each group.

With respect to performance, Scribe adopts a light-weight technique called Proximity Neighbor Selection (PNS) to improve the latency associated with multicast communication. Traffic path in a P2P overlay is through overlay hops from one peer to another. PNS, in simple terms, selects peers that are topologically close to each other to form the traffic path.

We study Scribe in the context of Massively Multiplayer Online Games (MMOGs). MMOGs are traditionally deployed in a client-server (CS) model. CS model achieves scalability through partition techniques. A game world is partitioned into multiple zones, and each zone is processed by a zone server in a server cluster. A zone may be further partitioned into area of interest (AOI), and a player only receives a subset of the state update flow that represents the latest states of the objects in his AOI. It should be noted that when a large number of players connected to a central server cluster, while the computation can be distributed, the possible congestion of bandwidth stress can not be avoided.

To that end, we have developed a couple of techniques in this paper to enhance the multicast performance of Scribe in supporting MMOGs. The key to our techniques is the recognition that while the build-in PNS of Scribe can effectively reduce the latency associated with the initial overlay hops of a traffic path, the final hop of the traffic path is largely selected without any proximity consideration, and usually is a major contributor to the overall delay. As a result, demonstrated by the simulation results, both of our techniques can improve the latency performance for more than 30 percent, and the second technique further improves the bandwidth distribution by a factor of 2.7, comparing with what can be achieved in a standard Scribe setting.

The rest of the paper is organized as follows. In section II, we briefly sketch Pastry and Scribe. In section III, we reveal how bandwidth and latency impose constraints on the interaction metrics in MMOGs. In section IV, we briefly review a distributed game designs using Scribe to achieve deployment scalability. In section V, we present the
techniques to improve the multicast performance of Scribe in supporting the game distributed design. We discuss related work in section VI and conclude in section VII.

II. PASTRY AND SCRIBE

The core task of Pastry is to route a message from the source to the destination within an expected \( \log_2 b \) \( b \) is usually chosen to be 4, and \( N \) is the number of nodes in the overlay) hops. This is achieved through an ID prefix match scheme. For instance, if a message with the key ‘d35’ is to be routed from a source peer with ID ‘356’, the overlay traffic path for the message could be 356 \( \rightarrow \) d58 \( \rightarrow \) d38. Note that each hop passes the message to a node whose ID shares one more prefix with the key than the previous node. The message arrives at the destination node whose ID is numerically closest to the message key.

The process for Scribe to build a multicast tree on top of Pastry is a straightforward process. Following the above example, if the same message is routed from a different source node whose ID is ‘894’, the traffic path could be 894 \( \rightarrow \) d58 \( \rightarrow \) d38. Since both paths overlap at a common node ‘d58’, the multicast tree is then established with the reverse path forwarding scheme, and the node d58 serves as an interior node in the tree.

In order to route a message based on this prefix match scheme, each node in the overlay stores a routing table, a neighbour set and a leaf set.

III. CURRENT INTERACTION FEATURES OF MMOGs

Kim J., et al. [5] conducted a traffic analysis on Lineage II, a leading 3D MMOG. In Lineage II, the average traffic generated by a client towards the server is 2kbps, mainly to transmit action commands, and the average traffic generated by the server towards per client is 10 times higher than the client generated traffic and at 20kbps, mainly transmitting the state update flow.

In [4], we conducted a traffic trace at the client side for World of WarCraft (WOW), which is arguably the most popular MMOG on the market at present. The traffic trace has shown that the bandwidth usage for the state update flow is approximately linearly correlated with the number of players in a typical AOI.

Based on the traffic trace in [4] and [5], it can be inferred that bandwidth is the key component that restricts the interaction metric with respect to the population level of an AOI.

The other interaction metric is the responsiveness to player actions. To tolerate the latency heterogeneity of the Internet, current MMOGs usually only support slow-paced actions that do not require quick responsiveness. Nevertheless, the quality of game playability with respect to action responsiveness could be significantly influenced by a high latency [6]. On the other hand, the latest development trend is to have fast-paced (quick responsiveness) actions integrated into MMOGs that traditionally only support slow-paced actions. For instance, BigWorld [7] is a server technology that has this design potential as one of its principal aims.

To conclude, current MMOGs have a small population of players in an AOI (e.g., in a number of tens) who can interact with each other concurrently, and slow action responsiveness. Those constraints are directly imposed by bandwidth shortage and high network latency.

IV. DISTRIBUTED GAME DESIGN USING SCRIBE

In [4], we presented a distributed game design by considering the advanced MMOG settings. The use of Scribe is justified by considering the significant asymmetry between the client generated traffic (action commands) and the server generated traffic (state update flow). It is proposed to use Scribe to multicast game state update flow in order to save bandwidth usage and promote the population level of an AOI. However, action commands can be unicast to the root of the multicast tree due to the low bandwidth usage incurred. In the design, the root of a multicast group serves as a server for an AOI. Multiple AOIs can form a huge game virtual world taking advantage of the scalability nature of the P2P overlay, and leveraging the partitioning techniques used in MMOGs.

The simulation conducted in [4] based on a Pastry overlay of 5000 nodes has shown that, to support a population level of 100 players in an AOI, a central server model would incur an upstream bandwidth usage of 5 Mbps (50kbps x 100 = 5 Mbps) at the server for the state update flow, whereas Scribe can build a tree with the length less than four to support the same level of population and only requires low end ADSL bandwidth capacity of peers.

V. ENHANCING THE MULTICAST PERFORMANCE OF SCRIBE

For the distributed game design discussed in the previous section, we can assert that Scribe scales well in terms of bandwidth distribution and latency performance provided we are assured that a small number of hops is an indication of low latency.

However, it is a general concern in the research field [8, 9, 10] that the uniform distribution of NodeID in Pastry could lead to long hop distance. In addition, large-sized Scribe multicast tree may have nodes subject to excessive stress. In this section, we first discuss the multicast performance of a global overlay. We then present techniques to enhance the multicast performance of Scribe. We present simulation procedures and results along the way in assisting the discussion.

A. Multicast performance of a global overlay

Proximity Neighbor Selection (PNS) is a light-weight technique used by Pastry to control the distance traveled by each hop along a traffic path. In simple terms, a Pastry node pings a number of candidate nodes in the overlay and selects one that is closest to itself as an entry for its routing table. As a result, the more candidate nodes exist, the more chance a node can find a closer entry for its routing table. However, the number of candidate nodes for a routing table decreases exponentially as the level of the routing table increases due to the design feature of prefix matching. This exponential reduction of candidate node size would result in gradual deterioration of the PNS effectiveness and increased hop distance along a traffic path.

In addition, while PNS may effectively reduce the distance of the initial hops of a traffic path, the final hop is usually...
We envisage that game distributed design might have specific techniques \[8, 9, 10\] for node clustering. However, we are constrained to local links. In this paper, we rely on available possibility is eliminated because the traffic path is nearby node in the local bin. By clustering nodes, this path might traverse across bins before coming back to a hop due to the random properties of the design. For instance, concern over Pastry design is the possibility of undesired established for better use of resources. Moreover, a major clustering techniques, multiple local overlays can be approach to apply PNS to the final hop as follows.

First, instead of establishing a global P2P overlay, through clustering techniques, multiple local overlays can be established for better use of resources. Moreover, a major concern over Pastry design is the possibility of undesired hops due to the random properties of the design. For instance, a path might traverse across bins before coming back to a nearby node in the local bin. By clustering nodes, this possibility is eliminated because the traffic path is constrained to local links. In this paper, we rely on available techniques \[8, 9, 10\] for node clustering. However, we envisage that game distributed design might have specific needs for clustering techniques, for which we will leave it to the future work to investigate.

It is shown in Figure 1 that the distance of the final hop dominates the total distance of a traffic path. For instance, given our topology, there are 10 percent of non-final hops compared with 70 percent of final hops that are experiencing a latency level of more than 150 ms.

We hence envisage that to improve the latency performance of Scribe to promote action responsiveness for games, the key may rely on further improving the final hop latency of the traffic path in Scribe.

### B. Apply PNS to the final hop

1) Motivation and approach

Clustering technique is a widely discussed topic in the research field \[8, 9, 10\]. The idea is to find nodes that are close to each other, and provide this locality information to applications to achieve better performance. For instance, Ratnasamy et al. \[10\] proposed to use the landmark scheme to have nodes clustered into bins.

Assuming nodes can be clustered into bins, if an AOI server is located in a bin, the challenge is to find a short path between a peer in a different bin and the AOI server, while maintaining the integrity of Pastry overlay. We have discussed in the previous section that PNS is a light-weight technique in controlling distance of initial hops of Pastry traffic path, and identified that the final hop dominates the distance of the total traffic path because PNS does not apply to the final hop. With those in mind, we here propose an approach to apply PNS to the final hop as follows.

First, instead of establishing a global P2P overlay, through clustering techniques, multiple local overlays can be established for better use of resources. Moreover, a major concern over Pastry design is the possibility of undesired hops due to the random properties of the design. For instance, a path might traverse across bins before coming back to a nearby node in the local bin. By clustering nodes, this possibility is eliminated because the traffic path is constrained to local links. In this paper, we rely on available techniques \[8, 9, 10\] for node clustering. However, we envisage that game distributed design might have specific needs for clustering techniques, for which we will leave it to the future work to investigate.

Second, when peers in a local bin connect to an AOI server located in a different bin, instead of connecting to it through the global overlay routing, peers are routed to a local relay node that is close to the AOI server node as shown in Figure 2. Note that in doing that, the hop from the relay node to the AOI server node becomes the final hop of the traffic paths for peers.

We apply PNS to the choice of the relay nodes to improve the final hop latency performance. When selecting a relay node in a local overlay, an AOI server node can ping a number of nodes in that local overlay and pick the closest as the relay node.

Note that when two nodes are located in different domains, the final hop usually traverses a major link across domains. By applying PNS to the final hop, we are actually exploiting network proximity at major link level. Considering the final hop across domains usually incurs the longest distance traveled, the application of PNS to the final hop should be more effective in reducing the total distance traveled.

2) Simulation procedure and results

To test the effectiveness of the final hop PNS, using the Transit-Stub topology in 5.1, we developed a simulation procedure as follows. First, we take advantage of the locality properties of the Transit-Stub topology by clustering nodes based on which domain they belong to. Based on transit domains, we have three clusters of nodes. To achieve finer granularity, we further group nodes based on which stub domain they belong to. We are able to have 24 clusters of nodes because there are 24 stub domains in our topology model. For transit domain level clustering, we have 3334 end-hosts on average in each domain. For stub domain level clustering, we have 420 end-hosts on average in each domain. Our intention is to compare the performance of simulation between different levels of granularity in terms of topological awareness achieved. For instance, transit domain level clustering achieves less topological awareness than stub level clustering does. In other words, the average distance between a pair of nodes in a transit domain is higher than that in a stub domain.

Second, a local structured P2P overlay is established following the Pastry design. It should be noted that for a node to join a local overlay, the node only needs to contact a node that is already in the local overlay to be bootstrapped into the
overlay network. Aside from this, the procedure of establishing a local overlay makes no difference from that of establishing a global overlay.

Finally, we pick randomly a pair of end-host nodes in the topology, one as the source node and the other as the destination nodes (a potential AOI server). We compare the distance traveled from the source to the destination between three settings: 1. A global overlay. 2. Three clustered overlays with final hop PNS applied. 3. Twenty-four clustered overlays with final hop PNS applied. The results are presented in Figure 3.

![Figure 3: Cumulative distribution of RDP](image)

Figure 3 compare Relative Distance Penalty [2] of the three settings. RDP is defined as the ratio between the routing distance and the underlying topology distance, and serves as an indication of the routing performance. Figure 3 shows that, while 10 percent of the routing distance has achieved RDP of 1.2 in the global overlay, approximately 30 percent of the routing distance in the three clustered overlay setting have achieved the same RDP level. The percentage of this RDP level has further increased to 90 percent in the twenty-four clustered overlay setting. The average RDP of the 24 clustered overlay setting is 1.1. In other words, it is nearly as good as the underlying topology distance that is the shortest distance can be achieved. The curve labeled “two level overlay” will be discussed in the next section.

To conclude for the simulation results, the techniques of clustering and final hop PNS can significantly improve the latency performance of P2P multicast using Scribe. Game developers could take advantage of the techniques to promote action responsiveness for MMOGs.

### C. Two-level overlay

#### 1) Motivation and approach

We further consider the population level of an AOI that is dependent on the bandwidth usage. Recall that an AOI server node connects to peers in a local bin through a relay node according to the technique discussed in the previous section. Hence, an AOI server node would have a number of direct connections (number of children entries or fan-out) to relay nodes that is equal to the number of bins clustered in the worst case.

The inflexibility of bandwidth stress at the AOI server node could create a potential bottleneck depending on the desired population level of an AOI. For instance, 24 clustered overlays have achieved the best latency performance in our simulation but would result in a fan-out of 24 at the AOI server node, which is the root of the multicast tree for the state update flow. For instance, if an AOI server node is to support a population level of an AOI of 200 players, each direct connection of that server node would be subject to an upstream bandwidth stress of 100 kbps, projected from World of Warcraft traffic trace [4], and result in a total bandwidth stress of 2400 kbps at the server node. Such a stress could be expensive and discourages a client computer (a peer) to take the role of an AOI server.

We hence propose to establish a second Pastry overlay among relay nodes that further distribute bandwidth stress. Instead of connecting to the server node directly, relay nodes self-organize into a second level of overlay and route to the server node through the Pastry routing scheme. Along the process, a Scribe multicast tree can be built on-the-fly to distribute the bandwidth stress accumulated at the server node. In addition, the second overlay can take advantage of the build-in Pastry PNS technique to exploit the network proximity at a higher level. In other words, while clustered overlay allows peers to exploit network proximity within the local bin at the local link level, the second level overlay allows relay nodes to exploit network proximity across the bins at the major link level. The two-level overlay is conceptually illustrated in Figure 4.

![Figure 4: Two-level overlay](image)

#### 2) Simulation procedure and results

Following the establishment of 24 clustered overlays, we randomly select one end-host that is connected to a transit node in the topology as an AOI server node. The server node then pings a number of nodes in a local overlay to select the closest node as the relay node for that overlay. Note that the sever node only needs to know one node in any local overlay to be able to obtain the routing table of that node and has access to a list of nodes in that local overlay for pinging purpose. After the choice of relay nodes for each clustered overlay has been made, the relay nodes and the AOI server node then self-organize into a second level Pastry overlay. When a peer joins the game session hosted by the AOI server node, it routes to the local relay node to join the local Scribe tree, and then the second level Scribe tree can be established when relay nodes route to the AOI server. The reverse path forwarding scheme is used for state update traffic in the trees.
P2P overlay designs include CAN [13], Chord [14] and Distributed Hash Table (DHT) [12]. Other popular structured balancing and efficient message routing, through the use of performance improvements over the former in terms of load stress of the AOI server node and relay nodes for those nodes being subject to most bandwidth stress as roots of the multicast trees. The results are shown in Figure 5.

Figure 5 shows that the two-level overlay has achieved an average fan-out of 8.76. If each connection for a child needs an approximately 100kbps of upstream bandwidth stress projected from WOW traffic, the two-level overlay can effectively constrain the bandwidth stress of root nodes below 1Mbps (8.76 x 100kbps < 1000kbps), which is feasible for current high-end ADSL links. In terms of latency performance, Figure 3 shows that the CDF distribution of RDP of the two-level overlay is slightly worse than the setting of the twenty-four clustered overlays.

In table 1, we summarize the comparison between the four settings in supporting the population level of an AOI of 240 players: 1. the global overlay. 2. The two-level overlay. 3. The 24 clustered overlays. 4. The central server model.

Table 1 shows that, the cost to the central server would be prohibitively high at 24Mbps. In comparison with the central server model, the twenty-four clustered overlay setting and the two-level overlay setting have improved the bandwidth distribution by factors of 10 and 27 respectively. The costs for both settings are the increases of latency of 11% and 17% respectively, which are much less than the cost of the standard Scribe setting of 67% latency increase.

Furthermore, both the settings of the two-level overlay and the twenty-four clustered overlays have improved the latency performance up to 30 and 34 percent in mean value respectively over the standard Scribe. We believe such an improvement is significant to the action responsiveness. For instance, highly real-time sensitive actions such as shooting require the latency to be less than 150ms [6]. If the IP routing distance from a player to the server is 100ms, the use of standard Scribe would increase the latency to 167ms that could have severe negative influence on the game playability. However, the use of our techniques only increases the latency to 111ms and 117ms, which might not be perceived by the users.

To conclude, we have demonstrated that our techniques can push the AOI population to a higher level, which would otherwise incur a higher cost to a standard Scribe setting with respect to latency, or an even worse prohibitive cost to a central server with respect to bandwidth usage.

VI. RELATED WORK

P2P systems can be generally classified into two kinds: Unstructured and Structured. The latter achieved significant performance improvements over the former in terms of load balancing and efficient message routing, through the use of Distributed Hash Table (DHT) [12]. Other popular structured P2P overlay designs include CAN [13], Chord [14] and Tapestry [15], each provides a scalable platform for P2P multicast. Castro M. et al. [16] conducted a head-to-head comparison of P2P multicast between CAN and Scribe. The general findings are that, at the similar management and maintenance cost, Scribe outperforms CAN multicast on the order of 20% - 50% with respect to latency performance.

In comparison with Chord and Tapestry, the main advantage of Pastry is its less complexity. As a result, Scribe requires less management and maintenance overhead that benefits the scalability of P2P multicast. For instance, Bayeux [17] is built on top of Tapestry and supports multiple multicast groups. A root of a multicast group in Bayeux has to keep a list of all group members and all management traffic has to go through the root, whereas in Scribe the group member information is distributed over the nodes.

While we have based our work on Scribe for reasons briefly discussed above, we believe that the techniques we developed can also be applied to CAN, Chord and Tapestry since they are all based on Distributed Hash Table.

The efforts to enhance the point-to-point routing performance of structured P2P overlay include Brocade [18] and Expressway [19]. Brocade separates “super-nodes” from normal nodes, and establishes a second overlay among the super-nodes. It is assumed that each node knows the AS domain that it belongs to (e.g., using BGP report). Each super-node maintains a “cover set” of a list of nodes in his AS domain and exchanges this information with other.
super-nodes for the selection of paths across domains. In selecting the path across domains, Brocade relies on the exchange of state information of cover sets among super-nodes, which could have scalability concerns when the cover set involves a large number of nodes. To address the scalability concerns of Brocade, Expressway uses a summarization scheme to advertise the cover set.

The major advantage of our technique in comparison with Barocade and Expressway is its light-weight nature by only applying PNS at the final hop of Scribe traffic path, whereas both Brocade and Expressway need to run different protocols and algorithms to maintain the super-overlay, reducing the scalability. Furthermore, the use of the second overlay in Barocade and Expressway is solely for the purpose of enhancing the point-to-point latency performance whereas our work has used the second overlay to distribute bandwidth stress, in addition to enhancing latency performance.

To our best knowledge, we are the first to try to enhance the P2P multicast performance of Scribe in the context of MMOGs.

VII. CONCLUSIONS

In this paper, we have developed a couple of techniques to enhance the P2P multicast performance of Scribe with respects to latency performance and bandwidth distribution. The key to the first technique is to identify that the final hop of Scribe traffic path is largely topologically randomized and incurs the longest distance traveled by a message. The technique hence leverages clustering techniques and applies Proximity Neighbor Selection (PNS) to the final hop of the multicast traffic path. Simulation results have shown that the technique can improve the latency performance for more than 30 percent in comparison with what can be achieved in a standard Scribe setting.

The second technique builds a two-level overlay: the higher level among nodes located close to network access points, the lower level among nodes in a local domain. While PNS can be applied at both levels for latency performance, the bandwidth stress required by applications can now be distributed among the nodes in the higher level overlay. The simulation results have shown that, while latency performance is slightly worse than what is achieved by the first technique, the second technique has improved bandwidth distribution up to 2.7 times, in comparison with what can be achieved by a standard Scribe overlay.

The techniques we proposed could benefit the distributed game design over the structured P2P system in promoting the interaction metrics for better game playability. In considering actual traffic required by advanced MMOGs, we have demonstrated that the techniques can push the interaction metrics to a higher level, which would otherwise incur a higher cost to a standard Scribe setting with respect to latency, or an even worse prohibitive cost to a central server with respect to bandwidth usage.
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