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Abstract

A protocol for optical dating of potassium-rich feldspar (K-feldspar) is proposed. It utilizes the infrared stimulated luminescence (IRSL) signal measured by progressively increasing the stimulation temperature from 50 to 250°C in step of 50°C, so called multi-elevated-temperature post-IR IRSL (MET-pIRIR) measurements. Negligible anomalous fading was observed for the MET-pIRIR signals obtained at 200 and 250°C. This was supported by equivalent dose (D_e) measurements using the IRSL and MET-pIRIR signals. The D_e values increase progressively from 50°C to 200°C, but similar D_e values were obtained for the MET-pIRIR signal at 200 and 250°C. Measurement of modern samples and bleached samples indicates that the MET-pIRIR signals have small residual doses less than 5 Gy equivalent to about 1-2 ka. We have tested the protocol using various sedimentary samples with different ages from different regions of China. The MET-pIR IRSL ages obtained at 200 and 250 °C are consistent with independent and/or quartz OSL ages.
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1. Introduction

Dating of sedimentary deposits can be achieved using optically stimulated luminescence (OSL) signal from quartz and feldspar grains from sediments (Aitken, 1998). The luminescence signals of quartz or feldspar are used to measure the dose received by the grains in their sedimentary environment since deposition. The age is obtained by dividing the absorbed dose or equivalent dose ($D_e$) (in Gy) by the dose rate (in Gy/ka) which is derived from the decay of radionuclides in the sediments, and a contribution from cosmic rays (Aitken, 1985). In the last decade, with the development of single-aliquot regenerative-dose (SAR) protocol (Murray and Wintle, 2000), quartz OSL dating has been widely applied to dating Quaternary sediments (Murray and Olley, 2002; Wintle and Murray, 2006; Wintle, 2008). However, dating of old deposits is limited by the saturation of the quartz OSL signal with increasing dose (Wintle and Murray, 2006).

The infrared stimulated luminescence (IRSL) from sedimentary feldspar has been used for optical dating of sediment for the last two decades since the first report of optical stimulation spectra of feldspar by Hütt et al. (1988). The IRSL signal from feldspars is particularly useful for dating as it has several advantages over the OSL signal of quartz. Firstly, the IRSL signal from sand-sized K-feldspar grains saturate at higher doses than the quartz OSL signal; thus it has the potential for extending the datable range for sedimentary deposits. Secondly, when using appropriate filters to reject the stimulation light in each case, the IRSL signals are often much brighter than the quartz OSL signal; this enables high precision luminescence measurements to be made. This leads to a high reproducibility for natural dose measurements (Li et al., 2007b). The high contribution of the internal dose rate from $^{40}$K and $^{87}$Rb will also result in higher equivalent doses for young samples; thus it has a greater potential for the younger age limit (Li et al., 2007b).

Despite of various advantages over quartz OSL dating, the application of IRSL dating of K-feldspars has long been limited due to anomalous fading, an athermal process of decay of luminescence signals during storage at ambient temperature after irradiation, as first noted for the
thermoluminescence (TL) signals from feldspars by Wintle (1973). Later, the IRSL signals have also been shown to anomalously decrease with storage at room temperature at which the signals are supposed to be thermally stable (Spooner, 1992, 1994; Huntley and Lamothe, 2001; Huntley and Lian, 2006). The anomalous fading of the luminescence signal has been suggested as the main reason for the age shortfall in IRSL dating of feldspar (Lamothe and Auclair, 1999; Huntley and Lamothe, 2001; Huntley and Lian, 2006; Li et al., 2007a).

Given the great potential of extending the age range of luminescence dating using feldspar, attempts have been made to correct for or to avoid the anomalous fading effect (Sanderson and Clark, 1994; Lamothe and Auclair, 1999; Huntley and Lamothe, 2001; Zhao and Li, 2002; Lamothe et al., 2003; Tsukamoto et al., 2006; Li et al., 2008). Huntley and Lamothe (2001) proposed a method to correct for the anomalous fading using K-feldspar, based on the measurement of the fading rate (g value) in terms of percentage loss per decade (Aitken, 1985). However, this method can only be applied to young samples with linear dose response curves. For older samples, such method becomes unreliable as a result of dose-dependent changes in anomalous fading rate (Kars et al., 2008; Li and Li, 2008).

Recent studies suggested that the initial part of the IRSL signal has a higher anomalous fading rate when compared to the later part (Thomsen et al., 2008; Li, 2010). This observation has led to the development of post-IR IRSL (pIRIR) dating methods, in which an IRSL bleaching at low temperature (~50°C) is applied before a high temperature (>200°C) IRSL measurement to reduce the fading rate of feldspar (Thomsen et al., 2008; 2010; Buylaert et al., 2009; Thiel et al., 2010). However, detectable anomalous fading is still present in the pIRIR (225 °C) signals (Buylaert et al., 2009) and fading correction has not been avoided although the magnitude of age correction is reduced. More recently, Thiel et al. (2010) and Thomsen et al. (2010) both show evidence for the natural pIRIR (290°C) signal being in saturation on a laboratory dose response curve, indicating that the signals may
be stable, but they both report non-zero laboratory fading rates (1.1 ± 0.3%/decade and 1.3 ± 0.4%/decade, respectively).

Given the ambiguity of the one-step pIRIR signal stability and the strong model dependence of the fading correction procedure, especially for old samples (Li and Li, 2008), searching for non-fading signal from feldspar is necessary. In this paper, we propose a dating method for K-feldspars that utilises the IRSL and multi-elevated-temperatures post-IR IRSL ((MET-pIRIR) signals. We show that using this protocol yields reliable ages and avoids anomalous fading corrections.

2. Samples and analytical facilities

Eleven aeolian sedimentary samples from three different deserts from Northern China, namely the Mu Us, Hulun Buir and Hunshandake, and two loess samples from the Chinese Loess Plateau were used in this study. Fig. 1 shows the location of the sampling sites. Table 1 shows a list of all samples used in this study. Samples WG1, WG2 and WG3 from Wan Gong (WG) and HLD3 from He Er Hong De (HLD) were taken from the Hulun Buir Desert. Samples SGDL10, SGDL11 and SY3 were taken from San Gen Da Lai (SGDL) and San Yi (SY) sites from the Hunshandake Desert (Li et al., 2002; Li and Sun, 2006). These samples have quartz OSL ages in the range of 0-13 ka. Sample FJGW1 was taken from the Fanjiagouwan site on the bank of the Sala Us River at the south edge of the Mu Us Desert. An IRSL Isochron age of 54 ±7 ka was derived for this sample, a similar age of 55.7±1.0 ka was also obtained based on quartz OSL measurements (Fan et al., 2011). Samples Sm3, Sm5, Sm0404 and Sm8 were taken from the Shimao section in the transition zone between the Mu Us Desert and the Loess plateau (Li et al. submitted). The isochron ages obtained using the K-feldspar grains in different grain sizes for samples Sm3, Sm0404 and Sm5 were 41±6, 92±20 and 121±26 ka, respectively, which are consistent with the model ages based on stratigraphical correlation (Sun et al., 1999; Li et al., 2008). The age of Sm8 (~0.5 Ma) was estimated by correlation between stratigraphy and marine oxygen isotopic stages (OIS 12) (Li and Li, 2008; Li et al., submitted). Previous study on the equivalent dose of the samples from the section suggested that the IRSL signal for sample Sm8
has reached an equilibrium state, i.e. the IRSL traps were in equilibrium between electron filling and escaping (or fading) (Li and Li, 2008; Li et al., submitted). This is so-called “field saturation” (Lamothé et al., 2003; Huntley and Lian, 2006). Two loess samples LC-019 and LC-093 were from the Luochuan section of the Chinese Loess Plateau with sampling depths of 1.9 and 9.3 m, respectively. The sample LC-019 is located at the upper part of the L₁ bed. The age of LC-019 is expected to be 20±3 ka, based on that the quartz OSL ages for the samples at depth of 1.8 and 2.0 m are 16.1±0.7 and 23.2±1.1 ka (Lu et al., 2007), respectively. The sample LC-093 is located at the transition layer between the L₁ and S₁ beds, which is expected to have an age of 70±5 ka according to the quartz OSL ages in the similar depth (Lai, 2010; Lu et al., 2007) and the grain-size model age proposed by Porter and An (1995).

Coarse K-feldspar grains (125-150 or 150-212 µm from sand samples and 63-90 µm from loess samples) were extracted using standard preparation methods (Li et al., 2008). The K-feldspar grains were etched using 10% HF for 40 minutes to remove the alpha irradiated surface layer of the grains. The K-feldspar IRSL measurements were made on an automated Risø TL-DA-20 reader equipped with IR diodes (870∆40 nm) for stimulation (Bøtter-Jensen et al., 2003a). The IR power delivered to the sample position was 90% of the maximum power (~140mW/cm^2). The IRSL signals were detected using a photomultiplier tube with the IRSL passing through a filter pack containing Schott BG-39 and Corning 7-59 filters, which allows for a transmission peaked in blue (320-480 nm).

Quartz grains of 125-150 µm diameter were also extracted for the sand samples; these were etched with 40% HF for one hour to eliminate feldspar. Quartz OSL signals were measured on a Risø TL-DA-15 reader equipped with blue LEDs for stimulation. The OSL signal was measured at 125°C for 100 s and was detected using a photomultiplier tube with the OSL signal passing through 7.5 mm thick U-340 filters. The quartz Dₑ values were determined using a single-aliquot regenerative-dose (SAR) protocol (Murray and Wintle, 2000) with preheat at 260°C for 10 s and cut-heat to 220°C for regenerative doses and test doses, respectively.
Aliquots containing several hundred grains were prepared by mounting the grains in a monolayer on a 9.8 mm diameter aluminum disc with “Silkospay” silicone oil. Irradiations were carried out within the readers using a $^{90}\text{Sr}/^{90}\text{Y}$ beta source. In the sunlight bleaching experiments (section 4.2), an ORIEL sunlight simulator was used. It has a similar spectrum as sunlight.

The environmental (or external) dose rates were measured using several techniques. The contribution from U and Th decay chains were determined using the Thick-source alpha counting (TSAC) technique (Aitken, 1985). The K content was measured using X-ray fluorescence (XRF). The water content was calculated from the sample weights before and after drying. The contribution from cosmic ray was calculated from the burial depth and the latitude and altitude of the samples (Prescott and Hutton, 1994). The internal dose rate for K-feldspar used in age calculation was estimated by assuming K=13±1% and Rb=400±100 ppm (Li et al. 2008; Huntley and Baril, 1997; Zhao and Li, 2005; Huntley and Hancock, 2001). A summary of the dosimetry data for all samples is listed in Table 1.

3. Description of the protocol

Recent studies have suggested that tunneling between spatially close donor-acceptor pairs from IR-excited state plays an important role in the production of the IRSL from K-feldspar (Poolton et al., 2002a,b; Thomsen et al. 2008; Li, 2010; Jain and Ankjærgaard, 2011). Based on the study of the thermal activation energy of IRSL signal from K-feldspar, Li (2010) suggested that the initial part of the IRSL signal measured at 50 °C is mainly a result from tunneling recombination, while thermal assisted recombination become important in the later part. Thomsen et al (2008) observed that there is a lower fading rate for the later part of IRSL signal compared with that from the initial part and explained it as a result of increasing mean distance to recombination centres. These studies indicate that those spatially close trapped electron-hole pairs will preferentially recombined under IR stimulation. Therefore, it was expected that a non-fading signal from feldspar may be accessible by using a post-IR IRSL procedure. This has led to the development of the post-IR IRSL dating method,
in which an IRSL bleaching at low temperature (~50°C) is applied before a high temperature (>200°C) IRSL measurement to reduce the fading rate of feldspar (Thomsen et al., 2008; Buylaert et al., 2009; Thiel et al., 2010). However, Li (2010) observed similar thermal activation energies for the natural IRSL and regenerative IRSL and argued that the term 'distant electron-hole pairs' is not exactly the same for the ground state and the IR-excited state. This indicated that the distant electron-hole pairs at the ground state might not be necessarily all ‘distant’ at excited state, and vice versa. It is therefore expected that a short IR bleaching in laboratory (up to several hundred seconds) at 50 °C cannot completely remove all of the charges in easy-to-fade traps and, as a result, the subsequent high-temperature post-IR IR stimulation may have contribution from the remaining charges in easy-to-fade traps. It is therefore necessary to explore appropriate experimental procedure to separate the signals of relating to easy-to-fade traps from those of non-fading traps.

In the study of the relationship between IRSL decay curve shape and anomalous fading, Li (2010) showed evidences for that post-IR at elevated temperatures could access those easy-to-fade electron-hole pairs that are not accessible by low temperature IRSL, indicating that a higher stimulation temperature used in the first IR stimulation will remove more easy-to-fade signals than stimulation at low temperature does. However, since thermal assisted recombination is also an important process in IRSL production (Li, 2010; Jain and Ankjærgaard, 2011), it is expected that IR stimulation at elevated temperature will preferentially remove those distant electron-hole pairs compared to the stimulation at low temperature, which reduce the effectiveness in removing easy-to-fading signals using high-temperature IRSL. Therefore, it is hypothesized that a progressive increase of stimulation temperature will progressively remove the easy-to-fade electron-hole pairs, in a better way than a single IR stimulation at low temperature or high temperature does. Hence, we proposed a multiple stimulation procedure at different stimulation temperatures.

The basic structure of this protocol is similar to the single-aliquot-regenerative (SAR) dose protocol (Murray and Wintle, 2000; Li et al., 2008), but a different IRSL measurement procedure was
adopted. A detailed procedure of the protocol was shown in Table 2. In this protocol, a preheat temperature of 300°C (step 2 and 9) for 10 s was applied after both regenerative and test doses to avoid significant influence from TL to the 250 °C IRSL measurement (step 7 and 14). After the preheat, the IRSL and MET-pIRIR signals of both regenerative and test doses are measured by increasing the stimulation temperature in steps of 50°C, i.e. 50, 100, 150, 200 and 250°C (Table 2). At the end of the IRSL measurements for each test dose, a ‘hot’ IR bleach at 320°C for 100 s (step 15) is conducted to ensure a low residual of IRSL signal for the next cycle.

It is to be noted that this protocol is different from the one-step post-IR IRSL (pIRIR) procedure proposed by Thomsen et al (2008) and Buylaert et al (2009), in which two IRSL measurements were applied after each irradiation and preheat, i.e. a high-temperature IRSL was measured immediately after a low-temperature IRSL measurement at 50 °C. To distinguish it from previous pIRIR methods, we have termed it as multi-elevated-temperatures post-IR IRSL (MET-pIRIR) method. Using this protocol, five IRSL curves are measured at five different stimulation temperatures, which means that five equivalent doses could be obtained accordingly, i.e. each equivalent dose is calculated based on sensitivity-corrected IRSL signals at different stimulation temperatures. The IRSL signal observed at temperature $t$ °C ($L_{s(t)}$) is corrected for sensitivity change using the respective test dose IRSL signal measured at the same temperature ($T_{s(t)}$) (e.g. $L_{s(50)}/T_{s(50)}$, $L_{s(100)}/T_{s(100)}$, $L_{s(150)}/T_{s(150)}$, $L_{s(200)}/T_{s(200)}$ and $L_{s(250)}/T_{s(250)}$). One advantage of this MET-pIRIR procedure over the one-step pIRIR procedure is that it provides an alternative way for diagnosing whether a non-fading signal has been achieved or not, i.e. it is expected that the equivalent dose or age will increase as a function of stimulation temperature in this procedure, and a plateau should be reached if a non-fading signal is obtained.

4. The MET-pIRIR signal

4.1 The decay curves of MET-pIRIR signals under IR stimulation
Typical decay curves of the MET-pIRIR signals from sample WG3 are shown in Fig. 2. The initial intensity of IRSL at 50 °C is the strongest, and the initial intensity of the MET-pIRIR signals increased gradually toward higher temperatures. The intensity of the signal was significantly increased when raising the stimulation temperature by 50°C at each step. Such a thermal dependence can be explained as a result of thermal assistance effect (e.g. Bailiff and Poo, 1991; Bailiff and Barnett, 1994; Meisl and Huntley, 2005; Li, 2010). Li and Li (2011) reported that the MET-pIRIR signals obtained at different temperatures have different thermal stabilities, which was explained as that at least two groups of traps were involved in the production of IRSL. They argued that the initial part of IRSL signal obtained at 50°C is mainly from shallow traps while the MET-pIRIR signals obtained at elevated temperatures (200 °C) is mainly from deep traps, suggesting a preferentially bleaching of the shallow traps compared to the deep traps under IR stimulation (Li and Li, 2011). However, Jain and Ankjærgaard (2011) suggested that the difference in thermal stabilities between IRSL and pIRIR signals could be explained using a single-trap model, in which the distance of the electron-hole pairs is governing the thermal stability of IRSL signal, i.e. low temperature IRSL is raised from the recombination of relatively proximal pairs but pIRIR at elevated temperature is raised from distant pairs.

4.2 The bleaching of MET-pIRIR signal

The bleaching rate for the MET-pIRIR signals proposed for this protocol was tested using a sunlight simulator. In this test, 9 groups of aliquots with natural signal from WG3 and each group consists of 3 aliquots were prepared. Different groups were bleached using the sunlight simulator for different periods up to 1 hr. The aliquots were then measured using the protocol of Table 2.

The residual IRSL and MET-pIRIR signals at different temperatures after sunlight simulator bleaching for different periods were shown in Fig. 3(a). It is shown that all signals can be bleached by sunlight simulator, but at different bleaching rates. The IRSL signal at 50°C was bleached at the
fastest rate and the bleaching rate decreases as the stimulation temperature raised (Fig. 3(a)). There was only 2% of the initial signal left after 1 hr bleaching for the IRSL at 50°C, while 12% was still remaining for the signal measured at 250°C (Fig. 3(a)). A similar trend was observed for the residual doses (Fig. 3(b)). After 1 hr bleaching, the residual doses for the IRSL signal at 50 and 250°C became 0.9±0.4 and 4.5±1.0 Gy, respectively, which are equivalent to a few hundred years and 1-2 ka in age for the two signals from a typical sediment with a dose rate of ~3 Gy/ka. We have also tested the bleaching using an older sample Sm0404 (with an age of ~100ka). It was found that bleaching by the solar simulator for 1 hr can result in a residual dose of ~3.6 Gy for the MET-pIRIR signal at 250°C, which is similar to the results obtained for the younger sample WG3 (~13 ka).

To further support the conclusion that the MET-pIRIR signals are bleachable, a modern sand dune sample WG1 was measured. Previous study on quartz OSL from this sample gave an age of ~40 years with a \( D_e \) value of 0.14 ± 0.04 Gy (Li et al., 2002). Fig. 4 shows the \( D_e \) values for different IRSL signals at different temperatures using the protocol of Table 2. There are larger residual doses for the MET-pIRIR signals observed at higher stimulation temperatures. A residual dose of 0.5±0.1 Gy was obtained for the IRSL signal measured at 50°C, while a larger value of 2.4±1.5 Gy was obtained for the MET-pIRIR signal measured at 250°C. Based on these results, we conclude that the MET-pIRIR signals are bleachable by sun light. The higher residual dose observed at higher stimulation temperatures probably indicate a different origin of traps with different bleaching rate (the high-temperature signals are relatively harder to bleach than the signals measured at lower temperatures), but a higher thermal transfer to the traps associated with the MET-pIRIR signals also cannot be ruled out.

5. Anomalous fading

5.1 Laboratory fading test
In the study of the thermal stability of the IRSL and MET-pIRIR signals, Li and Li (2011) suggested that the IRSL are associated with easy-to-fade traps and the MET-pIRIR signals are associated with hard-to-fade traps. It is thus expected that the anomalous fading rates of the MET-pIRIR signals may be different from that of the 50°C IRSL signal. Previous studies on pIRIR signals have shown that the g-value depends on the stimulation temperature (Thomsen et al. 2008; Thiel et al. 2010). To test this using the MET-pIRIR signals, anomalous fading tests were conducted using K-feldspar grains from sample HLD3. A single- aliquot measurement procedure similar to those described by Auclair et al. (2003), but based on the protocol of Table 2, was applied. In this experiment, the decay in the sensitivity-corrected MET-pIRIR signals \( L_{x(t°C)} / T_{x(t°C)} \) as a function of storage time at room temperature were measured, where \( L_{x(t°C)} \) is the IRSL response to a laboratory dose of 160 Gy measured at temperature \( t°C \) and \( T_{x(t°C)} \) is the response to a test dose of 8 Gy. Preheating (300 °C for 10 s) was applied immediately after each irradiation. The signals \( L_{x(t°C)} \) and \( T_{x(t°C)} \) were calculated from the integrated photon counts observed in the first 2 s of stimulation, with subtraction of a background signal derived from the last 5 s of the 100 s stimulation. The first measurement of the IRSL signal at 50°C took place at a time \( t_c = 1200 \) s after the mid-point of the irradiation time. It is noted that the first delay time \( (t_c) \) is different for the signals measured at different temperatures because the signals had to be measured one by one. The same dose was then given repeatedly with different delay periods between the end of preheat and the start of the subsequent IRSL measurement.

The decay of the IRSL signals at different stimulation temperatures as a function of storage time \( (t) \) is shown in Fig. 5(a). The corresponding anomalous fading rates \( (g\text{-value}) \) were also calculated based on the data sets and they are shown in Fig. 5(b). The results show that the highest anomalous fading rate is observed for the 50°C IRSL \((4.6±0.7\%)\), and it decreases as the stimulation temperature increased and negligible anomalous fading rates were observed for the signals obtained at 200°C \((0.4±0.7%/\text{decade})\) and 250°C \((-0.2±0.6%/\text{decade})\) (Fig. 5(b)).
5.2 Fading correction

The above laboratory fading test results indicate that the MET-pIRIR signals at 200 and 250 °C may have negligible anomalous fading rates. To further confirm this conclusion, four natural aliquots of the same sample HLD3 were measured using the protocol in Table 2. The $D_e$ values obtained for different MET-pIRIR signals were used to calculate the corresponding ages and these ages were then corrected for anomalous fading based on the $g$-values from Fig. 5(b) using the procedure described by Hunley and Lamothe (2001). The apparent ages (blue diamonds) and fading-corrected ages (red squares) with comparison of the quartz OSL age (yellow shading area) are shown in Fig. 5(c). Significant underestimation (23%) in age was obtained for the 50°C IRSL signal. However, the apparent ages for the 50°C IRSL and MET-pIRIR signals increase as a function of stimulation temperature. Consistent ages were obtained for temperatures of 200 and 250 °C without fading correction, which are also in agreement with the quartz OSL age (yellow shaded area in Fig. 5(c)), indicating that the anomalous fading is negligible for the MET-pIRIR signals measured at 200 and 250 °C.

It is interesting to note that when the apparent ages were corrected for anomalous fading, over-correction in age was observed for the signals at 50°C, and the corrected ages decrease with the stimulation temperature. Similar phenomena of over-correction in young samples were also observed by Reimann et al. (2011). The fading-corrected ages at 200 °C are consistent with the apparent ages and quartz OSL ages for the signals at 150, 200 and 250°C (Fig. 5(c)). Similar phenomena of over-correction in young sediments have been reported by other studies (Li et al., 2007a; Wallinga et al., 2007; Li et al., 2008; Reimann et al., 2011). Hence, the laboratory measured $g$-value may not necessarily represent the true anomalous fading rate in natural process, and fading correction should be cautious especially in the cases that large $g$-values (>~5%/decade) are obtained in laboratory fading tests.
5.3 Fading for field saturated sample

For the field-saturated samples (e.g. Sm8), an equilibrium between electron filling and escaping has been reached. This sample is expected to have received a natural dose of ~1600 Gy but a significantly lower equivalent dose of ~670 Gy was obtained for the 50°C IRSL measurements (Li and Li, 2008). This is mainly due to the low environmental dose rate compared to that in laboratory, i.e. the probability of fading via tunnelling is higher than that of trap filling (Li and Li, 2008). As a result, a proportion of traps remain unfilled over geological period and the extent of unfilling depends on the environmental dose rate and anomalous fading rate. When these samples were irradiated in laboratory with a higher dose rate (by a factor of ~10^10), those traps remaining empty in burial will be filled, which is manifested by increase in luminescence signals. Hence, a larger increase in luminescence signal above the natural level after laboratory irradiation would indicate a higher anomalous fading rate in the corresponding traps, and vice versa.

Here we investigate the MET-pIRIR signal of natural sample (N) and laboratory irradiated natural sample (N+β) using Sm8. Six aliquots of sample Sm8 were given a laboratory dose (β) of 216 Gy in addition to their natural dose (N+β) and followed by a preheat of 300°C for 10 s. The resultant signals (L_{N+β}) at different stimulation temperatures were then measured, followed by giving a test dose to normalize inter-aliquot variations using a similar procedure of Table 2. Another six aliquots with only natural signals (L_N) were then measured using a similar procedure.

The results of normalized L_N and L_{N+β} are shown in Fig. 6. The laboratory dose (β=216 Gy) has resulted in a ~20% increase in IRSL signal at 50°C compared to the natural signal (normalized to 1). But the discrepancy between L_N and L_{N+β} decreased as the stimulation temperature increased; it became 8% and 7% for the signals observed at 100 and 150 °C, respectively, and no distinctive increase was observed for the signals measured at 200 and 250°C (Fig. 6). This result clearly
demonstrates a higher anomalous fading in the signals measured at low temperatures (e.g. 50°C) but a negligible anomalous fading for the MET-pIRIR signals at 200 and 250°C.

6. Performance of the protocol

6.1 Dose response curves

The dose response curves (DRCs) for the MET-pIRIR signals were obtained using the protocol of Table 2. Fig. 7 shows the typical sensitivity-corrected DRCs and corresponding natural intensities at different stimulation temperatures for sample SM8. The DRCs are similar for the signals measured at 50, 100 and 150 °C, while an earlier saturation was observed for the signal of 200 and 250°C. It is noted that such tendency of early saturation in 250°C are commonly observed for our samples investigated. The earlier saturation of the high temperature signals was also noted by Thomsen et al. (2010). The dose response curves can be fitted with single saturating exponentials. The different DRC shape of the 250 °C signal indicate that they are probably originated from different traps with the signals observed at low temperatures.

The D₀ values obtained by fitting the dose response curves in Fig. 7 are 440, 424, 450, 424 and 320 Gy for 50, 100, 150, 200 and 250 °C, respectively. If the value of 2D₀ were taken as the accurate upper dating limit (Wintle and Murray, 2006), an upper age limit of 200-300 ka might be expected for the signal measured at 200 and 250°C for a dose rate of ~3 Gy/ka. It is interesting to note that the natural intensities of the signals at the 200 and 250°C are the same to or close to the laboratory saturation levels (see dashed lines in Fig. 7). The natural intensities of the signals 200 and 250°C are 96% and 100% of the saturation levels of the laboratory dose response curves, respectively. This result supports the conclusion that the MET-pIRIR signals at 200 and 250°C has a negligible anomalous fading for this sample.

Routine tests of recycling ratio and recuperation (or the ratio between the signal responses of zero dose and natural dose) can be obtained in construction of DRCs during Dₑ measurements. The
recycling ratios for all the samples falling within the range of 1.0±0.1 and most of them are within 1.0±0.05, suggesting that the sensitivity correction is robust. For the recuperation, there is a higher recuperation for the MET-pIRIR signals measured at higher temperature, e.g. the recuperation is highest for the 250°C signal. The level of recuperation is also dependent on the amplitude of the natural dose, e.g. younger samples tend to have a higher recuperation as it is expressed as percentage of the natural signal. For the young samples (WG2, WG3, HLD3, SGDL10, SGDL11 and SY3) investigated in this study, the recuperation values for the 250°C signal are generally less than 5%, which is considered acceptable (Murray and Wintle, 2000). The values for other samples and low-temperature signals are much smaller.

6.2 Dose recovery tests

The reliability of $D_e$ estimation can be tested using a dose recovery experiment (Murray and Roberts, 1998; Wallinga et al., 2000). This test involves giving a known laboratory dose to bleached aliquots. The given dose is then measured as an ‘unknown’ dose using the protocol proposed in Table 2. In this study, two approaches were adopted to evaluate the ability of dose recovery of the protocol. In the first test, five aliquots of sample WG3 were bleached for 1 hr using sunlight simulator before a laboratory dose of 84 Gy was given to them. After that, these aliquots were immediately measured using the protocol of Table 2. The measured to given dose ratios (or recovered dose ratios) for different IRSL and MET-pIRIR signals were shown in Fig. 8(a). It is shown that recovered dose ratios of around 0.9 were obtained for the 50 and 100 °C signals. The ratio increase to 0.97±0.03, 1.02±0.03 and 1.05±0.04 (n=5) for the signals at 150, 200 and 250°C, respectively. However, if the residual doses after 1 hr bleaching of sunlight simulator (Fig. 3(b)) were taken into account and are subtracted from the measured doses, the recovered dose ratio became 0.89, 0.89, 0.94, 0.98 and 1.00 for the signals at 50, 100, 150, 200 and 250°C, respectively (Fig. 8(a)).
In the second test, 12 aliquots of the modern sand sample WG1 were given a dose of 21.6 Gy. These aliquots were then divided into four groups and then each group was stored in the dark for different periods before dose measurements using the protocol of Table 2. The measured doses were then corrected for residual doses from the data set in Fig. 4. The recovered dose ratios for different signals as a function of delay time were shown in Fig. 8(b). It clearly shows that there is a falling trend of the recovered dose ratio for the 50°C IRSL signal as a function of delay time, which is expected as a result of anomalous fading effect. In addition, there is a significant underestimation in dose recovery for the signal measured at 50°C. However, such underestimation and falling trend was reduced by using the signals measured at high temperatures. The overall average dose recovery ratios for different delay periods are 0.77±0.07, 0.90±0.04, 0.90±0.02, 0.97±0.05 and 0.92±0.05 for the signals at 50, 100, 150, 200 and 250°C, respectively (Fig. 8(b)). The above dose recovery tests demonstrate that the IRSL signals measured at 200 and 250°C give the best dose recovery result and also there are negligible anomalous fading effects for them.

6.3 Preheat plateau test

The suitability of the preheating temperature used in the protocol can be tested by investigating if there is any dependence of $D_e$ upon preheating temperatures, the so-called preheating plateau test (Murray and Roberts, 1998; Murray and Wintle, 2000). This can be done by measuring the $D_e$ values using a range of preheating temperatures in step 2 (Table 2). The $D_e$ values are then plotted against the preheating temperatures. A preheat temperature within a ‘plateau’ region should be used as appropriate preheating temperature. Here we investigated the preheat plateau test using both dose recovery and $D_e$ measurements with preheat temperature ranging from 220 to 300°C in step of 20°C. In order to avoid significant effect from TL signal during IRSL measurement at elevated temperature (>200°C) for low preheat temperatures, we omit the measurement of IRSL at 250°C (steps 7 and 15) and only measure the signals at 50, 100, 150 and 200°C. We also adopted a
preheating time of 60 s, instead of 10 s, in order to further reduce the influence of TL to IRSL measurements at lower preheat temperatures.

In the dose recovery test, 15 aliquots of WG3 were bleached for 1.5 hr using a sunlight simulator before giving a dose of 84 Gy. These aliquots were then measured using the protocol of Table 2 with different preheating temperatures. The recovered dose ratios for different signals as a function of preheat temperature are shown in Fig. 9(a). It is shown that there was a trend of decrease in the recovered dose ratio for the signals at 50 and 100 °C as the preheating temperature increased. Also, there is a significant underestimation in the recovered dose for these signals especially at the preheating temperature from 260 to 300°C, where the dose recovery ratios are less than 0.9 (Fig. 9(a)). Such underestimation and preheat-dependence were reduced by using the signals measured at high temperatures, i.e. 150 and 200°C. Particularly, no dependence of the recovered dose ratio on the preheat was observed for the signal obtained at 200°C, and the dose recovered ratios are consistent with unity for all preheat temperatures investigated (Fig. 9(a)). It is noted that the dose recovery results improve (increase towards unity) with stimulation temperature (Fig. 8). This is the same trend as is observed on the preheat plateaus in Fig. 9, suggesting that at least some of this trend arises from inaccurate measurement of equivalent dose.

In the second test, the natural signal from sample WG3 were measured in a similar way as used in the dose recovery test described above. The D_e values and corresponding ages obtained for different signals as a function of preheat temperature are shown in Fig. 9(b). For comparison, the quartz OSL age (13.2±0.8 ka) was shown in yellow shaded area. A similar pattern as the dose recovery result (Fig. 9(a)) was obtained. Remarkable underestimation in ages was observed for the signals at 50 and 100 °C and there is decreasing trend in age as the preheating temperature was raised. However, such dependence disappeared for the signal observed at 200 °C, and the ages obtained are excellently consistent with quartz OSL age (Fig. 9(b)). The above results further confirm that the
MET-pIRIR signal observed at 200 °C gives the most reliable result and there is negligible anomalous fading for the signals.

7. Dating sediments using MET-pIRIR signals

We tested the protocol of Table 3 by dating various samples with different ages in the range of 0-120 ka. These samples were extensively studied previously using quartz OSL and IRSL isochron methods (Li et al., 2002; Li et al., 2008). The results of applying the protocol to all the samples are summarized in Table 3.

Fig. 10 shows the typical plots of ages obtained for different MET-pIRIR signals plotted against stimulation temperatures for four samples, in comparison with expected ages, e.g. quartz OSL ages (SY3, WG3 and SGDL11) and expected age (Sm0404), shown as yellow shaded area. It is shown that the IRSL ages obtained at 50 °C are underestimated, which can be explained as a result of anomalous fading effect (Li et al., 2007a, 2008). The ages tend to increase as the stimulation temperature increased and an age plateau has reached at the temperatures 200 and 250 °C, which are also consistent with the expected ages (yellow shaded area). Based on this result and the dose recovery tests in Fig. 9, we adopt the ages obtained using the 200°C signal as an estimation of the true age for the K-feldspar samples investigated without anomalous fading correction.

In Fig. 11, the ages based on the MET-pIRIR signals at 200 °C and 250 °C and IRSL at 50 °C for all samples investigated are plotted as a function of the expected ages based on quartz OSL ages or expected ages (Table 3). All data are plotted in Figure 11(a) and only data for samples younger than 25 ka in Fig. 11(b). The ages based on 50°C IRSL measurements (red squares) for these samples are underestimated for most of the samples, indicating the anomalous fading of the 50°C IRSL signal. However, there is a good agreement between the MET-pIRIR 200°C and 250°C ages (blue diamonds and green triangles) and the expected ages for all samples. This agreement supports the assertion that
use of the MET-pIRIR 200°C and 250 °C signals and the protocol of Table 2 results in right ages. This confirms the conclusion that the MET-pIRIR 200°C and 250 °C signals suffers from negligible anomalous fading and can be used to evaluate the K-feldspar age without fading correction.

8. Further tests on the protocol

Using the protocol outlined in Table 2, we obtain IRSL signals repeatedly by progressively increasing the stimulation temperatures in step of 50°C, e.g. 50, 100, 150, 200 and 250°C. Although this stimulation procedure appears to give a reliable result for the signals observed at 200°C and 250 °C according to the dose recovery tests and age evaluation for different samples (Fig. 11), it is necessary to explore whether this procedure for stimulating IRSL signals is the most appropriate. Here we investigate the effect of keeping the number of IR stimulation the same (5 stimulation) but changing the IR stimulation temperature increment to 25°C instead of 50°C, i.e. using 50, 75, 100, 125 and 150°C as the IRSL temperatures in steps 3-7 and 10-14 of Table 2 instead of 50, 100, 150, 200 and 250°C. In Fig. 12, the ages obtained at different temperatures for sample WG3 are shown, in comparison with the quartz OSL age (yellow shaded area), which clearly demonstrates age underestimation at all temperatures. This result indicates that IR bleaching time is not as crucial as selection of stimulation temperature for reducing anomalous fading.

Another test is to investigate if the multiple IR measurements from progressively elevating stimulation temperatures are necessary. Three groups of four aliquots from FJGW1 were measured using the one-step pIRIR procedure similar to that proposed by Thomsen et al. (2008) but using different stimulation temperatures and periods in both IRSL and pIRIR measurements. In this study, the first IRSL measurement was conducted at 50, 100 and 150 °C after preheat at 300°C for 10 s for each of the groups, respectively. It is noted that a stimulation period of 300 s, equivalent to the cumulative stimulation period in step 3-5 of Table 2, was used for the first IRSL measurement. After that the pIRIR signal was measured at 200 °C. The ages obtained for the 200 °C pIRIR signals are 45.0±2.1, 45.2±2.6 and 46.6±1.7 ka for the three groups, respectively. These values are
underestimated when compared to those values obtained using MET-pIRIR procedure (52.6±1.8 and 56.0±5.1 ka for the MET-pIRIR signals at 200 and 250°C, respectively), quartz OSL (55.7±1.0 ka) and isochron method (54±7 ka) (Fan et al. 2011). We also investigated the one-step pIRIR procedure using the same sample based on the first IRSL measured at 50 °C for 400 s after preheat at 300°C for 10 s and the pIRIR measured at 250°C. The pIRIR age obtained is 45.3±1.6 ka, which is also underestimated. Thiel et al. (2010) showed that the pIRIR signal at 290 °C from a field saturated sample is close to the saturation level of laboratory dose response curve, indicating that the fading of such signal might be negligible in nature, although they detected a small fading rate (~1%) for their signals from laboratory irradiated samples. Here we have explored the performance of the pIRIR signal at 290°C for our sample FJGW1 using the same procedures as Thiel et al. (2010). An underestimated age of 46.7±2.4 ka was obtained, indicating that the stable signal was not isolated for our sample using this method. In summary, we concluded that the procedure of progressively increasing stimulation temperature proposed in Table 2 is necessary to gradually discriminate fading and non-fading signals, and the temperature increment of 50 °C used for IR stimulation in Table 2 is a reasonable choice for achieving non-fading signals.

9. Conclusions

A protocol of measuring the IRSL signal from K-feldspars by progressively increasing the stimulation temperature from 50 to 250°C in step of 50°C, so called MET-pIRIR signals, was proposed. The IRSL obtained at 50°C has the highest anomalous fading rate, and the fading rate decreases as the stimulation temperature increases from 100 to 200°C. Negligible anomalous fading was observed for the MET-pIRIR signals obtained at 200 and 250°C. The D_e or ages increase progressively from 50°C to 200°C, but similar values were obtained for the MET-pIRIR signal at 200 and 250°C. The MET-pIRIR signals are bleachable and there are small residual doses (a few Gy) based on measurement of modern samples or bleached samples. The protocol has been tested using
various sedimentary samples with different ages from different regions of China. The MET-pIRIR ages obtained at 200 and 250°C are consistent with independent and/or quartz OSL ages, and no fading-correction is required. Further tests of the wide applicability of this protocol to samples from the rest of the world are necessary.
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Figure captions

Figure 1: Deserts and loess plateau in Northern China and sampling sites. Full circles are the sampling locations with names shown in italic.

Figure 2: The IRSL and MET-pIRIR curves obtained for different stimulation temperature (temperatures are shown above each curve) from sample WG3. All IRSL curves were normalized using the initial intensity of IRSL signal (stimulation time at t=0).

Figure 3: (a) Residual signals and (b) residual doses of sample WG3 as a function of bleaching time of sunlight simulator for the MET-pIR IRSL, obtained using the protocol in Table 2.

Figure 4: Residual doses of the MET-pIRIR signals at different stimulation temperatures for the modern sand dune sample WG1. The data were obtained using four aliquots.

Figure 5: (a) Anomalous fading test of the MET-pIRIR signals using four aliquots from sample HLD3 as a function of delayed period (t) using the protocol of Table 2. The normalized signals were obtained using the delayed $L_{x(t^\circ C)/T_{x(t^\circ C)}}$ method similar to that described by Auclair et al. (2003). The normalized signals ($L_{x(t^\circ C)/T_{x(t^\circ C)}}$) were normalized to the first measurements ($t_c=1200, 1430, 1720, 2070$ and $2500$ s for the signals at $50, 100, 150, 200$ and $250^\circ C$, respectively). (b) Anomalous fading rates (g-values) for the MET-pIR IRSL signals obtained based on the data sets in (a) plotted against stimulation temperatures. (c) The apparent ages (blue diamonds) obtained using the protocol of Table 3 and fading-corrected ages (red squares)
based on the g-values in (b). The yellow shaded area shows the quartz OSL age (10.8±1.2 ka).

The ages were obtained using four aliquots from sample HLD3.

Figure 6: Comparison of the MET-pIRIR signal of natural sample (LN) and laboratory
irradiated natural sample (LN,β) of Sm8. The data points at each stimulation temperature were
normalized using the corresponding value of LN at that temperature.

Figure 7: Natural intensities and dose response curves of the MET-pIRIR signal from sample
Sm8 obtained using the procedure of Table 2. The data points were fitted using single saturating
exponentials. Note that the error bars are too small to be overlapped by the symbols of data
points.

Figure 8: (a) The recovered dose ratios for different IRSL and MET-pIRIR signals from sample
WG3, which was bleached for 1 hr using sunlight simulator before giving a laboratory dose of
84 Gy and measured using the protocol of Table 2. The blue diamonds show the apparent
recovered dose ratios. The red squares show the corresponding ratios after correcting for
residual doses using the data from Fig. 3(b). (b) The recovered dose ratios for different IRSL
and MET-pIRIR signals from modern sand sample WG1, which was given a laboratory dose of
21.6 Gy and measured using the protocol of Table 2. The data sets were obtained using five
aliquots.

Figure 9: (a) Dose recovery results for different IRSL and MET-pIRIR signals as a function of
preheat temperatures from 220 to 300°C, using sample WG3. The sample were bleached for 1.5
hour using solar simulator and then given a dose of 84 Gy before applying the procedure of
Table 3. (b) Preheat plateau test for the IRSL and MET-pIRIR signals from sample WG3. The
yellow shaded area shows the quartz OSL age (13.2±0.8 ka). Note that the ages are plotted on
the left scale and equivalent dose on the right scale.

Figure 10: The ages of the MET-pIRIR signals for samples SY3, WG3, SGDL11 and Sm0404,
obtained using the protocol of Table 2. The yellow shaded area in each plot shows the
corresponding quartz OSL age (see Table 2 for values).

Figure 11: (a) Comparison of the K-feldspar ages obtained using IRSL at 50°C and the MET-
pIRIR signals measured at the 200°C and 250°C with expected ages based on quartz OSL or
expected ages (see Table 2). (b) The enlarged scale of the square area in (a).

Figure 12: The ages obtained using 50, 75, 100, 125 and 150°C (blue diamonds) as the IRSL
temperatures in step 3-7 of Table 2 for sample WG3. The results obtained using temperatures
50, 100, 150, 200 and 250 °C (red squares) are also shown for comparison. The yellow shaded
area shows the corresponding quartz OSL age (13.2±0.8 ka).
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### Table 1: Summary of the dosimetry data for the samples

<table>
<thead>
<tr>
<th>Sample</th>
<th>Grain size (µm)</th>
<th>K content (%)</th>
<th>Alpha counting rate (cts/ks)</th>
<th>Water content (%)</th>
<th>Cosmic rays (Gy/ka)</th>
<th>Ext. dose rate (Gy/ka)</th>
<th>Int. dose rate a (Gy/ka)</th>
</tr>
</thead>
<tbody>
<tr>
<td>SGDL-10</td>
<td>150-180</td>
<td>2.32</td>
<td>3.92±0.13</td>
<td>5</td>
<td>0.10</td>
<td>2.8±0.2</td>
<td>0.72</td>
</tr>
<tr>
<td>SGDL-11</td>
<td>180-212</td>
<td>2.30</td>
<td>1.96±0.09</td>
<td>4</td>
<td>0.09</td>
<td>2.5±0.1</td>
<td>0.85</td>
</tr>
<tr>
<td>SY3</td>
<td>180-212</td>
<td>2.26</td>
<td>2.16±0.12</td>
<td>4</td>
<td>0.21</td>
<td>3.0±0.1</td>
<td>0.85</td>
</tr>
<tr>
<td>HLD3</td>
<td>180-212</td>
<td>2.39</td>
<td>4.14±0.16</td>
<td>7</td>
<td>0.19</td>
<td>2.9±0.1</td>
<td>0.85</td>
</tr>
<tr>
<td>WG1</td>
<td>150-180</td>
<td>2.65</td>
<td>5.48±0.18</td>
<td>5</td>
<td>0.23</td>
<td>3.4±0.2</td>
<td>0.72</td>
</tr>
<tr>
<td>WG2</td>
<td>180-212</td>
<td>2.48</td>
<td>4.03±0.16</td>
<td>4</td>
<td>0.20</td>
<td>3.0±0.1</td>
<td>0.85</td>
</tr>
<tr>
<td>WG3</td>
<td>180-212</td>
<td>2.56</td>
<td>7.62±0.21</td>
<td>6</td>
<td>0.19</td>
<td>3.6±0.1</td>
<td>0.85</td>
</tr>
<tr>
<td>SM3</td>
<td>180-212</td>
<td>2.32</td>
<td>4.97±0.13</td>
<td>4</td>
<td>0.08</td>
<td>2.9±0.1</td>
<td>0.85</td>
</tr>
<tr>
<td>SM0404</td>
<td>150-180</td>
<td>2.10</td>
<td>12.27±0.17</td>
<td>7</td>
<td>0.05</td>
<td>3.6±0.1</td>
<td>0.72</td>
</tr>
<tr>
<td>SM5</td>
<td>150-180</td>
<td>2.20</td>
<td>7.06±0.17</td>
<td>4</td>
<td>0.03</td>
<td>3.0±0.1</td>
<td>0.72</td>
</tr>
<tr>
<td>LC-019</td>
<td>63-90</td>
<td>1.70</td>
<td>11.68±0.20</td>
<td>15</td>
<td>0.17</td>
<td>3.1±0.1</td>
<td>0.36</td>
</tr>
<tr>
<td>LC-093</td>
<td>63-90</td>
<td>1.90</td>
<td>10.50±0.21</td>
<td>20</td>
<td>0.06</td>
<td>2.9±0.1</td>
<td>0.36</td>
</tr>
<tr>
<td>FJGW1</td>
<td>150-180</td>
<td>1.64</td>
<td>6.23±0.20</td>
<td>7</td>
<td>0.01</td>
<td>2.3±0.1</td>
<td>0.72</td>
</tr>
</tbody>
</table>

Note: a The internal dose rate for K-feldspar used in age calculation was estimated by assuming K=13±1% and Rb=400±100 ppm (Li et al. 2008; Huntley and Baril, 1997; Zhao and Li, 2005; Huntley and Hancock, 2001).
Table 2: The single-aliquot regenerative-dose (SAR) protocol for multi-elevated-temperatures post-IR IRSL.

<table>
<thead>
<tr>
<th>Step</th>
<th>Treatment</th>
<th>Observed</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Give regenerative dose, $D_i$ $^a$</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>Preheat at 300°C for 10 s</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>IRSL measurement at 50°C for 100 s</td>
<td>$L_{x(50)}$</td>
</tr>
<tr>
<td>4</td>
<td>IRSL measurement at 100°C for 100 s</td>
<td>$L_{x(100)}$</td>
</tr>
<tr>
<td>5</td>
<td>IRSL measurement at 150°C for 100 s</td>
<td>$L_{x(150)}$</td>
</tr>
<tr>
<td>6</td>
<td>IRSL measurement at 200°C for 100 s</td>
<td>$L_{x(200)}$</td>
</tr>
<tr>
<td>7</td>
<td>IRSL measurement at 250°C for 100 s</td>
<td>$L_{x(250)}$</td>
</tr>
<tr>
<td>8</td>
<td>Give test dose, $D_t$</td>
<td></td>
</tr>
<tr>
<td>9</td>
<td>Preheat at 300°C for 10 s</td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>IRSL measurement at 50°C for 100 s</td>
<td>$T_{x(50)}$</td>
</tr>
<tr>
<td>11</td>
<td>IRSL measurement at 100°C for 100 s</td>
<td>$T_{x(100)}$</td>
</tr>
<tr>
<td>12</td>
<td>IRSL measurement at 150°C for 100 s</td>
<td>$T_{x(150)}$</td>
</tr>
<tr>
<td>13</td>
<td>IRSL measurement at 200°C for 100 s</td>
<td>$T_{x(200)}$</td>
</tr>
<tr>
<td>14</td>
<td>IRSL measurement at 250°C for 100 s</td>
<td>$T_{x(250)}$</td>
</tr>
<tr>
<td>15</td>
<td>IR bleaching at 320°C for 100 s</td>
<td></td>
</tr>
<tr>
<td>16</td>
<td>Return to step 1</td>
<td></td>
</tr>
</tbody>
</table>

$^a$ For the ‘natural’ sample, $i=0$ and $D_0=0$. The whole sequence is repeated for several regenerative doses including a zero dose and a repeat dose.
Table 3: The measured doses and corresponding ages obtained using different signals and methods.

<table>
<thead>
<tr>
<th>Sample</th>
<th>Expected age, ka</th>
<th>K-feldspar MET-pIRIR $D_e$, Gy</th>
<th>K-feldspar MET-pIRIR ages, ka</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>50°C 100°C 150°C 200°C 250°C</td>
<td>50°C 100°C 150°C 200°C 250°C</td>
<td></td>
</tr>
<tr>
<td>SGDL10</td>
<td>6.3±1.1 20.9±0.3 24.8±1.2 26.4±1.2 27.4±0.2 29.1±1.0</td>
<td>5.7±0.1 6.7±0.3 7.2±0.3 7.3±0.1 7.4±0.3</td>
<td></td>
</tr>
<tr>
<td>SGDL11</td>
<td>11.8±0.8 29.3±2.8 37.1±2.4 39.9±2.7 43.6±2.3 46.2±1.8</td>
<td>8.4±0.8 10.6±0.7 11.4±0.8 12.4±0.7 12.7±0.5</td>
<td></td>
</tr>
<tr>
<td>SY3</td>
<td>11.1±1.3 30.7±1.6 36.5±1.7 38.3±1.4 40.7±1.4 41.2±0.8</td>
<td>8.0±0.4 9.5±0.5 9.9±0.4 10.5±0.4 10.2±0.2</td>
<td></td>
</tr>
<tr>
<td>HLD3</td>
<td>10.8±1.2 31.5±1.2 38.2±1.1 39.3±1.8 43.0±0.6 44.2±1.9</td>
<td>8.3±0.3 10.1±0.3 10.4±0.5 11.2±0.2 11.1±0.5</td>
<td></td>
</tr>
<tr>
<td>SGDL11</td>
<td>0.04±0.01 0.5±0.1 0.5±0.4 0.5±0.1 1.0±0.6 2.4±1.2</td>
<td>0.11±0.03 0.12±0.10 0.12±0.03 0.23±0.14 0.58±0.28</td>
<td></td>
</tr>
<tr>
<td>SGDL11</td>
<td>1.8±0.2 4.9±0.3 6.9±0.7 8.8±1.0 10.2±1.4 11.5±2.2</td>
<td>1.1±0.1 1.6±0.2 2.1±0.3 2.3±0.3 2.3±0.6</td>
<td></td>
</tr>
<tr>
<td>SGDL11</td>
<td>13.1±0.8 40±1 50±1 54±2 60±2 62±6</td>
<td>9.1±0.5 11.3±0.7 12.2±1.0 13.4±1.1 13.6±1.7</td>
<td></td>
</tr>
<tr>
<td>SGDL11</td>
<td>41±6 149±5 159±13 166±12 185±8 190±9</td>
<td>39.1±1.2 41.9±3.5 43.6±3.3 48.7±2.2 50.0±2.3</td>
<td></td>
</tr>
<tr>
<td>SGDL11</td>
<td>125±10 253±9 309±4 347±3 381±9 407±19</td>
<td>60.2±1.4 74.3±4.1 83.5±4.6 116.0±4.0 114.0±4.0</td>
<td></td>
</tr>
<tr>
<td>SGDL11</td>
<td>55.7±1.0 121±11 133±6 143±6 158±6 168±15</td>
<td>41.9±3.6 45.9±2.1 49.4±2.2 54.5±1.9 58.1±5.3</td>
<td></td>
</tr>
<tr>
<td>LC-019</td>
<td>20±3 54±1 64±1 67±2 72±2 75±6</td>
<td>16.3±0.4 19.2±0.4 20.0±0.5 21.5±0.6 21.8±1.9</td>
<td></td>
</tr>
<tr>
<td>LC-093</td>
<td>70±5 153±9 199±5 208±11 223±7 237±13</td>
<td>48.7±2.8 63.4±1.5 66.0±3.4 70.8±2.3 74.8±4.2</td>
<td></td>
</tr>
</tbody>
</table>

Note: a The expected ages of sample Sm0404 and Sm5 shown in the table are based on stratigraphic correlation (Sun et al., 1999). For other samples, all ages shown in this column are based on quartz OSL ages.

b The MET-pIRIR ages for young samples, SGDL-10, SGDL-11, WG2, WG3, HLD3, LC-019 and SY3 are corrected for residual doses obtained from the modern sand sample WG1. For other older samples, no correction was made since this resulted in negligible effect.