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Abstract

This paper presents a new learning approach for pattern classification applications involving imbalanced data sets. In this approach, a clustering technique is employed to resample the original training set into a smaller set of representative training exemplars, represented by weighted cluster centers and their target outputs. Based on the proposed learning approach, four training algorithms are derived for feed-forward neural networks. These algorithms are implemented and tested on three benchmark data sets. Experimental results show that with the proposed learning approach, it is possible to design networks to tackle the class imbalance problem, without compromising the overall classification performance.

1. Introduction

Although significant progress has been made in pattern classification, several issues still remain. A problem that we focus on this paper is how to learn a classification task from imbalanced data sets. The class imbalance problem, which is one of the fundamental problems in machine learning, has received much attention recently [1, 4, 9, 14, 15]. In many real-world diagnostic applications, e.g., computer security, biomedical, and engineering, uneven distribution of data patterns is very common, where number of training instances of a minority class is much smaller compared to other majority classes; as a result, the classifier tends to favor the majority class [7]. A study by Murphey et al. showed that the traditional feed-forward neural network has difficulty learning from imbalanced data sets [8]. Because of the overwhelming training instances of the majority class, the network tends to ignore the minority class and treat it as noise. In general, learning algorithms for class imbalance problems can be divided into two categories: resampling and cost-sensitive based. Resampling methods such as over-sampling and under-sampling [7, 14] modify the prior probability of the majority and minority class in the training set to obtain a more balanced number of instances in each class. The under-sampling method extracts a smaller set of majority instances while preserving all the minority instances. This method is suitable for large-scale applications where the number of majority samples is tremendous and lessening the training instances reduces the training time and makes the learning problem more tractable [15]. However, one problem associated with under-sampling techniques is that we may lose informative instances from the discarded instances.

In contrast to under-sampling, over-sampling method increases the number of minority instances by oversampling them. The advantage is that no information is lost from the training samples because all instances are employed [1]. However, the minority instances are over-represented in the training set and moreover, adding training instance means increasing training time. Weighting based methods are another type of over-sampling techniques, where more weights are assigned to the minority training instances [1, 4]. Cost-sensitive based methods are an alternative treatment of class imbalance problem. Berardi and Zhang introduced cost-sensitive neural networks by assigning different costs to errors in different classes [2]. Their method improves the classification accuracy for minority classes by assigning larger cost to them. However, adding a cost function in the learning process will modify the probability distribution [14].

In this paper, we introduce a new approach for supervised learning with imbalanced data sets. The concept of our method is similar to under-sampling. However, we employ unsupervised clustering to reduce the majority training instances, by selecting cluster centers as representative the samples. Furthermore, weighting of the minority and majority training exemplars is introduced in the cost function; the weights for each class serve as an approximation to its probability mass.
The rest of the paper is organized as follows. Section 2 describes the proposed learning approach and derives four modified training algorithms based on gradient descent, gradient descent with momentum, resilient back-propagation and Levenberg Marquardt. Section 3 presents experimental results where the proposed approach is applied to different classification tasks. Finally, Section 4 presents concluding remarks.

2. Modified training algorithms for feedforward neural networks

Suppose that a multi-layer feed-forward neural network is to be trained using a set of \( M \) tuples \( \{x_m, d_m\} \), where \( m = 1, 2, ..., M \); \( x_m \) is the input vector and \( d_m \) is the corresponding output vector or desired vector. Let \( w \) be a vector consisting of all free network parameters, including weights and biases. The objective of supervised learning is to find a vector \( w_0 \) that minimizes a cost function. A common objective function is the mean square error (MSE), defined as

\[
E(w) = \frac{1}{M \times N} \sum_{m=1}^{M} \sum_{i=1}^{N} (y_{im} - d_{im})^2, \tag{1}
\]

where \( N \) is the number of neurons in the output layer, and \( y_{im} \) is the network output. When number of training instances of different classes are unequal, the error contribution of each class to the objective function is unequal. In a two-class problem, the majority class has significant effect in the optimization process. Hence, we propose a more efficient algorithm for training feed-forward neural networks. In this approach, a pre-processing step is introduced to obtain a more balanced number of samples in each class. To this end, unsupervised clustering is applied to training samples of the majority classes to extract cluster centers that yield a compact representation of the majority classes.

Here, clustering is applied independently to all the training samples representing a particular class. Therefore, each cluster represents samples from a single class, and each class is represented by several clusters. In this approach, we deal with imbalanced data sets by simply assigning the same number of clusters to each class. After clustering, the data set is reduced to \( K \) exemplars, each is represented by a cluster centroid \( c_k \) and size. Here, the cluster size \( z_k \) is simply the number of training samples in the cluster. In the following, we present four training algorithms that integrate the cluster sizes and centroids into the learning rule.

2.1 Modified cost function

In the supervised learning stage, training samples are replaced by a set of cluster centroids which is then presented to the network along with the target outputs. To compensate information lost during the clustering process, weights for each class are introduced in the cost function:

\[
E_p(w) = \frac{1}{N} \sum_{k=1}^{K} \sum_{i=1}^{N} p_k (y_{ik} - d_{ik})^2, \tag{2}
\]

where \( d_{ik} \) is the \( i \)-th element of the target or desired output vector \( d_k \), and \( p_k \) is the cluster weight which represents an approximation to the probability mass,

\[
p_k = \frac{z_k}{\sum_{i=1}^{N_{cl}} \omega_i \gamma_{ki}}, \tag{3}
\]

where \( N_{cl} \) is number of classes in the training set, \( \omega_i \) is the size of class \( i \), and \( \gamma_{ki} \) is the degree of membership of cluster \( k \) in class \( i \):

\[
\gamma_{ki} = \begin{cases} 
1, & \text{if } c_i \in \text{class } i \\
0, & \text{otherwise.}
\end{cases}
\]

2.2 Modified training algorithms

Numerous optimization algorithms for minimizing \( E \) can be derived to train feed-forward neural networks. In this paper, we implemented four algorithms, namely gradient descent (GD), gradient descent with momentum and variable learning rate (GDMV), resilient back-propagation (RPROP), and Levenberg-Marquardt (LM) based on our propose approach. Each training algorithm updates network weights and biases according to \( w(t+1) = w(t) + \nabla E_p(t) \). Because details of the standard algorithms can be found in [13, 6, 12, 5], we only summarize their main characteristics herein.

- Gradient descent: weights are updated along the negative gradient \( \Delta w(t) = -\alpha \nabla E_p(t) \), where \( \alpha \) is scalar learning rate, \( \alpha > 0 \).
- GD with momentum and variable learning rate: weight update is a linear combination of gradient and previous weight update

\[
\Delta w(t) = \lambda \Delta w(t-1) - (1-\lambda) \alpha(t) \nabla E_p(t),
\]

where \( \lambda \) is momentum parameter, \( 0 < \lambda < 1 \), and \( \alpha(t) \) is the adaptive scalar learning rate.
- Resilient back-propagation: weight update depends only on the sign of gradient

\[
\Delta w_i(t) = -\text{sign}(\frac{\partial E_p}{\partial w_i}(t)) \times \Delta_i(t),
\]

where \( \Delta_i(t) \) is adaptive step specific to weight \( w_i \).
Table 1. Comparison of standard and modified algorithms on benchmark data sets

(a) Liver disorder data set

<table>
<thead>
<tr>
<th>Method</th>
<th>Classification rate</th>
<th>g-mean</th>
<th>K-coefficient</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Standard</td>
<td>Modified</td>
<td>Standard</td>
</tr>
<tr>
<td>GD</td>
<td>75.65</td>
<td>75.94</td>
<td>71.37</td>
</tr>
<tr>
<td>GDMV</td>
<td>78.84</td>
<td>79.13</td>
<td>74.11</td>
</tr>
<tr>
<td>RPROP</td>
<td>78.26</td>
<td>79.71</td>
<td>75.97</td>
</tr>
<tr>
<td>LM</td>
<td>80.00</td>
<td>80.87</td>
<td>76.75</td>
</tr>
</tbody>
</table>

(b) Hepatitis data set

<table>
<thead>
<tr>
<th>Method</th>
<th>Classification rate</th>
<th>g-mean</th>
<th>K-coefficient</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Standard</td>
<td>Modified</td>
<td>Standard</td>
</tr>
<tr>
<td>GD</td>
<td>94.84</td>
<td>95.48</td>
<td>91.39</td>
</tr>
<tr>
<td>GDMV</td>
<td>95.48</td>
<td>96.13</td>
<td>91.82</td>
</tr>
<tr>
<td>RPROP</td>
<td>95.48</td>
<td>96.77</td>
<td>94.90</td>
</tr>
<tr>
<td>LM</td>
<td>94.19</td>
<td>94.19</td>
<td>89.87</td>
</tr>
</tbody>
</table>

(c) Pima Indian Diabetes data set

<table>
<thead>
<tr>
<th>Method</th>
<th>Classification rate</th>
<th>g-mean</th>
<th>K-coefficient</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Standard</td>
<td>Modified</td>
<td>Standard</td>
</tr>
<tr>
<td>GD</td>
<td>81.38</td>
<td>81.51</td>
<td>77.86</td>
</tr>
<tr>
<td>GDMV</td>
<td>81.38</td>
<td>81.38</td>
<td>77.74</td>
</tr>
<tr>
<td>RPROP</td>
<td>80.99</td>
<td>81.51</td>
<td>78.64</td>
</tr>
<tr>
<td>LM</td>
<td>81.64</td>
<td>82.29</td>
<td>79.23</td>
</tr>
</tbody>
</table>

Levenberg-Marquardt: the weight update rule is given by
\[ \Delta w(t) = [J^T P J + \mu I]^{-1} \nabla E_p, \]
where \( P \) is the expanded cluster weight matrix.
Refer to [11] for details of computing \( P \).

3. Experiments and Analysis

In this section, we apply the proposed learning approach to three benchmark problems, taken from UCI database repository [10]. The benchmarks used were the liver disorder, hepatitis, and Pima Indian diabetes data sets. Details of these data sets are summarized in Table 2. Our aim is to study the generalization capability of the proposed approach, compared to the standard approach for neural networks training. The comparison is based on a five-fold cross validation in the classification tasks. For each fold, data set is partitioned into 60% as training set, 20% as validation set and 20% as test set. Several networks are trained and the best performing network on the validation set is selected for testing; its performance is evaluated on the test set. The average classification rate on the test set, over the five folds, is used as an estimate of generalization performances. Since overall classification rate is not most suitable tool for imbalanced data, other means of measuring the generalization performances are also performed including the geometric mean and Kappa coefficient [3].

Table 2. A brief summary of data sets used in the experiments

<table>
<thead>
<tr>
<th>Data sets</th>
<th>Size</th>
<th>Attribute</th>
<th>Class distribution</th>
</tr>
</thead>
<tbody>
<tr>
<td>Liver</td>
<td>345</td>
<td>6</td>
<td>145/200</td>
</tr>
<tr>
<td>Hepatitis</td>
<td>155</td>
<td>19</td>
<td>32/123</td>
</tr>
<tr>
<td>Diabetes</td>
<td>768</td>
<td>8</td>
<td>268/500</td>
</tr>
</tbody>
</table>

The comparison results of different training algorithms over all data sets are shown in Table 1. The modified training algorithms and the standard training algorithms achieve almost similar classification rates. For examples, in the hepatitis data set, CRs of RPROP and Mod-RPROP are 95.48% and 96.77%, respectively. However, the modified algorithms have higher values of g-mean and the Kappa coefficient than their counterparts. In the hepatitis data set, g-mean values of RPROP and Mod-RPROP are 94.90% and 97.03% and the Kappa coefficient of RPROP and Mod-RPROP are 0.878 and 0.919, respectively. This finding suggests that the modified training algorithms exhibit good classification rates in all classes. Figure 1 shows the average
CRs by class over four training algorithms. The classification rates of positive class is increased, for example, 5.25% improvement in liver data set, 5% in the hepatitis data set, and 0.38% improvement in the diabetes data set.

4. Conclusions

In this paper, a new training approach for feedforward neural networks on imbalanced data sets that combines unsupervised clustering and supervised learning has been presented. The proposed approach can be applied to existing training algorithms. Experimental results show that the proposed approach can effectively improve the classification accuracy of minority classes while maintaining the overall classification performance.
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