Aerosol optical depth at Cape Grim, Tasmania 1986-1999

Stephen R. Wilson  
*University of Wollongong, swilson@uow.edu.au*

B. W. Forgan  
*Australian Bureau of Meteorology*

Publication Details  
Aerosol optical depth at Cape Grim, Tasmania 1986-1999

Abstract
The aerosol optical depth at 4 wavelengths (368, 500, 778 and 868nm) has been measured automatically at Cape Grim since 1986. The site, on the northwest tip of Tasmania, Australia was chosen to be representative of much of the southern ocean. Fourteen years of measurement have been calibrated and analyzed. The data have been filtered so that only measurements made under on-shore wind conditions are considered. The major feature observed in the record is the eruption of Mt Pinatubo, which resulted in the aerosol optical depth at 500 nm rising to 0.2 – 0.3. If the period of high stratospheric aerosol is ignored, the resulting record shows an average aerosol optical depth near 0.04 for all four wavelengths. In the winter months the observed optical depth correlates well with wind speed. This correlation indicates, that, as an annual average, 40% of the observed aerosol optical depth is due to wind-generated aerosol. The annual cycle of the aerosol optical depth can be understood in terms of the impact of photochemically generated aerosol in the summer months, and an injection of mid-tropospheric aerosol in September, presumably due to biomass burning.

Keywords
aerosol, optical depth, Sun photometer, Southern Hemisphere, GeoQUEST

Disciplines
Life Sciences | Physical Sciences and Mathematics | Social and Behavioral Sciences

Publication Details
This article was originally published as Wilson, SR and Forgan, BW, Aerosol optical depth at Cape Grim, Tasmania 1986-1999, Journal of Geophysical Research, 107(D8), 10.1029/2001JD000398, 2002. Copyright American Geophysical Union.

This journal article is available at Research Online: http://ro.uow.edu.au/scipapers/10
Aerosol optical depth at Cape Grim, Tasmania 1986-1999

S.R. Wilson and B.W. Forgan*

Dept. of Chemistry, University of Wollongong, Wollongong, 2522, NSW, Australia

*Observations and Engineering Branch, Bureau of Meteorology, GPO Box 1289K, Melbourne, Vic., 3001, Australia
Abstract

The aerosol optical depth at 4 wavelengths (368, 500, 778 and 868nm) has been measured automatically at Cape Grim since 1986. The site, on the northwest tip of Tasmania, Australia was chosen to be representative of much of the southern ocean. Fourteen years of measurement have been calibrated and analyzed. The data have been filtered so that only measurements made under on-shore wind conditions are considered. The major feature observed in the record is the eruption of Mt Pinatubo, which resulted in the aerosol optical depth at 500 nm rising to 0.2 – 0.3. If the period of high stratospheric aerosol is ignored, the resulting record shows an average aerosol optical depth near 0.04 for all four wavelengths. In the winter months the observed optical depth correlates well with wind speed. This correlation indicates, that, as an annual average, 40% of the observed aerosol optical depth is due to wind-generated aerosol. The annual cycle of the aerosol optical depth can be understood in terms of the impact of photochemically generated aerosol in the summer months, and an injection of mid-tropospheric aerosol in September, presumably due to biomass burning.
Introduction

A Baseline Air Pollution Station was established at Cape Grim (40°40’56”, 144°41’18”E) to study the chemistry of the atmosphere where the composition is dominated by the southern oceans. Knowledge of the physical and optical properties of the aerosol is fundamental to understanding chemical processes. One of the prime measurements of aerosol optical activity is the aerosol optical depth, which can be measured by looking at the direct solar irradiance. However, the climate at Cape Grim is both cloudy and windy, making clear sun solar irradiance measurements difficult. The cloudiness limits the available measurement time, the wind stresses mechanical systems required to point detectors at the sun and the marine environment makes it difficult to maintain equipment due to corrosion and the build up of salt films on optical surfaces. Besides equipment failures, this leads to significant uncertainty in any results.

Direct (beam) solar spectral irradiance measurements at Cape Grim have been reported previously, involving the use of hand-held photometers (Volz) over the period 1978 to 1984 [Ethridge et al., 1984; Platt and Patterson, 1986]. Following these measurements, significant alterations were made to the spectral irradiance program to permit reliable and systematic transmission measurements. These changes were to permit the determination of aerosol optical depth ($\delta_a$) with an uncertainty much less that the (small) aerosol optical depths observed at Cape Grim.

As $\delta_a$ is a vertically integrated (column) measurement, the results can be influenced by aerosol at distinctly different altitudes above the site. The three main categories relevant to Cape Grim are injections of volcanic aerosol into the stratosphere, free troposphere aerosol either transported large distances from their source or generated through cloud action [Clarke et al., 1998]; and also the marine boundary layer aerosol from either sea-salt or from gas-to-particle conversion.
This paper presents an overview of the Cape Grim $\delta_a$ record, as measured at 4 wavelengths (368nm, 500nm, 778nm and 868nm), for the period 1985 – 1997. It highlights the impact of volcanic eruptions on the $\delta_a$ record, documents the impact of wind on $\delta_a$, and analyses the $\delta_a$ annual cycle to identify possible aerosol sources.

**Measurement program**

Aerosol optical depth is the measure of extinction by aerosols (or suspended particular matter) in the vertical atmospheric, and is a quantity derived from values of transmission in spectral bands where the primary components of extinction are molecular ($\delta_m$), aerosol ($\delta_a$) and ozone extinction ($\delta_o$). Deriving $\delta_a$ is in principle a simple exercise using the Lambert-Beer-Bouguer law as applied to direct sun observations in the atmosphere, namely:

$$\ln S(t, \lambda, m) = \ln S_0(\lambda) - 2\ln(r(t)/r_o) - \delta_m m_m - \delta_a m_a - \delta_o m_o$$

(1)

where $S(t, \lambda, m)$ is the signal from the sun monitoring radiometer at time $t$, wavelength $\lambda$ and representative relative air mass $m$, and $S_0(\lambda)$ is the sun signal at the top of the atmosphere when the earth is at distance of 1 AU ($r_o$) from the sun. The relative air mass [Forgan, 1988] for the molecular ($m_m$), ozone ($m_o$) and aerosol ($m_a$) are dependent on the direct irradiance path through the atmosphere. In principle knowledge of the time and location of an observation, together with the atmospheric pressure, allows these terms to be estimated. An appropriate choice of wavelength allows the impact of ozone to be minimized (small $\delta_o$) and hence $\delta_a$ determined.

While the principle of the measurement is simple, the instability of the equipment used to measure the optical transmission and the relatively low magnitude of $\delta_a$ at Cape Grim, means that assigning a useful value for $S_0(\lambda)$, required considerable effort.
**Instrumentation**

Between 1986 and December 1997 the direct solar spectral irradiance signals $S(t, \lambda, m)$ were measured with a radiometer based on the design proposed by the World Radiation Centre, Davos [WMO, 1979]. The instrument, designated WMO#1, consisted of four independent spectral radiometers with full fields of view of $2.4^\circ$ and slope angle $0.8^\circ$ and mounted in a single weatherproof housing. Each radiometer used a filter-detector combination in a temperature-stabilized housing maintained at $40^\circ$C. The filters were 25 mm diameter interference filters with full width at half maximum of 5 nm, with peak transmission at approximately 368, 500, 778 and 868 nm. From December 1997, WMO#1 was replaced with a Carter-Scott Design SPO1A radiometer based on similar principles to the WMO#1 but temperature-stabilized at $30^\circ$C; the data from the SPO1A will be reported in detail in another paper.

The WMO#1 was mounted onto 3 different trackers over its period of operation at Cape Grim. The initial tracking system was a passive polar-axis clock-drive which required manual adjustment for the change in solar declination. The high wind conditions (annual average 40 km/hr) and staffing arrangements at the site meant that tracking failures were frequent. In 1987 the system was replaced with an active polar-axis tracking system that actively adjusted the clock-derived position using a filtered quadrant detector [Sibson and Forgan, 1987]. This system kept the WMO#1 aligned to within $0.05^\circ$ of the solar position and failure rates decreased significantly. In 1995 this polar-axis system was replaced with a rugged altitude-azimuth tracker with active adjustment to within $0.025^\circ$ of the sun.

The stability of the 368 nm filter-detector proved problematic for the entire period of WMO#1 operation analyzed here. The 368 nm interference filter had to be replaced twice because the transmission of each filter had decayed markedly. The first change occurred in mid-1986 and the latter in 1994. The degradation was traced to poor filter
manufacture, the continuous exposure of the filters to solar energy and maintaining of the filters at a temperature of 40°C. Degradation of the 500, 778 and 868 nm filters was not rapid and the same filters were used from 1986 until measurements with WMO#1 ceased. The filter-detector spectral radiometers of the SPO1A type deployed in Australian network operations post-1995 have proven much more stable, through judicious choice of the filter manufacturing process and filter diameter, shuttering to reduce solar exposure, and temperature stabilization at 30°C.

The high wind and salt laden climate meant that frequent cleaning of the front glass windows of the radiometers was required. Staffing of the site meant that on some occasions data had to be flagged and later eliminated because of dirty front glass windows. Periods eliminated for this reason were typically early mornings prior to staff arriving at the site.

**Data collection**

The voltage signals from WMO#1 peaked in the range of 1 to 5 V during clear sun conditions, and were monitored by an auto-ranging integrating digital voltmeter with a signal resolution of 1 μV. The digital voltmeter integrated the voltage signals over 2 power line cycles (at 50 Hz) to reduce noise. Examination of the zero irradiance signals at night (after astronomical twilight) indicates that the precision of the reported WMO#1 irradiance signals was better than 5 μV.

A voltage measurement from each detector was taken every 6 seconds during a minute, starting at 3 seconds past the start of the minute. From these 10 measurements, the average for the minute, the maximum and minimum signal during the minute, the unbiased estimate of the standard deviation, and the first measurement of the minute were stored. These data were recorded with similar measurements of atmospheric pressure, temperature, wind speed and direction for every minute of the day [Walford, 1987]. The
time was recorded in Australian Eastern Standard Time and maintained to within ±3 seconds of the true time.

**Calibration**

Calibration of WMO#1 (that is, determination of an appropriate $\ln S_o(\lambda)$ for each day of the record) was via a two step process. Firstly, the calibration of the 868 nm filter-detector was determined, and then used as the reference in applying the general method [Forgan, 1994] to obtain the calibration of the other 3 channels.

The calibration of the 868 nm sensor was achieved by first reducing each day’s observations (using the first measurement in each minute) to leave only clear sun observations by a series of objective filters (to be presented elsewhere). These filtered measurements were then divided into morning and afternoon periods. From each of these periods data were selected for the time between $ma = 6$ and the next 90 minutes closer to solar noon. Provided that more than 30 valid measurements remained in the period, least squares regression (LSR) analyses were performed using modified forms of equation (1) as the regression model, namely:

$$\langle \ln S(t, \lambda, m) + 2 \ln(r(t)/r_0) + \delta_m m_m \rangle = \langle \ln S_o(\lambda) \rangle_1 - \langle \delta_a \rangle_1 m_a$$

and

$$\langle \ln S(t, \lambda, m) + 2 \ln(r(t)/r_0) + \delta_m m_m \rangle/m_a = -\langle \delta_a \rangle_2 + \langle \ln S_o(\lambda) \rangle_2/m_a$$

Both are solved for $<\ln S_o(\lambda)>_i$ and $<\delta_a>_i$. Equation (2) is a common modified form of the Bouguer-Lambert-Beer law and equation (3) is an adaptation of a commonly used technique in astronomy [Young, 1974]. Both these applications of the LSR minimize the impact of poor representative air mass selection [Forgan, 1994] by removing the influence of $\delta_m m_m$.

The mean of the two estimates of $<\ln S_o(868 \text{ nm})>$, that is
\[
\langle \ln S_0(868\text{ nm}) \rangle = 0.5(\langle \ln S_0(868\text{ nm}) \rangle_1 + \langle \ln S_0(868\text{ nm}) \rangle_2),
\]

was obtained. If the standard error of the LSR analysis for equation (2) was less than 0.001, then the intra-diurnal period value is accepted for further analysis.

This process produces numerous estimates of the calibration at 868 nm. The final calibration value for 868 nm for any day was based on a polynomial LSR of all these accepted values over the sequence of days (and years) bounded by significant changes in calibration, normally due to instrument alterations. The polynomial LSR was preferred to monthly or running means because of the paucity of accepted values.

Given the 868 nm calibration derived from the polynomial fit, the general method [Equation 9, Forgan, 1994] is applied for the remaining wavelengths to the same time set of data used to generate the 868 nm calibrations. Once again polynomial LSR analyses of the accepted periods are used to give the final values for \( \langle \ln S_0(\lambda) \rangle \).

In using the general method, estimates of ozone extinction are required for the analysis of the 500 nm filter-detector; in this case the annual mean ozone column amount for Melbourne, Australia was used [Atkinson and Easson, 1989]. Other ozone estimates could be used (such as satellite measurements), but the sensitivity of the retrieval to the ozone assumption is small. If the column ozone amount was wrong by 30%, this would result in an error in \( \langle \ln S_0(\lambda) \rangle \) of less than 0.0003.

The calibration factors for two of the sensors are shown in Figure 1. It can be seen that the calibration value of each sensor decreases over the period of the measurements, with a step change as the new sunphotometer (SPO1A) was introduced in December 1997. Beyond this general trend there is evidence of small-scale structure in the values, particularly for the 500 nm sensor during 1990. The presence of such structures poses a fundamental problem in the analysis of the radiometer. While such variation can be fitted by a polynomial, there is no \textit{a priori} reason to favor particular time dependences given
there is no independent verification of the instrument stability or the suitability of monthly mean ozone data in the general method, and hence there is a real possibility that the chosen form will introduce an error of unknown magnitude through certain parts of the record. Furthermore, the models used to determine the various air mass and extinction components, and the values used for the sensor characteristics such as wavelength lead to further sources of uncertainty.

A detailed uncertainty analysis [ISO, 1995] was performed on the measurement system and the subsequent derivation of aerosol optical depth for any time \( t \). The analysis suggests that using a consistent model for molecular and ozone extinction, and a calibration value estimated from at least 30 equivalent samples, the \( U_{95} \) (95% confidence interval) in aerosol optical depth for all four wavelengths is less than 0.010.

**Derivation of aerosol optical depth**

Calibration of the each sensor provides one method of determining \( \delta_a \) for each individual clear sun observation (190,000 in total for the period investigated here) using eqn. (1), and then averaging the derived \( \delta_a \) over an appropriate interval. This has been performed for each morning and afternoon period with more than 30 clear sun measurements between \( m_a = 6 \) and solar noon, resulting in a mean estimate \( \bar{\delta}_a \).

One means of avoiding a calibration bias as outlined above is to use the \( \langle \delta_a \rangle \) derived from equations (2) and (3), as they are derived without the assumption of \( \langle \ln S_0(\lambda) \rangle \). A comparison of the results from equations (2) and (3) indicates that 95% of the differences are less than 0.001. However, these data are biased to clear sky periods in early morning or late afternoon and have not been used in the analyses presented below.
Results and Discussion

Overview

Using the half-day averages there are over 2300 estimates of $\bar{\delta}_a$ for the period 1986 – June 1997, prior to any other data selection. For the same period there are 1560 estimates of $\langle \delta_a \rangle$.

To remove the impact of local or regional pollution sources, the measurements have been separated based on the wind direction (10m vector hourly average [Walford, 1987]) prevailing during the middle of the optical depth measurement. If the calculated direction lies within the Cape Grim “baseline” or clean-air sector (190-280 deg) it has been included in the baseline data set (1200 $\bar{\delta}_a$ and 730 $\langle \delta_a \rangle$ values remain). As a test of the impact of a more rigorous filtering procedure, the data has also been selected using the CO2 baseline criterion [Beardsmore and Pearman, 1987; Dick et al., 1996]. This leaves only 875 valid $\bar{\delta}_a$ “baseline” values. No significant difference at the 95% confidence interval has been observed in the resulting averages determined using the two definitions of “baseline” used, and so the wind-based definition dataset is used.

The $\bar{\delta}_a$ data have been summarized into medians. Figure 2 shows the monthly medians of entire data set, while Figure 3 shows the results using the baseline-selected data, using a 90-day running median to compensate for the reduction in data. The dominant feature is the rapid rise in $\delta_a$ in July 1991 due to the explosion of Mt. Pinatubo. This rise is similar in timing and magnitude to reported observations in Antarctica [Herber et al., 1996]. The impact of the volcanic aerosol decays away slowly following the injection into the stratosphere, and $\delta_a$ values return close to normal values by the end of the data record.

The two optical depth records show a preference for $\delta_a$ to be less during baseline periods than at other times. For baseline periods free from volcanic perturbation $\delta_a$ at all wavelengths is typically less that 0.05. This is significantly less than observed in earlier
measurements that reported values closer to 0.1 at 500 nm [Platt and Patterson, 1986]. It has been shown that the earlier measurements are subject to large uncertainties [Forgan, 1987], given the frequency of calibration, deteriorating filters and operator preference for measurement conditions, that is typical with measurements from hand held instruments in harsh environments [WMO, 1994]. These factors presumably led to the higher $\delta_a$ reported by Platt and Patterson [1986].

In order to understand the primary factors affecting $\delta_a$ during 1986-1997, the impact of stratospheric aerosol will be examined, followed by a study of the annual cycle. Finally, variations attributable to local conditions will be examined.

**Impact of volcanic aerosol**

The eruption of Mt. Pinatubo had a major impact on global aerosol levels [E.g. Russell et al., 1996], and as already noted is clearly evident in the Cape Grim $\delta_a$ record. In order to evaluate the impact of stratospheric aerosol on this record, the monthly average stratospheric aerosol measurements of SAGE II [Thomason, 1998] have been used for the 5º_latitude band centered on 42.5º S. The SAGE II wavelengths do not match those of WMO#1, so aerosol optical depths estimates ($\delta_S$) for Cape Grim have been estimated via a logarithmic interpolation for the 3 longer wavelengths, and for 368 nm the aerosol optical depth has been assumed to be the same as that measured at 385nm. This stratospheric aerosol component $\delta_S$ can be subtracted from $\delta_a$ to leave the tropospheric component. The result of this process for 868nm is shown in Figure 4a. This shows that this process is largely successful, although the period from July 1991 through to June 1992 remains significantly perturbed. This is more easily seen in Figure 4b, where the seasonal cycle (discussed below) has been removed as well. A second period of raised $\delta_a$ is also apparent in February and March 1997, although the cause here is unknown. It is a part of the data record with relatively few measurements (12 for the March median), and
so a few measurements with high optical depth can have a significant impact. Also, there were large bush-fires recorded south of the station during part of this time (S. Baly, 2000, personal communication).

It appears that the volcanic component of $\delta_a$ at Cape Grim was higher than the estimated SAGE II values for the last part of 1991, presumably due to spatial inhomogeneity in the stratospheric aerosol distribution during the initial phase of the plume dispersal. After this period, the $\delta_S$ data appear to capture the loss of stratospheric aerosol well, with the calculated “tropospheric” aerosol showing little perturbation.

Analysis of the Cape Grim $\delta_a$ record after December 1992 shows that the signal decays away with a lifetime of approximately 19±2 months at 868nm. This is longer than the estimates from the Arctic of 11±4 months [Beyerle et al., 1995] and 14 months [Nagel et al., 1998], although it is not clear whether the difference is significant.

**The annual cycle**

From Figure 3 it can be seen that there is evidence of an annual cycle in the baseline-selected $\delta_a$. To quantify the annual cycle, the period significantly perturbed by the Mt. Pinatubo aerosol (7/1991 – 6/1992) has been removed and all remaining measurements have then had the stratospheric signal removed, as outlined above. The median of the values for each month is shown in Figure 5(a) and in Table 1, which was determined using $\overline{\delta_a}$. This shows a minimum in aerosol optical depth in winter (June – July), followed by a rapid rise in August, with a maximum in September. The optical depth then decreases until summer, where it plateaus until April, when it then decays away to the winter values. The increased scatter in the middle of the year is partially due to the lack of clear-sun measurements for LSR analysis during this (winter) period.

For the purposes of removing the annual cycle from the record, as shown in figure 4b, the difference between the annual average and the monthly means (see Table 1) has been
calculated. This difference has then been used as the estimate of the annual cycle, and removed from the data.

**Impact of wind on observed AOD**

As there is an annual variation in wind speed (Figure 5(b)), part of the cycle may be due to wind-generated sea salt, and this will now be investigated. It has been known for a long time that sea-salt concentrations depend on wind speed within the marine boundary layer [Woodcock, 1953]. A number of studies have looked at this dependence and Gong et al. [1997] present a summary of the results, along with their model results. They report a near linear relationship between log(mass of aerosol) and wind speed. (Note that both decadic (log) and natural (ln) logarithms values are reported in literature. For this wind study decadic logarithms have been used).

To investigate the impact of wind speed could be seen in the Cape Grim $\delta_a$ record, the baseline data from June and July has been studied, excluding the 12 months after the Mt. Pinatubo eruption. As before, the stratospheric aerosol component has been removed. The period June - July has been chosen so as to maximize the impact of boundary-layer sea-salt scattering, as Gras and Ayers [1983] have shown that in this seasonal period the surface level aerosol is dominated by sea salt. These data were sorted, based on the mid-measurement hourly vector wind speed [Walford, 1987]. The lifetime of the particles generated is expected to be of the order of 2 days [Gong et al., 1997], so the hourly average wind speed is only a rough proxy for the air mass environment for the 2 days prior to arrival at Cape Grim. The resultant data set was sorted into bins based on the wind speed. Each bin was ±1 m/s wide, and spaced in 2 m/s wind speed increments. The median of each bin was then calculated. Due to the extensive selection process, only 92 half days of $\delta_a$ were available.
The result of this is shown in Figure 6 for all four wavelengths. There is no consistent pattern between the wavelengths, as is expected for (near neutral) extinction by large aerosol at the wavelengths used. It can be seen that $\bar{\delta}_a$ at the lowest wind speeds (<2m s$^{-1}$) is higher than those at stronger winds (< 10m s$^{-1}$). This is consistent with observations of particle numbers (J. Gras, personal communication, 1999), and is presumably caused by local particle generation. At higher wind speeds there is a clear dependence of $\delta_a$ on wind speed. Condensation Nuclei (CN) measurements at Cape Grim show that particle numbers do not increase markedly until the wind speed increases above 10 m/s (J. Gras, personal communication, 1999). In contrast $\delta_a$ increases from quite low wind speeds, possibly as result of the difference in the nature of the measurements. Wind generated aerosol may not make it to the in situ aerosol sampler at Cape Grim at low wind speed as a result of contact with the cliff. On the other hand, the measured $\delta_a$ result from the entire vertical atmospheric column, and so the impact of local topography will be less. Also, any variations in the vertical distribution of the sea-salt aerosol resulting from the changes in wind speed would affect $\delta_m$, but not necessarily the near-ground in situ aerosol measurements.

Over the period of the $\delta_a$ record there have also been extensive measurements of in situ aerosol properties. It would be valuable to be able to correlate the two sets of measurements. However, this can be done only with additional information, as it is necessary to know the optical and physical properties of the aerosol throughout the aerosol layer. Firstly, this requires knowledge of the vertical extent of this boundary layer. This does not have a simple answer. LIDAR measurements show the presence of a boundary layer of around 400 to 600m in height with high laser backscatter, and then a second “buffer” layer extending up to 1900m with moderate backscatter [Russell et al., 1998]. Secondly, the particle scattering is strongly dependent upon the relative humidity [Carrico et al., 1998], especially at the 70-80% relative humidity experienced at Cape
Grim [Jasper and Downey, 1991]. It is also possible that the large numbers of particles generated by clouds just above the boundary layer may complicate matters, although they appear to contribute only a small fraction of the total extinction [Clarke et al., 1998].

Within the limitations outlined above, the observed wind speed trends in $\delta_a$ can be compared to measurements of the wind speed dependence of aerosol mass concentration over oceans. The slope of the semi-log plot of $\delta_a$ versus wind speed ($0.047 \text{ – } 0.06$) is less than the values in this region of $0.080$ for large mode (centered around $0.3\mu m$) winter aerosol [Gras, 1995], but similar to the $0.053$ reported by Gras and Ayers [1983]. Values near $0.06$ have also been found elsewhere [Quinn et al., 1998]. Given the possible limitations of the comparison, there is a reasonable agreement between the determinations.

The absolute magnitude can also be roughly compared. If a sea-salt mass scattering efficiency of approximately $3 \text{ m}^2 \text{ g}^{-1}$ (for 30-45% RH, [Quinn et al., 1998]) is doubled to allow for the impact of humidity, and a total salt mass of $10\mu g m^{-3}$ is assumed ($10m/s$ [Gong et al., 1997]), the $\delta_a$ of $0.03$ at this wind speed implies a boundary layer height of $500 \text{ m}$. Clearly the uncertainty in such an estimate is quite large, but it is in reasonable agreement with the LIDAR observations [Russell et al., 1998].

**Annual cycle without sea-salt**

Using the observed wind-speed dependence, the data shown in Figure 5(a) can be corrected for the impact of sea-salt and the result of this is shown in Figure 5 (c). During the months April – June the residual $\delta_a$ is very small and not statistically significant. For the rest of the year, the overall annual pattern is largely unchanged. There is still a clear $\delta_a$ maximum in September, and a smaller maximum around February. Removing the estimated sea salt contribution, is equivalent to removing 40% of annual average $\delta_a$. 
Included in Figure 7(a) is the cycle in condensation nuclei, calculated as the average of the monthly median values for the period 1986-1996 [See Gras, 1999, and previous issues]. It can be seen that the winter (June) minimum and the February maximum in the CN measurements is in broad agreement with features in the $\delta_a$ annual cycle. However, there is no corresponding September maximum in the in situ aerosol measurements.

Two other sources of the September peak in the aerosol optical depth can be discounted. There is a Winter/Spring maximum in stratospheric $\delta_S$, but the stratospheric cycle is smaller than the cycle observed at Cape Grim, and has already been subtracted from the observations. Similarly, the upper tropospheric $\delta_a$ derived from SAGE II are too small [Kent et al., 1998] to play a major role.

The size of the particles involved in the annual cycle of the residual $\delta_a$ can be broadly inferred from the ratio $R(\lambda_2, \lambda_1) = \delta_a(\lambda_2) / \delta_a(\lambda_1)$, a by-product of the general method analysis [Forgan, 1994]. Based on the Ångstrom formulation of the wavelength dependence this can be expressed as $\alpha$, calculated using:

$$\alpha = -\frac{\log(\delta_{\lambda 2}/\delta_{\lambda 1})}{\log(\lambda_2/\lambda_1)},$$

where $\delta_{\lambda 1}$ is the aerosol optical depth at the wavelength $\lambda_1$. The $\alpha$ values based on $R(\lambda_2, \lambda_1)$ with $\lambda_1 = 868$nm are shown in Figure 7(b). The ratio determined using the general method is more stable than the ratios determined from equations (2) and (3), and less ambiguous than the results using $\delta_a$. By their very nature $R(\lambda_2, \lambda_1)$ has been derived including stratospheric aerosol. To remove the stratospheric component requires the use of the optical depth at the reference wavelength (868nm in this case), and this introduces greater uncertainty. To overcome this a broader exclusion period (7/1991 – 6/1994) has been used. This results in a 20% reduction in total data, but the confidence intervals are half as large as that obtained from a stratospheric corrected data set.
The annual cycle of $\alpha$ clearly shows the size variations occurring in both February - March and September at 368nm. The data also suggests that while both periods involve an increase in small aerosol, there is a significant difference in the extinction behavior. The February maximum does not follow an Ångstrom wavelength dependence, whereas the September peak does, within the scatter in the data.

All this points to quite different sources for the tropospheric aerosol observed during the year. The February maximum is likely to be due to the photochemical generation of aerosol within the marine boundary layer, as detected by the in situ CN counter, with the “non-Ångstrom” behaviour indicating multiple aerosol populations.

The September peak is unlikely to be due to marine boundary layer aerosol. A likely source is mid-troposphere long-range transport. An analysis of gas samples collected at altitudes up to 8 km [Pak et al., 1996] has shown that there is a maximum in CO in the region between 5 and 8km in September. They suggest that this is due to long-range transport of biomass burning products from regions in the southern tropics. It seems reasonable that aerosol will also be transported from such fires, and it could contribute to $\delta_\alpha$. A preliminary analysis of $\delta_\alpha$ at 6 other sites in extra-tropical regions of Australia shows a similar spring maximum (data not presented here), suggesting that this is a broad scale phenomena, arguing against more local causes such as cloud production [Clarke et al., 1998].

When all the dependencies described above (stratosphere, wind and annual cycle) are removed from the data there is evidence of structure remaining in the residual. This can be partially seen in Figure 4(b). The structure is related between the wavelengths indicative of aerosol extinction. However, with a standard deviation in the residual of only 0.01, it is not possible to conclusively interpret any such structure. Clearly such an analysis will require measurements made with an instrument with a significantly more stable calibration, and most likely at a more optically and equipment “friendly” location.
The data reported here are available as transmissions (S/S₀) from the Cape Grim Baseline Air Pollution Station or from the authors, upon request.

**Conclusions**

An analysis of 14 years of δₐ data at Cape Grim shows the influence of a number of different factors under clean air conditions. The Mt Pinatubo eruption in 1991 significantly altered δₐ for several years, with an apparently exponential decay of 19 ± 2 months. A brief second peak in 1997 is less well understood. Outside the period severely affected by Mt Pinatubo the optical depth is generally less than 0.05 at all wavelengths. In winter, when δₐ is at its lowest, there is a distinct wind dependence, indicating that the scattering at this time is primarily due to sea salt. A broad summer maximum is coincident with the *in situ* CN peak and is consistent with the impact of photochemically generated aerosol particles. A September maximum appears not to be related to marine aerosol, and it seems likely that this is caused by long-range transport of biomass burning products. This proposition is supported by vertical CO profiles and preliminary δₐ measurements made elsewhere in Australia.
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Figures

Figure 1 Calibration values for two wavelengths of the WMO#1 and SPO1A radiometers at Cape Grim.
Figure 2: Monthly median aerosol optical depth ($\bar{\delta}_a$) at Cape Grim. See text for definitions. Values have not been filtered by wind direction. Monthly mean data have not been included if the month contains only one half-day of data.
Figure 3: Median aerosol optical depth at Cape Grim, using $\bar{\delta_a}$ data selected as representative of the baseline wind sector (190 – 280°). The results have been calculated using a 90-day running median, centred on each month.
Figure 4: Monthly mean 868nm aerosol optical depths at Cape Grim under baseline conditions (wind from 190 - 280°). All results have been smoothed with a running 90-day average. Panel (a) shows the original data set ($\delta_a$) and the results following removal of stratospheric aerosol based on SAGE II monthly average aerosol estimates ($\delta_a - \delta_s$). Panel (b) shows the time series of ($\delta_a - \delta_s$) deseasonalized, using the annual cycle of optical depth given in Table 1.
Figure 5: Median monthly aerosol optical depth at Cape Grim, with stratospheric aerosol removed. The error bars are the 95% confidence limits. In panel (a) the period 7/1991 – 6/1992 has been excluded from the analysis. Panel (b) shows the median wind speed calculated for the periods in which measurement was made. Panel (c) shows the annual cycle of aerosol optical depth as in panel (a), but with the wind dependent sea-salt component removed.
Figure 6: Aerosol optical depth in June and July as a function of wind speed. Stratospheric aerosol optical depth has been removed, and data selected for baseline periods. Data is shown for the period 1986–1997, excluding the period disturbed by Mt. Pinatubo. The linear regression fits shown excluding the wind speeds < 2 m/s.
Figure 7: Annual cycle of aerosol optical depth determined for the period 1986 – 1997 inclusive. Error bars are 95% confidence limits. Panel (a) shows the aerosol optical depth excluding the SAGE II stratospheric component. The (6/1991 – 6/1992) data has been removed to remove the effect of the Mt. Pinatubo volcanic aerosol cloud. Also shown is the CN record for Cape Grim for the period 1986-1996. Panel (b) shows the values of the size parameter $\alpha$ as derived for the 3 wavelength ratios. This data includes the stratospheric component, as discussed in the text.
Table 1 Annual cycle of aerosol optical depth at four wavelengths for the period 1986 - 1999. The period affected by Mt. Pinatubo (6/1991 – 6/1992) and the stratospheric aerosol component has been removed, as described in the text. Figures in brackets are the 95% confidence limits. The annual average is calculated from the monthly means, to reduce the bias towards summer months where many more measurements are possible.

<table>
<thead>
<tr>
<th>Month</th>
<th>368nm</th>
<th>500nm</th>
<th>778nm</th>
<th>868nm</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.050 (0.006)</td>
<td>0.050 (0.007)</td>
<td>0.053 (0.006)</td>
<td>0.053 (0.005)</td>
</tr>
<tr>
<td>2</td>
<td>0.052 (0.011)</td>
<td>0.046 (0.011)</td>
<td>0.051 (0.012)</td>
<td>0.046 (0.010)</td>
</tr>
<tr>
<td>3</td>
<td>0.037 (0.008)</td>
<td>0.036 (0.006)</td>
<td>0.039 (0.006)</td>
<td>0.038 (0.006)</td>
</tr>
<tr>
<td>4</td>
<td>0.037 (0.010)</td>
<td>0.031 (0.009)</td>
<td>0.042 (0.009)</td>
<td>0.038 (0.009)</td>
</tr>
<tr>
<td>5</td>
<td>0.027 (0.010)</td>
<td>0.024 (0.008)</td>
<td>0.034 (0.006)</td>
<td>0.027 (0.007)</td>
</tr>
<tr>
<td>6</td>
<td>0.024 (0.007)</td>
<td>0.019 (0.007)</td>
<td>0.026 (0.007)</td>
<td>0.023 (0.007)</td>
</tr>
<tr>
<td>7</td>
<td>0.015 (0.010)</td>
<td>0.010 (0.010)</td>
<td>0.016 (0.010)</td>
<td>0.014 (0.012)</td>
</tr>
<tr>
<td>8</td>
<td>0.042 (0.010)</td>
<td>0.033 (0.009)</td>
<td>0.035 (0.008)</td>
<td>0.036 (0.008)</td>
</tr>
<tr>
<td>9</td>
<td>0.077 (0.015)</td>
<td>0.056 (0.009)</td>
<td>0.047 (0.019)</td>
<td>0.044 (0.009)</td>
</tr>
<tr>
<td>10</td>
<td>0.058 (0.012)</td>
<td>0.051 (0.011)</td>
<td>0.045 (0.008)</td>
<td>0.044 (0.008)</td>
</tr>
<tr>
<td>11</td>
<td>0.055 (0.007)</td>
<td>0.048 (0.006)</td>
<td>0.046 (0.006)</td>
<td>0.045 (0.006)</td>
</tr>
<tr>
<td>12</td>
<td>0.047 (0.007)</td>
<td>0.037 (0.006)</td>
<td>0.048 (0.006)</td>
<td>0.044 (0.005)</td>
</tr>
<tr>
<td></td>
<td><strong>Annual Average</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.043</td>
<td>0.037</td>
<td>0.040</td>
<td>0.038</td>
</tr>
</tbody>
</table>