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Abstract Abstract 
This article presents a new method for violent scene detection using super descriptor tensor 
decomposition. Multi-modal local features comprising auditory and visual features are extracted from 
Mel-frequency cepstral coefficients (including first and second order derivatives) and refined dense 
trajectories. There is usually a large number of dense trajectories extracted from a video sequence; some 
of these trajectories are unnecessary and can affect the accuracy. We propose to refine the dense 
trajectories by selecting only discriminative trajectories in the region of interest. Visual descriptors 
consisting of oriented gradient and motion boundary histograms are computed along the refined dense 
trajectories. In traditional bag-of-visual-words techniques, the feature descriptors are concatenated to 
form a single large feature vector for classification. This destroys the spatio-Temporal interactions among 
features extracted from multi-modal data. To address this problem, a super descriptor tensor 
decomposition is proposed. The extracted feature descriptors are first encoded using super descriptor 
vector method. Then the encoded features are arranged as tensors so as to retain the spatio-Temporal 
structure of the features. To obtain a compact set of features for classification, the TUCKER-3 
decomposition is applied to the super descriptor tensors, followed by feature selection using Fisher 
feature ranking. The obtained features are fed to a support vector machine classifier. Experimental 
evaluation is performed on violence detection benchmark dataset, MediaEval VSD2014. The proposed 
method outperforms most of the state-of-The-Art methods, achieving MAP2014 scores of 60.2% and 
67.8% on two subsets of the dataset. 
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Fig. 4: MAP2014 score vs. number of features for (a) Hollywood movies and (b) YouTube clips. Top features are selected
according to their Fisher scores.

Fig. 3: Sample video frames from the MediaEval VSD2014
dataset [17].

violence rate of 12.35%, 17.18% and 31.69%, respectively.
Frame level binary annotations are provided for all the
scenes. The violent scenes are identified by their start and
end frames. Fig. 3 shows some violent scenes (explosion,
fights, gun-shot, screaming and war violence etc.) from the
VSD2014 dataset.

In order to become consistent with the participating teams
in VSD2014 task, we perform the same violence detection
task and use the same evaluation measure. The VSD Affect
Task [17] at MediaEval 2014 aimed to auto-detect the
violent video segments in movies by indicating their start
and end frames. With this information it is easy to make a
summarized video containing violent scenes for parental
guidance. For evaluation, a modified version of the mean

average precision (MAP), dubbed MAP2014, was used [17].
The MAP2014 measure considers as a hit only predicted
segments that overlap by more than 50% with their
corresponding ground truth segments. If there are multiple
hits on the same ground truth, only one true positive is
counted and the rest are ignored.

B. Implementation
For MFCC audio features, the frame size is set to 40ms

with 20ms overlap, to make alignment with dataset videos
encoded with 25 fps. From each frame, 96 dimensional vector
is computed comprising MFCCs and their first and second
order derivatives using the MIRtoolbox [34]. For the visual
features from refined dense trajectories, 8 spatial scales are
used. The size of the median filter kernel is 3× 3. The length
of the trajectories is set to L = 15 frames. The parameter
values for volume N ×N ×L and spatio-temporal grid n� ×
n� ×n� are set to N = 32, n� = 2 and n� = 3. For an 8 bin
quantization of orientations, the final dimension of the HOG,
MBHx and MBHy descriptors is 96 each.

For the SDV coding, the number of visual words is set to
500. The code vectors are arranged into a 500 × 96 matrix.
For the four feature types (i.e., MFCC, HOG, MBHx and
MBHy), a 3D tensor is obtained of size 500 × 96 × 4 for
each video segment. These 3D tensors are concatenated to
yield a training tensor for the video segments from the
training subset. The TUCKER-3 tensor decomposition is
implemented using “NFEA” toolbox [35].

Finally for the classification, a linear SVM is used for the
training and testing. The parameters for the linear SVM are
optimized through a 5-fold cross validation on the training
subset (i.e., Development). The LIBLINEAR toolbox [36] is
used to implement the linear SVM. The videos in the test
subsets (i.e., Test and Generalization) are subdivided into 75
frames clips. For the desired segment level prediction output,



the continuous clips are merged to get a single video segment
if they are all classified as violent or non-violent.

C. Violent Scene Detection

In first experiment, we analyze the effect of the number of
features used for classification. After the tensor
decomposition, the features are sorted in a descending order
according of their Fisher score, and the top features are
selected as inputs to the classifier. Fig. 4 illustrates the
MAP2014 scores as a function of the number of selected
features. From this figure, we can see that the top 600
hundred features achieve MAP2014 score of more than 50%.
The highest MAP2014 scores of 60.2% (Fig. 4(a)) and
67.8% (Fig. 4(b)) are achieved by using 4400 and 3200
features on the Test and Generalization subsets, respectively.
These are the optimal number of features that achieve the
best performance. For both subsets, the number of features
for a video segment are significantly reduced, from
500× 96× 4 = 192000 to 4400 and 3200.

In the second experiment, we compare the SDTD method
with some BoVW methods. Firstly, a dictionary is created
with 500 visual words using K-means [37]. The LLC coding
[38] encodes the audio-visual local features. These encoded
features are then pooled and normalized using max pooling
and power plus L2 normalization [39]. The resultant global
features are then fed to a linear SVM for classification. By
applying this BoVW model, MAP2014 scores of 54.1% and
59.6% are achieved on Test and Generalization subsets
(Table I, LLC+SVM). Secondly, the SDV encoded features
are directly fed to a linear SVM by simply concatenating the
code vectors. There is no tensor decomposition performed on
the features. This model is another example of BoVW
model, where raw features from descriptors are encoded and
pooled to get a global representation for classification. Here,
the MAP2014 scores of 58% and 65.4% are achieved on the
two subsets (SDV+SVM in Table I). It’s clear from the
results in Table I that the SDV outperforms the LLC coding
in the BoVW pipeline. Thirdly, the SDTD method performs
better than the above two BoVW models; it achieves scores
of 60.2% and 67.8% on the two subsets. This is because
representing the features in a tensor form retains the
interactions between the features that is destroyed if they are
concatenated directly. There are too many features that add
noise and affect the accuracy. In order to obtain the salient
features, tensor decomposition along with Fisher ranking
provides a better way for dimensionality reduction without
compromising on the accuracy.

TABLE I: MAP2014 scores of the SDTD method and
BoVW methods on the Test (Hollywood) and Generalization
(YouTube) subsets.

LLC+SVM SDV+SVM SDTD+SVM
Test (Hollywood) 54.1% 58.0% 60.2%

Generalization (YouTube) 59.6% 65.4% 67.8%

In the third experiment, we compare the SDTD approach

with several methods presented for the VSD task at
MediaEval 2014 [17]. The participating teams include
FUDAN [18], FAR [20], NII-UIT [40], MIC-TJU [41],
RECOD [15], VIVOLAB [42], TUB-IRML [43] and
MTMDCC [44]. The MAP2014 scores for the SDTD and
previous methods on Test (Hollywood) and Generalization
(YouTube) subsets are given in Table II. For the Hollywood
movies, our SDTD method achieves a score of 60.2% and
outperforms every other method except for FUDAN that has
a score of 63%. One of the reasons of reduced performance
can be a great amount of camera motion and variation in
view point in the movies. Although the MBH descriptor
along with the refined dense trajectories helps suppress the
camera motion, there is still enough room for improvement.
The SDTD method outperforms FUDAN and all other
methods on Generalization (YouTube) subset. The MAP2014
score achieved by the proposed method is 1.4% than that of
the best performing team FAR.

TABLE II: MAP2014 scores of the SDTD method and the
VSD2014 participating teams on the Test (Hollywood) and
Generalization (YouTube) subsets.

Teams/Methods Test (Hollywood) Generalization (YouTube)
FUDAN [18] 63.0% 60.4%
NII-UIT [40] 55.9% NA

FAR [20] 45.1% 66.4%
MIC-TJU [41] 44.6% 56.6%
RECOD [15] 37.6% 61.8%

VIVOLAB [42] 17.8% 43.0%
TUB-IRML [43] 17.2% 51.7%
MTMDCC [44] 2.6% NA

SDTD 60.2% 67.8%

V. CONCLUSION

This paper presents a new method for violent scene
detection using a super descriptor tensor decomposition. The
audio and visual local features are extracted from the video
segments via MFCC, HOG, MBHx and MBHy descriptors.
The proposed refined dense trajectories method excludes the
extra trajectories by incorporating only those that are present
in the region of interest. The feature descriptors are encoded
through super descriptor vector method. The encoded
features are represented as tensors in order to retain the
interactions between the features. The number of features are
significantly reduced through TUCKER-3 tensor
decomposition and Fisher score based selection. This
provides a way to extract the discriminative features required
for the classification, in addition to dimensionality reduction.
In the end, a linear SVM is used to recognize the violent and
non-violent video segments. The proposed method
outperforms the traditional bag-of-visual-words models.

Through the experiments and evaluation performed on the
MediaEval VSD2014 dataset, the proposed SDTD method
achieves MAP2014 scores of more than 60% on the Test and
Generalization subsets. Furthermore, the proposed approach



outperforms most of the state-of-the-art methods that were
tested on the same dataset.
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