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ABSTRACT

A methane (CH₄) and carbon dioxide (CO₂) release experiment was held from April to June 2015 at the Ginninderra Controlled Release Facility in Canberra, Australia. The experiment provided an opportunity to compare different emission quantification techniques against a simulated CH₄ and CO₂ point source release, where the actual release rates were unknown to the participants. Eight quantification techniques were assessed: three tracer ratio techniques (two mobile); backwards Lagrangian stochastic modelling; forwards Lagrangian stochastic modelling; Lagrangian stochastic (LS) footprint modelling; atmospheric tomography using point and using integrated line sensors. The majority of CH₄ estimates were within 20% of the actual CH₄ release rate (5.8 g/min), with the tracer ratio technique providing the closest estimate to both the CH₄ and CO₂ release rates (100 g/min). Once the release rate was known, the majority of revised estimates were within 10% of the actual release rate. The study illustrates the power of measuring the emission rate using multiple simultaneous methods and obtaining an ensemble median or mean. An ensemble approach to estimating the CH₄ emission rate proved successful with the ensemble median estimate within 16% for the actual release rate for the blind release experiment and within 2% once the release rate was known. The release also provided an opportunity to assess the effectiveness of stationary and mobile ground and aerial CH₄ detection technologies. Sensor detection limits and sampling rates were found to be significant limitations for CH₄ and CO₂ detection. A hyperspectral imager's capacity to image the CH₄ release from 100 m, and a Boreal CH₄ laser sensor's ability to track moving targets suggest the future possibility to map gas plumes using a single laser and mobile aerial reflector.
1. Introduction

Reducing emissions from the extraction, transportation, and burning of fossil fuels is an important mechanism for many countries in order to limit their greenhouse gas emissions by 2030 and thereby reduce the impacts of climate change (UNFCCC, 2015). Verification of reduction in emissions, especially fugitive methane (CH₄) emissions, will become increasingly important to assess the effectiveness of low emissions technologies and greenhouse gas reduction strategies. Fugitive CH₄ emissions occur during the mining of coal, the production of conventional gas, and extraction of unconventional gas extracted from coal seams or shales, and its further processing, storage and transportation. The blowout of a well connected to the Aliso Canyon underground natural gas storage facility in California during 2015 resulted in a massive release of CH₄, where atmospheric leak rates of up to 60 metric tonnes of CH₄ per hour were estimated (Conley et al., 2016). This underscores the importance of identifying and quantifying fugitive emissions. Atmospheric monitoring technologies are an ideal method for investigating fugitive emissions (Jenkins et al., 2012; Zazzeri et al., 2015; Omara et al., 2016) and have been used to estimate emission rates from natural CO₂ seepage sites (Werner et al., 2003; Lewicki et al., 2008; Jones et al., 2009). They are likely to play an increasingly important role in the verification of claimed greenhouse emission reductions and quantification of leakage events. High confidence in the accuracy of the quantification methods employed is therefore essential and is a legislative requirement of various governments (Dixon and Romanak, 2015).

There have been a number of recent attempts using controlled release experiments to improve atmospheric techniques for quantifying greenhouse gas emissions, which could be applied to the fossil fuel resources sector and geological storage projects (Loh et al., 2009; Lewicki and Hilley, 2009; Humphries et al., 2012; Kuske et al., 2013; Etheridge et al., 2011; Jenkins et al., 2016; Luhar et al., 2014; van Leeuwin et al., 2013; Ro et al., 2011; Hirst et al., 2017). For example, CO₂ and CH₄ atmospheric detection and quantification techniques for have been previously assessed at the CO2CRC Otway site in Victoria, Australia in 2011. Here CO₂ (8 t/d) and CH₄ (730 kg/d) were released intermittently over 1 month at a height of 2.5 m above the ground. Identification of the source gas location was accomplished by the atmospheric tomography technique using an array of solar powered CO₂ sensors (Kuske et al., 2013; Jenkins et al., 2016). For quantification, a Bayesian inverse atmospheric model coupled to a backward Lagrangian particle dispersion model with a Markov Chain Monte Carlo method for sampling the posterior probability proved to be effective to quantify CH₄ emissions. However, it was less successful with the CO₂ emissions due to the lower signal-to-noise ratio (Luhar et al., 2014).

Supporting the advancements obtained from controlled release experiments is the Ginninderra greenhouse gas controlled release facility in Canberra, Australia. This facility was designed to evaluate the effectiveness of different near surface monitoring techniques for detecting and quantifying leaks against a known gas source. Experiments conducted to date include an above ground CO₂ and N₂O release experiment in 2010 (Humphries et al., 2012) and three sub-surface CO₂ release experiments conducted from 2012 to 2013, releasing between 144 and 218 kg of CO₂ per day (Feitz et al., 2014a, 2016). Together, these previous experiments have brought a strong focus at the Ginninderra

![Fig. 1. Location of equipment deployed at the Ginninderra controlled release facility for the methane release experiment and with numbering for FTIR paths indicated in the insert.](image-url)

site to evaluate the effectiveness of atmospheric monitoring techniques for quantification of emissions.

In April–July 2015, a blind release experiment with a combined CO2 and CH4 point source was conducted at Ginninderra. The primary objectives of the experiment were to 1) evaluate an array of eight stationary and mobile CH4 detection technologies and 2) to conduct a comparison of different emissions quantification techniques against a CO2 and CH4 controlled release. This was achieved through assessing eight quantification techniques: three tracer ratio techniques (two mobile); backwards Lagrangian stochastic modelling; forwards Lagrangian stochastic modelling; Lagrangian stochastic (LS) footprint modelling; atmospheric tomography using point sensors; and atmospheric tomography using integrated line sensors. The Gaussian, Lagrangian and footprint techniques used to describe atmospheric dispersion in this study are all well-established, classical techniques in atmospheric science. The novelty in this study is the comprehensive inter-comparison between the different quantification methods, coupling them to new instrumentation platforms and, in some cases, undertaking inversions and incorporating Bayesian statistics. The quantification component of this study also assumes that the location of a leak or multiple leaks is known and has been previously identified, attributed and mapped using other monitoring techniques. This enables optimum placement of instrumentation for quantifying leakage (e.g. upwind/downwind of the leak).

2. Methods

2.1. Field site

The Ginninderra greenhouse gas controlled release facility was designed and developed under a joint venture between the Cooperative Research Centre for Greenhouse Gas Technologies (CO2CRC) and Geoscience Australia, with CSIRO hosting the site at its Ginninderra Experimental Station in north Canberra. The facility was designed to simulate surface emissions of CO2 and other greenhouse gases from the soil into the atmosphere. The experiment, including baseline data collection, spanned from 23 April to 23 June 2015. The site, shown in Fig. 1, was a flat, fallow field surrounded by fields used for sheep grazing and cropping. A 6 m high earth-fill dam wall was 120 m northwest of the release point. A shed housing the instrumentation was located approximately 60 m west of the release point. The average temperature during the two-month campaign was 7.7 °C (range – 4.8 °C to 22.3 °C) and during the autumn-winter season the wind was dominated by north westerlies.

2.2. Emission sources

Mass flow controllers (MFCs) were used to meter the simultaneous release of CO2, N2O and CH4 for the duration of the experiment. A summary of the release rates during the experiment is given in Table 1. Scientific grade CO2 was supplied from a 2.5 t on-site liquid CO2 tank, via a vaporiser, with the gas flow controlled using Burkert 8626 MFCs. The metered CO2 flow was then distributed to the release chamber using 10 mm Dekabon® tubing to a 0.30 m diameter mixing (release) chamber, 0.30 m above ground. The chamber was perforated on the underside to enable even distribution of the released gas. A pair of cylinders of high purity CH4 gas, each about 7.5 m3 at STP, supplied the CH4 flow, with another pair connected to the manifold for easy swap over. CH4 flow was metered using a gas-specific and calibrated Sierra Smart-Trak MFC and distributed to the release chamber via ¼ inch polyurethane tubing. N2O was used as a tracer in the experiment. It was metered using a gas-specific and calibrated Sierra Smart-Trak MFC and mixed with the metered CO2 in a stainless steel mixing chamber prior to distribution via ¼ inch polyurethane tubing to the release chamber. Acetylene (C2H2) was released also on three days (25–27 May 2015) as a tracer and metered using a gas-specific and calibrated Sierra Smart-Trak MFC via ¼ inch polyurethane tubing. The standard C2H2 release rate was 1.4 g/min.

2.3. Field instrumentation

2.3.1. Picarro CRDS analysers

Two “fixed” Picarro G2201-i gas analysers were deployed at the site from 21 May to 23 June (Fig. 1) by CSIRO and Geoscience Australia. The “West Picarro” was located inside the shed and its inlet was supplied via a separate offtake line from a Thomas air pump. The pump was used to draw air along an approximately 40 m length of Dekabon® tubing from a 2 m tall intake located NNE of the shed. This instrument ran without interruption during its deployment. A second G2201-i Picarro (“East Picarro”) was installed in the far south-eastern corner of the field. This instrument was completely powered using 4 × 125 W solar panels with six 2 V × 1750 AH batteries. The low solar irradiation during the autumn/winter conditions meant that there was insufficient power to operate the instrument continuously during the experiment; hence the instrument was often powered down overnight or could be offline for up to 3 days. Despite both instruments being calibrated for both isotopic and concentration measurements of CO2 and CH4 immediately prior to deployment, there was low confidence in the isotopic readings taken and only the concentration values are used in this paper.

2.3.2. Boreal GasFinder2 laser

A scanning Boreal GasFinder2 open path tuneable diode laser (TDL) was deployed for the experiment by Geoscience Australia from 27 April to 12 June. It was equipped with an automated scanning mount, powered using 240 V mains power, and was located approximately 25 m west of the release chamber. Seven laser paths were set up at a height of approximately 1.5 m. The reflectors for each path were positioned in a semi-circle around the release chamber, with the lengths of the paths ranging from 40 m to 57 m (Fig. 1). Each reflector comprised an array of 9 gold corner retro-reflectors. The laser polled a reflector every 2 s and then cycled through the reflectors in intervals of 20 s.

2.3.3. Eddy covariance towers

Five eddy covariance towers were used during the release experiment and their layout is shown in Fig. 1. All towers collected data at a frequency of 10 Hz and their configuration in the field is summarised in Table 2 below. A full description of the eddy covariance method can be found in Baldocchi (2003).

Tower A (CSIRO) comprised a Vaisala HMP50 RH and temperature sensor, a CSI CSAT3 sonic anemometer, a CSI EC150 CO2-H2O sensor, a Li-COR 7700 CH4 sensor, a Kipp and Zonen CNR4 radiometer, and a Gill WindSonic 2D sonic anemometer. Tower B (University of Western Australia) comprised a Vaisala HMP50 RH and temperature sensor, a CSI CSAT3 sonic anemometer, a Li-COR 7700 CH4 sensor, a Kipp and Zonen CNR4 radiometer, and a Gill WindSonic 2D sonic anemometer. Towers C and D (University of Adelaide/Macquarie University) were equipped with a Gill WindSonic 3D sonic anemometer, a Li-COR 7700 CH4 sensor, and Li-COR 7550 SmartFlux data system. Tower C is in the predominant upwind position from the emission source, while Tower D

<table>
<thead>
<tr>
<th>Period</th>
<th>CH4 g/min</th>
<th>CO2 g/min</th>
<th>N2O g/min</th>
</tr>
</thead>
<tbody>
<tr>
<td>23 April–25 May</td>
<td>5.8 (standard rate)</td>
<td>50</td>
<td>1.1</td>
</tr>
<tr>
<td>26 May–27 May</td>
<td>0–20</td>
<td>100</td>
<td>1.1</td>
</tr>
<tr>
<td>25 May–7 June</td>
<td>5.8 (standard rate)</td>
<td>100</td>
<td>1.1</td>
</tr>
<tr>
<td>8 June–12 June</td>
<td>5.0</td>
<td>300</td>
<td>1.1</td>
</tr>
<tr>
<td>23 June–24 June</td>
<td>0–20</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>
A Bruker hyperspectral imager (HI90) was deployed from 26 to 27 May by Bruker Optik. The passive imaging Fourier transform infrared spectroscopy (FTIR) instrument is based on the combination of a Michelson interferometer and a 256 × 256 pixels focal plane array (FPA) infrared detector. The sensor package contains an internal calibration source, a video camera and a Global Positioning (GPS) receiver. In operation, the HI90 is mounted on a pan and tilt head which can then be controlled by software to provide a 360° field of view. The instrument that was used for the trial operated in the 870–1440 cm⁻¹ spectral range at a spectral resolution of 4 cm⁻¹ and 0.7 cm⁻¹. The spatial (pixel) resolution and the spectral resolution were continuously tested to optimise the detection limit but for the majority of the trial Images (pixel) resolution and the spectral resolution were continuously assessed.

### 2.3.4. Hyperspectral imager

A Bruker hyperspectral imager (HI90) was deployed from 26 to 27 May by Bruker Optik. The passive imaging Fourier transform infrared spectroscopy (FTIR) instrument is based on the combination of a Michelson interferometer and a 256 × 256 pixels focal plane array (FPA) infrared detector. The sensor package contains an internal calibration source, a video camera and a Global Positioning (GPS) receiver. In operation, the HI90 is mounted on a pan and tilt head which can then be controlled by software to provide a 360° field of view. The instrument that was used for the trial operated in the 870–1440 cm⁻¹ spectral range at a spectral resolution of 4 cm⁻¹ and 0.7 cm⁻¹. The spatial (pixel) resolution and the spectral resolution were continuously tested to optimise the detection limit but for the majority of the trial Images (pixel) resolution and the spectral resolution were continuously assessed.

### 2.3.5. Open path FTIR

A full description of the OP-FTIR instrument is given in the Supplementary data M1. Briefly, the instrument consists of an FTIR spectrometer, (Matrix IR-Cube, Bruker Optik GmbH, Ettlingen, Germany) equipped with a mechanically cooled (∼196 °C, RicorK508) MCT detector (Infrared Associates Inc., Florida, USA, or Judson Industries, Montgomeryville, PA, USA) coupled to a 250 mm Schmidt-Cassegrain telescope (LX 200ACF, Meade Instruments Corporation, Irvine California, USA) modified to act as a beam expander. The system is mounted on a computer controlled automated instrument mount (AIM, Illawarra Automation and Control; Unanderra, Australia) to allow automated alignment of the beam between spectrometer and multiple retro-reflectors, with the system providing path-averaged concentrations of NH₃, N₂O, CO₂, CH₄, CO and water vapour (Griffith, 1996) over the open atmospheric path between spectrometer and retro-reflector located 50–500 m from the instrument.

Two OP-FTIR systems were deployed by the University of Wollongong, with 4 retro-reflectors terminating 6 paths, 3 paths for each instrument (Fig. 1). Each instrument rotated between the three paths on a 5 min cycle. The mixing-ratio data for each path were calibrated, based on data collected when wind speeds was > 2 m/s and gas was not being released. The calibrated data for each path were averaged to 30 min and synchronised to the meteorological data.

Data were collected between 4 May and 12 June. Generally data collection was halted when gas was not released, with the instruments operated for extended hours to collect data without a source gas for calibration purposes occasionally when predicted meteorological conditions were favourable. Initially meteorological data were obtained from EC Tower A and subsequently from the University of Wollongong weather station following installation on 16 May (see Supplementary data M1 for details).

### 2.3.6. Mobile Los Gatos Research cavity enhanced spectroscopy CH₄/C₂H₂/H₂O analyser

For the C₂H₂ tracer gas experiments, a Los Gatos Research CH₄/C₂H₂/H₂O Ultraportable Analyser (LGR) was used by CSIRO to measure downwind concentrations of both CH₄ and C₂H₂ from 26 to 27 May. This instrument has a nominal operating range of 0–1000 ppm CH₄ and C₂H₂ with a precision of less than 1 ppb and is battery powered so that it can be used in the field. During these experiments, the analyser was mounted on a trolley so that it could be moved through the gas plume at distances ranging from a few meters to about 200 m from the gas release point. The inlet to the instrument was approximately 1 m above ground level during all of the tracer experiments. A GPS receiver (Hemisphere R3300 GNSS Receiver) provided the location of the analyser within the field during each experiment. The calibration of the analyser was checked against several standard gas mixtures including a high precision reference air sample containing 1.732 ppm CH₄ prepared by the CSIRO Oceans and Atmosphere, GASLAB (Francey et al., 2003). Two other commercially prepared standards (BOC Australia) containing 7.0 ppm CH₄ and 4.1 ppm C₂H₂, and 21.6 ppm CH₄ and 20.6 ppm C₂H₂.

**Table 2**

<table>
<thead>
<tr>
<th>Measurement Height (m)</th>
<th>Distance from source (m)</th>
<th>Bearing</th>
<th>Measurement dates</th>
</tr>
</thead>
<tbody>
<tr>
<td>Tower A 2.30</td>
<td>30</td>
<td>134°</td>
<td>5 May–22 June</td>
</tr>
<tr>
<td>Tower B 2.27</td>
<td>35</td>
<td>334°</td>
<td>24 April–22 June</td>
</tr>
<tr>
<td>Tower C 3.03</td>
<td>43</td>
<td>346°</td>
<td>16 May–5 June</td>
</tr>
<tr>
<td>Tower D 3.03</td>
<td>46</td>
<td>153°</td>
<td>16 May–5 June</td>
</tr>
<tr>
<td>Tower E 4.7</td>
<td>45</td>
<td>149°</td>
<td>24 April–8 June</td>
</tr>
</tbody>
</table>

*Fig. 2. Boreal GasFinder2 UAV octocopter target with reflector payload near the gas release chamber.*
respectively were also used and demonstrated the sensor was performing optimally.

2.3.7. Zebgas

The Zebgas sensing unit was developed by CSIRO using lightweight CO₂ and CH₄ sensors to allow easy integration into the handheld Zebedee scanner (Bosse et al., 2012) or attached as a slung payload to an Unmanned Aerial Vehicle (UAV). The CO₂ sensor selected was the Dynament Premier CO₂ Infrared Sensor (Model MSHP/CO2/NC/5/V/P). This sensor contains all the necessary optics, electronics and firmware to provide a linearized, temperature compensated analog output. A Winsen Flammable Gas Sensor MQ-4 was selected for CH₄ sensing. This sensor is suitable for sensing CH₄ in air and can detect concentrations anywhere from 300 to 10000 ppm. Although this sensor is not as sensitive as, for example the LGR, it has a good sensitivity, fast response time and provides an analog output. An Arduino Pro Mini was used to convert the analog outputs of the two sensors and transmit the response time and provides an analog output. An Arduino Pro Mini was used to convert the analog outputs of the two sensors and transmit the response time.

2.3.8. Unmanned Aerial Vehicle

A battery-powered octocopter was used to carry the Zebgas sensor as a slung payload and mounted with a Hovermap LiDAR (Kaul et al., 2016; Fig. 2). The octocopter has a flight endurance of 15 min while carrying the Zebgas and Hovermap payloads and was flown on 23 June. The slung payload consisted of the Zebgas sensor package and a 10 m power and data tether. The maximum swing on the slung payload when stopping or starting the UAV was ≪2°. A slung payload configuration was chosen over having the Zebgas sensor mounted to the UAV airframe as this allows the sensor to be suspended close to the ground while keeping the UAV at a safe height. It also ensures that the sensor is out of the downwash from the UAV propellers, which could otherwise influence the gas concentration readings. More details on the configuration of the UAV and its sensors is given in Supplementary information Fig. S2. The octocopter uses a commercial off the shelf autopilot and is capable of manual (attitude stabilised), height hold and GPS waypoint-based flight. Hovermap is a 3D LiDAR mapping payload developed by the CSIRO Autonomous Systems Lab. By rotating a 2D LiDAR, a 3D spherical field of view is created, and the repeated views of the scene from each rotation allow sweep-match based Simultaneous Localisation and Mapping (SLAM), which can be then post-processed to produce a 3D point cloud of an area of interest and trajectory of the sensor origin.

2.3.9. Unmanned ground robot

The Husky robot (Clearpath Robotics) is a multipurpose 30 kg skid-steered mobile robot platform approximately 1 m × 0.67 m × 0.4 m in size and is suitable for indoor and outdoor environments. The standard platform, with no sensors, can carry up to a 20 kg payload in all-terrain conditions. Its maximum speed is 1 m/s. The robot has a typical 90 min endurance at 0.5 m/s. The CSIRO version of the Husky (Supplementary information Fig. S3) used in these experiments was fitted with an SBG-IG500n Inertial Measurement Unit (IMU) and a LMS-151 Sick LiDAR and the two gas sensing payloads (LGR and Zebgas). Surveys were taken on 22 and 23 June. It has an internal computer that is connected to all the payload components, as well as to an internal microcontroller that regulates all the low-level systems. The robot runs the Robot Operating System (Quigley et al., 2009). The IMU data are combined with wheel odometry using an Extended Kalman Filter (EKF) and fed into an online Simultaneous Localisation and Mapping (SLAM) system that uses the LiDAR scans to provide a 3D trajectory estimation. This system is accurate enough to navigate in semi-structured outdoor environments autonomously. However, the experiments were done in an open field with no structure so the SLAM navigation system was not an option. Hence a GPS unit was added to the standard payload. Its readings were combined in the EKF to generate reliable trajectory estimations. A trajectory planner to execute predefined GPS-based waypoint trajectories autonomously was also designed and implemented for this project. The planner allows the Husky robot to execute surveys, grid and spiral trajectories.

2.3.10. Mobile Picarro

A vehicle mounted Picarro G2201i cavity ring down spectrometer (CRDS) was driven in circuits around the release point from 15 May to 18 May by the University of Adelaide. Measurements of CH₄ concentration and δ¹³C were made every 3 s during the circuits, which were performed both during the day and at night. The sampling intake was at a height of 2 m, connected via a short hose attached to the CRDS. The circuits followed fences and roads on the property and also around the perimeter. The innermost circuit was between 50 m and 100 m from the release point, and the outermost at a distance of approximately 2 km. A GPS receiver was used to record the location of each measurement, taking into account the 40 s delay between a concentration change being presented to the intake, and it being recorded. A weather station was mounted on the roof of the vehicle. The system comprises a Rotronic temperature and humidity probe, a Vaisala barometric sensor and an RM Young Model 8100 3D sonic anemometer. Positional and time stamp data were collected using a Garmin GPS16X receiver; all time-stamped weather and positional data were logged to a Campbell Scientific CR1000 data logger.

2.3.11. Vertical scanning laser

In addition to the lateral scanning using an open path tuneable diode laser (TDL) described in Section 2.3.2, a system developed by the CSIRO was trialled that allowed both horizontal and vertical beam scanning through use of a UAV to carry the reflector target (Fig. 2). The goal was to measure the CH₄ concentration rapidly in a transect at any location across a plume. A Boreal GasFinder2 was mounted atop a pantilt unit and steered using an optical system to track the reflector while it was moving in three dimensions. Since the tracking approach was unorthodox, additional measurement modes were also performed in order to provide reference datasets. These were used of an Allsopp “Helikite” (a hybrid combination of kite and helium balloon) and a JLG 1500SJ Telescopic Boom Lift capable of 45.75 m maximum platform height. Photographs of the reflector platforms can be found in Supplementary information Figs. S4 and S5, respectively. In all three instances, an IMOS microcube reflector was attached and the platforms moved through various positions while the tracking system maintained pointing of the TDL sensing beam toward the reflector. The system was trialled from 22 to 23 June 2015.

2.3.12. Infrared cameras

A FLIR GF343 handheld infrared camera was tested for CO₂ detection by FLIR on 12 and 13 May. The CO₂ camera uses a cooled In-Sb focal plane array detector and detects over the 4.2–4.4 μm spectral range. A FLIR GF320 handheld infrared camera was tested for CH₄ detection. The CH₄ camera uses a cooled In-Sb focal plane array detector and detects over the 3.2–3.4 μm spectral range. Both cameras enable real-time optical imaging of gas leakage.

2.4. Quantification methods

Not all of the field instruments described above participated in the quantification exercise. For the blind quantification exercise, estimates of the emission rate were made using data collected by the following instruments: Eddy Covariance towers C, D and E; the two Picarro CRDS analysers; the Boreal GasFinder laser; the two open path FTIRs; and the LGR CRDS analyser. Data collected from the Husky robot equipped with
a LGR CRDS analyser were used in the quantification exercise once the release rate was known.

2.4.1. Eddy covariance (EC)

2.4.1.1. Eddy covariance data processing. EddyPro software (V 6.0, LI-COR) was used to process the collected data at 30 min time intervals. Applied quality control measures consisted of an angle of attack correction for the 3D sonic anemometer data (Nakai and Shimoyama 2012), time lag optimization, raw data statistical tests (Vickers and Mahrt 1997), de-spiking (Mauder et al., 2013), compensation for air density (Webb et al., 1980), and spectral corrections (Moncrieff et al., 1997, 2005). From here, the CH₄ flux data underwent a quality control screening system (0,1,2; according to Mauder and Foken 2004) where any 30 min time interval assigned a ‘2’ was removed. The remaining time points were filtered for CH₄ sensor signal strength (RSSI) values below 20, time points outside of the controlled release experiment (9:00–17:30), and a downwind direction > ± 40°.

2.4.1.2. EC–forward Lagrangian stochastic (FLS) model. After processing EC files in EddyPro and applying quality control filters as in Section 2.4.1.1, there were 44 and 155 thirty minute time points left from towers C and D respectively to predict an emission rate (g/min). A surface roughness of 0.005 m was calculated from neutral time points (0.02 ≥ z/L ≥ −0.02) with a wind speed > 0.5 m/s. Methane concentrations, temperature, pressure, and wind statistics from the 3D sonic-anemometer were used as direct inputs obtained from the EddyPro processed file. Using these inputs, a Forward Lagrangian Stochastic (FLS) model (Flesch et al., 1995) was performed using WindTrax (v2.0.8.8, Thunder Beach Scientific, 2013). The model was run using 50,000 trajectories for each 30 min time interval.

2.4.1.3. EC–Lagrangian stochastic (LS) footprint model. Data files from tower E were processed using EddyPro software following configuration and quality control protocols as described in 2.4.1 to calculate 30 min average fluxes. Average wind statistics, atmospheric stability, friction velocity and surface roughness length were used in conjunction with sensor and coordinate systems to drive a Lagrangian stochastic (LS) footprint model (Coates et al., 2017). Briefly, the footprint procedure simulates the release of “particles” from the source with calculated trajectories based on modelled wind profiles. Trajectories which pass through the assigned sensor area are accumulated, and upon completion of the run, the theoretical relationship between the calculated flux at the tower and the source emission rate is obtained, expressed here as \( Q_{LS} = KL_{LS} \) (1).

\[
Q_{LS} = \frac{F_{EC}}{Q_{ls, sim}}
\] (1)

where \( F_{EC} \) represents the calculated eddy covariance flux (\( \mu mol \) CH₄/ \( m^2/s \)). All model runs were based on a release of 500,000 particles and a sensor area described by a \( 2 \times 2 \) m horizontal plane.

2.4.2. Atmospheric tomography using average line measurements

The atmospheric tomography method adopted here is based on the method given in Humphries et al. (2012) and uses the scanning Boreal laser data. A Bayesian inference framework was developed to estimate the release rate of a source where the concentration data are the line averaged concentrations from a scanning open path laser (Hirst, 2012), rather than concentrations from an array of point measurement sensors (Humphries et al., 2012; Jenkins et al., 2016). A Lagrangian stochastic (LS) model (Thomson, 1987) as implemented in WindTrax (v2.0.8.8, Thunder Beach Scientific, 2013) was used for forward modelling, i.e. to predict the concentrations given other parameters. We fitted a Gaussian plume model to the output of the Windtrax (a two dimensional array of concentrations) for a number of different stability conditions as classified by the Monin–Obukov length. From this, plumes for a source of unit strength over a grid were generated and in this way a library of plume functions was built, which was an input to the Bayesian inference. The focus of the current work is the problem of quantification, although the Bayesian model allows for an easy reformulation to a problem of localisation. The Python code and accompanying user manual for estimating the emission rate using scanning laser data is available on GitHub (Bhatia et al., 2017).

Preliminary filtering was applied to the acquired Boreal laser dataset to discard rows with instrumentation errors or where the light level was deemed insufficient. Two datasets deemed to be of good quality were investigated for the blind release quantification experiment: 8–13 May and 11–18 May. The gas concentration data were averaged for each reflector over a 30 min period. Although this meant discarding a lot of information, this decision seems justified since the granularity of the weather information is no finer than 30 min. For each 30 min period, an average of the 5 lowest non-zero readings from each of the measurement paths was considered as the background concentration for that time interval. At very low wind speeds, the dispersion models usually break down. Hence measurements for the periods when wind speed was less than 1.5 m/s were not taken into consideration. Including low wind speed data in the analysis, decreased the estimate of the release rate and the posterior probability distribution was much less sharply peaked.

2.4.3. Atmospheric tomography using point measurements

The atmospheric tomography technique applied here is based on the method given in Luhar et al. (2014) and it is applied using CH₄ concentration measurements acquired from the two Picarro instruments described in Section 2.3.1. Briefly, the technique uses an inverse model based on the Bayesian probabilistic approach, which updates the prior source knowledge through new concentration measurements. Given the difference in downwind and upwind concentration between the two Picarro instruments for a range of meteorological conditions (e.g. wind direction, wind speed, and atmospheric stability), and given the emission rate constant with time, it is possible to use the data from all these periods together in one inverse modelling calculation to quantify the source. The source-receptor relationship required in the Bayesian model as the likelihood function is determined using a backward Lagrangian particle model. The Lagrangian model was driven by the following meteorological and turbulence quantities derived from the EC data: friction velocity (\( u^* \)), the Monin–Obukov length (\( L \)), surface similarity relationships for the wind-speed profile, turbulent velocity variances and the turbulent kinetic energy dissipation rate. The aerodynamic roughness length (\( z_0 \)) for the area, which is required for the wind-speed profile, was estimated to be 0.01 m based on a matching of the observed wind speeds and those derived using the surface similarity relationship. Wind direction was taken from EC tower A. The spatial resolution of the backward Lagrangian stochastic model was \( 5 \times 5 \times 1 \) m. A more detailed description of the modelling approach is available in the Supplementary information M5.

Half-hourly data were examined from the period under consideration (09:00–17:00, 26 May–6 June 2015) and considered only those instances for which the mean wind direction from tower \( A \) was from outside the source sectors, which were defined as 90°–156° and 295°–1°. These source sectors correspond to ± 30° where \( \sigma_z \) is the lateral plume standard deviation estimated to be 11° for \( z_0 = 0.01 \) m. Thus, the concentrations at both instruments during the above filtered periods represent the background concentration. The standard deviation (\( \sigma_\theta \)) of the difference between the concentrations at the two instruments was then calculated using this data, which was 16 ppb for CH₄ and 1.7 ppm for CO₂. We take \( 3 \sigma_\theta \) as the background uncertainty. Any source signal less than the background uncertainty will be difficult to detect. Therefore, for each species, we considered only those 30 min periods for which the observed magnitude of the concentration difference between the two Picarros is greater than the background uncertainty. Based on
that, the number of useful data points were 42 for CH₄ and only one for CO₂. The model uncertainty was the error in the calculation of the source-receptor relationship, and consisted of two parts: statistical and structural, which are assumed to be 5% and 15%, respectively, of the computed value of the source-receptor coupling coefficient (Luhar et al., 2014).

2.4.4. Backward Lagrangian stochastic model using open path FTIR spectrometers

Emission estimates of CH₄, N₂O and CO₂ were retrieved from data collected by the OP-FTIR systems using the backward Lagrangian stochastic (bLs) model as implemented in WindTrax (Flesch et al., 2004). Inputs to WindTrax included the mixing-ratio data as measured at each path downwind from the source, background mixing-ratio data and meteorological data including atmospheric pressure, temperature and wind statistical data from the 3D sonic anemometer. The paths down-path downwind from the source, background mixing-ratio data and concentrations.

Inputs to WindTrax included the mixing-ratio data as measured at each path downwind from the source, background mixing-ratio data and meteorological data including atmospheric pressure, temperature and wind statistical data from the 3D sonic anemometer. The paths downwind from the source were identified based on the compass bearing of the path, plus a 20° offset, and wind direction. Similarly background data was the average of data collected at all upwind measurement paths. As the bLs model is known to not perform well under non-favourable meteorological conditions (i.e. very stable atmospheric conditions, low wind speeds) (Wilson and Sawford, 1996) or uneven topography (non-level terrain, or presence of structure obstructing the windflow), data were removed based using the following filters: wind speed < 1.5 m/s, u* < 0.15 m/s, and Z₀ > 5 cm. As P5 was located close to the source (closest point 4 m north of the source), data from P5 were not used in the WindTrax determination.

2.4.5. Mobile measurement of tracer

In the tracer technique a stable gas unrelated to the source, such as C₂H₂ or N₂O, is released at a known rate, F_{Tracer}, from the same location as the CH₄ source. The tracer then mixes with the CH₄ and undergoes the same plume dispersion as the CH₄. Simultaneous downwind measurements of the concentration enhancement (i.e. concentration above background) of both the tracer, C_{Tracer}, and CH₄, C_{CH₄}, are made and the emission rate of CH₄, F_{CH₄}, calculated according to Eq. (2):

\[
F_{CH₄} = \frac{C_{CH₄} - B_{CH₄}}{C_{Tracer} - B_{Tracer}} \times F_{Tracer}
\]  

(2)

where \(B_{CH₄}\) and \(B_{Tracer}\) are the background concentrations of CH₄ and the tracer, respectively. A significant advantage of this technique over most other atmospheric approaches is that detailed meteorological data are not required to estimate the target gas emission rate.

During these experiments, the CH₄ and C₂H₂ concentrations were measured at a rate of 1 Hz within the plume using the LGR CH₄/C₂H₂ analyser described in Section 2.3.6. Upwind measurements were also made periodically to determine the background CH₄ and C₂H₂ concentrations.

In addition to the online analyses, we also collected a number of air samples for separate off-line analyses by FTIR. This allowed for the analyses and quantification of the CO₂ release rate (which was not available with the LGR instrument) as well as providing an independent check on the LGR CH₄ estimate. Air samples were collected into pre-evacuated 2.7 L Silonite™ canisters. Seven canister samples were taken, both upwind (background) and downwind (within the plume) of the emission source.

After collection, the samples were pressurised from ambient pressure to approximately 30 psi with nitrogen. A portion of the air sample was transferred into a 0.21 L cell containing a 2.4 m multi-reflection White cell. The air in the cell was analysed using a Nicolet 6700 FTIR analyser, with a of resolution 1 cm⁻¹, utilising a liquid nitrogen cooled Mercury-Cadmium-Telluride detector operating between 700 and 4000 cm⁻¹. Each sample was analysed at minimum in duplicate, with each analysis containing the co-addition of 256 scans.

The spectra were analysed for CH₄ and C₂H₂ using classical least squares fitting of the sample absorbance spectra relative to an instrument of the cell containing only nitrogen. Reference spectra for CH₄, C₂H₂, N₂O and CO₂ were calculated using the HITRAN database (Rothman et al., 2009). These were fit over specific spectral ranges using the MALT (Multiple Atmospheric Layer Transmission) software (Griffith, 1996) to generate mixing ratios for the targeted species.

Measurements were made over two consecutive days (26 and 27 May 2015) at distances up to 200 m from the release point. During this period, the CH₄ release rate was periodically varied between about half to three times the standard release rate of 5.8 g/min (Table 1), although the actual release rates were not revealed to the researchers. The CO₂ and C₂H₂ rates remained constant during these periods at 100 g/min and 1.4 g/min, respectively (Table 1).

2.4.6. Tracer gas (nitrous oxide) using open path FTIR spectrometers

The emission rate for CO₂ and CH₄ was retrieved from the OP-FTIR mixing ratio data using the N₂O, released at a known rate, as a tracer gas in 2 ways. The CO₂ and CH₄ emissions estimated by the bLs model can be “corrected” by comparison with the bLs estimated N₂O emission rate and the known release rate (Eq. (3)). While the bLs model does not perform well under non-favourable meteorological or topological conditions, any error introduced into the WindTrax estimated emission rate is independent of the gas released. With the 3 gases released within the same area, any error introduced to the emission estimate by the bLs model will be common to all gases. The comparison of the bLs target gas emission to the bLs tracer gas emission should increase precision and accuracy of the target emission estimates.

\[
F_{gas} = \frac{WT(Gas)}{WT(N₂O)} \times F_{N₂O}
\]  

(3)

Where \(F_{gas}\) and \(F_{N₂O}\) are the unknown (gas) and known (N₂O) emission rates, and \(WT(Gas)\) and \(WT(N₂O)\) are the WindTrax derived emission rates for the target gas and N₂O tracer gas respectively.

More generally, as the release points of the gases are co-located, the emission rate of the target gas can be calculated from Eq. (4). This direct-tracer technique is a simpler and quicker method compared to the WindTrax-tracer (Eq. (3)) technique and, as the technique is not subjected to the same sources of error in WindTrax Model, the data quality filters can be reduced. In this work the filter originally imposed was a wind speed \(<1.0 \text{ms}^{-1}\).

\[
F_{gas} = \frac{\Delta[Gas]}{\Delta[N₂O]} \times F_{N₂O} \times \frac{MWT_{gas}}{MWT_{N₂O}}
\]  

(4)

Where \(F_{gas}\) and \(F_{N₂O}\) are as for Eq. (3), \(\Delta[Gas]\) and \(\Delta[N₂O]\) are the enhancement above background levels and \(MWT_{gas}\) and \(MWT_{N₂O}\) are the molecular weights, of the target gas and N₂O tracer gas respectively.

2.4.7. Gaussian plume fitting to mobile traverses

Attempts were made to quantify the emission rate of both methane and CO₂ using an atmospheric dispersion method in transects done with the Unmanned Ground Robot described in Section 2.3.9. In this technique, the CH₄ or CO₂ concentration profile in a plume originating from the source is measured at some distance downwind by performing traverses across the plume. This method, among others, was used by Day et al., 2014 to estimate CH₄ emissions from Australian coal seam gas well pads. By traversing across a plume downwind of the source, the emission flux, \(F\), may be estimated by integrating the CH₄ (or CO₂) concentration enhancement, \(C\), of the plume in the horizontal \((y)\) and vertical \((z)\) directions and multiplying by the average wind velocity, \(u\).

\[
F = u \int_{y} \int_{z} C(y, z) \, dy \, dz
\]  

(5)

Because concentration measurements are made only at ground level, the vertical dispersion must be estimated by reference to plume dispersion models such as the Pasquill-Gifford curves of \(\sigma_z\). i.e. the
standard deviation of the distribution of CH$_4$ or CO$_2$ concentration in the vertical direction) as a function of downwind distance under given atmospheric turbulence conditions (Hanna et al., 1982). The vertical concentration profile of CH$_4$ within the plume may be assumed to decrease from the ground level concentration with height according to a Gaussian distribution. Estimating the vertical extent of the plume introduces a significant source of uncertainty because the vertical concentration profile must be estimated from information on the spatial distribution of the source (i.e., an area or point source), downwind distance and prevailing atmospheric stability. Often these data are not well defined. In carefully designed experiments, ground based plume measurements can yield high levels of accuracy (e.g., Loh et al., 2009; Humphries et al., 2012). However, in less favourable conditions, such as the short term measurements made during this experiment, higher uncertainties are expected. A further source of uncertainty is that it is assumed that the ground level concentration measured during the traverse is the maximum concentration in the column, which may not be the case. Finally, because plumes tend to meander with short term wind variations, the dimensions of the plume and concentration profile can vary significantly over a short period of time. To minimise the uncertainty, it is necessary to make measurements over a number of traverses to provide an acceptable average. Day et al. (2014) conducted some controlled release experiments with methane to determine the uncertainty of this method. Average emission rates estimated from six traverses were generally within 30% of the actual release rate, although, individual traverses were found to vary by more than a factor of four in some cases. This technique was also used during the current experiment to estimate CH$_4$ and C$_2$H$_2$ emission rates during May 2015. These measurements were made at downwind distances of between 15 and 90 m from the release point and the averages determined were within about 25% of the true emissions rate but again, there were substantial variations between individual traverses.

3. Results and discussion

3.1. Detection

3.1.1. Upwind-downwind point concentration measurements

Both the CO$_2$ and CH$_4$ concentrations were measured using the two “fixed” east and west Picarro analysers and the results are given in Figs. 3 and 4. The difference between these measurements is the perturbation above the background due to the CO$_2$ and CH$_4$ release. A strong diurnal signal is observed for CO$_2$ in Fig. 3, with high CO$_2$ levels present at night primarily as respired CO$_2$ is trapped in the stable atmospheric boundary layer. Lower CO$_2$ levels measured during the daytime are due to a combination of photosynthesis and greater atmospheric mixing. Good agreement for the concentration measurements is observed between both analysers for the majority of the experiment. Although the research field itself was bare of vegetation, the primary influence on the CO$_2$ concentration is from the surrounding farmland. For sites with more vegetation, higher night-time CO$_2$ concentrations may occur under stable atmospheric conditions and there could be increased CO$_2$ drawdown during the day (e.g., CO2CRC Otway site and Etheridge et al. (2011)). Fig. 3 highlights the challenge of detecting small parts per million perturbations above the high variable background signal even during the release periods and with a sensor located in an optimal downwind location. A greater difference between the two analysers is observed during a night release on 5–6 June 2015 and after 9 June, when the CO$_2$ release rate was increased from 100 to 300 g/min. A strong diurnal signal is not as evident in the CH$_4$ data and perturbations above the $\sim$1.8 ppm background signal can be observed more clearly. The east Picarro was located approximately 100 m from of the release source, downwind from the prevailing NW wind direction. Fig. 4 shows the difference between the concentrations measured by the two Picarros, and the excursions from zero reflect the times when the...
CH$_4$ plume was reaching one of the Picarro analysers but not the other. The maximum daytime downwind perturbation observed during the standard release rate (5.8 g/min), during well mixed conditions ($u^* > 0.15$ m/s) was 1.59 ppm, but was mostly less than 0.27 ppm (95th percentile). The maximum CH$_4$ perturbation recorded was 13.27 ppm, at the east Picarro at 12:06 am on the 6/6/15 during an overnight release (Fig. 4). During this evening release, high CH$_4$ concentrations were recorded at both analysers (> 5 ppm), but not simultaneously. This indicates a significant accumulation of methane but also drifting of the plume between the two sensors under the stable night time conditions. A very high CO$_2$ perturbation was recorded at the same time (75.70 ppm). A maximum downwind daytime perturbation of 2.87 ppm was observed at the east Picarro during the 20 g/min release period.

### 3.1.2. Upwind-downwind flux measurements

When the wind aligned to have the plume from the emission source cross over a respective EC tower, a higher flux rate was recorded. Times of opposing wind directions produced background level flux rates. The EC towers proved to be useful in identifying the relative location of the emission source in addition to the flux rate (Fig. 5). Interpretation of the recorded flux ($\mu$g/m$^2$/s) from the point source requires care, as the flux value recorded is highly dependent on the wind direction and the placement of the plume over the EC tower. For instance, tower A has a mean flux of 16.8 $\mu$g/m$^2$/s compared to 6.4 $\mu$g/m$^2$/s from tower D. This would be a product of the wind direction placing the CH$_4$ plume more favourably over tower A than D, and not the detection of a higher release rate (g/min).

### 3.1.3. Open path measurements

Both open path deployments (Boreal laser and FTIR) detected the CH$_4$ perturbation above background levels but there were substantial differences in the precision and accuracy of the measurements (Fig. 6). The accuracy of the Boreal laser measurements was poor; the line-averaged background concentration CH$_4$ values measured $\sim$1.6 ppm compared to the true background value of $\sim$1.8 ppm measured using the Picarro analysers and FTIRs. Differences of $\sim$0.4 ppm CH$_4$ between the laser paths were typical for the Boreal laser measurements during periods of no CH$_4$ release (i.e. overnight in Fig. 6). Background measurements were between 2.6 and 3 times the reported limit of detection of 0.56 ppm m (Myers et al., 2000).

For the calibrated open path FTIR data, the average mixing-ratio from all paths between 8 and 13 May when gas was not being released was 1780 ± 6 ppb for CH$_4$ (Fig. 6b) and 326.8 ± 0.8 ppb for N$_2$O. The average maximum increase in CH$_4$ above background was $\sim$80–220 ppb, $\sim$10–20 ppb for N$_2$O. The CH$_4$ perturbations for the OP-FTIR (Fig. 6b) during the release periods are lower than for the Boreal laser (Fig. 6a) due to the longer averaged path lengths for the OP-FTIR measurements (i.e. approximately 100 m compared to 40–57 m, see Fig. 1). The Boreal laser and OP-FTIR can operate over distances up to 750 m and 400 m, respectively, but the optimum path length depends on the spatial size and magnitude of the leak. For CO$_2$ at the maximum flow rate (300 g/min; 9–12 June) the increase in above background levels was $\sim$5–10 ppm.

### 3.1.4. Mobile detection techniques

#### 3.1.4.1. Vehicle mounted Picarro

The capability of the Picarro G2210i to detect the $^{13}$CH$_4$ isotopologue is a valuable tool to distinguish different emissions of methane CH$_4$ from different sources. The farm had sheep nearby the release site from time to time, usually NE or NW of the release point. The accuracy of the $^{13}$CH$_4$ measurements with this particular CRDS is about 5%, but it is very reproducible (ca 1% with sufficient averaging) and gives reliable relative measurements. Fig. 7 shows measurements obtained at 09:00 on 18 May, driving each of the

---

**Fig. 4.** Methane concentration difference plot between the east and west Picarro analysers (east minus west).
circuits (except the outermost) two times. While driving the inner two circuits at the start of the measurement, the wind speed was weak (∼1 m/s) and from the SE. When taking measurements from the outermost circuit the wind speed strengthened and the wind direction shifted to the NE. The plume from the controlled release is clearly visible close to the release point, and a substantial peak is also seen where a flock of sheep was encountered. The colour scale indicates the δ¹³CH₄ measurement, showing that the CH₄ from the sheep is clearly distinguishable from that of the release.

3.1.4.2. Unmanned ground robot. Methane concentration data from the Los Gatos Research CH₄/C₂H₆/H₂O analyser collected during the Husky UGR runs were examined to determine their suitability for estimating emissions flux. In one of the runs, the robot collected data while executing a squared spiral trajectory from the release point. The process took 35 min at a constant speed of 0.5 m/s. Figs. 8 and 9 show the GPS-located CH₄ concentration data collected by the LGR and Zebgas (Winsen) sensors. LGR CH₄ concentration data are shown in ppm, while the Zebgas concentrations are shown in mV.

The Winsen CH₄ sensor data correlated well with the data collected using the LGR during the surveys near the release source. After correcting for a lag of approximately 20 s for the LGR using 1D correlation, the Winsen sensor demonstrated a similar rise time to the LGR but had a longer fall time (Supplementary information Fig. S7). Based on comparisons with the LGR, the Winsen sensor appears to be able to detect CH₄ perturbations of less than 5 ppm. This detection limit is much less than the reported sensitivity of 300–10,000 ppm.

3.1.4.3. Unmanned Aerial Vehicle. The UAV data were collected by flying a pre-programmed flight path in the form of parallel transects. The transects were aligned with the paddock fences and not according to the wind direction. The wind direction was considered when...
determining start and end of the transects to ensure at least one transect was upwind of the release point. The flight altitude was set to 11 m to ensure the slung payload remained approximately 1 m above the ground (10 m tether length). The paddock is essentially level so there was no need to adjust the height during flight to match the terrain.

Although the Hovermap payload was carried and lidar data were logged, we did not expect the SLAM navigation system to work since the terrain was open with very few 3D features. For this reason we also logged GPS data during the flight. Surprisingly, one of the UAV flights produced valid SLAM results so we were able to overlay the gas data on the SLAM-generated trajectory (see Supplementary information Fig. S8). For the other flights the GPS trajectory was used. The GPS and SLAM measurements produce the trajectory of the UAV, not that of the gas sensors at the end of the tether 10 m below. Since a pendulum motion was induced in the slung payload it was not always directly below the UAV. It is therefore only possible to estimate the true position of the gas sensors from the GPS and SLAM trajectories. The figures in this section are therefore estimates of the gas concentrations at the plotted locations.

Figs. 10 and 11 show the results for one of the four flights conducted. The flight test was conducted by flying a pre-programmed set of GPS waypoints which formed 9 transects. The flight speed was set to 1 m/s and the average wind speed was 2.3 m/s. Fig. 11a and b depict the Zebgas Winsen CH₄ readings in mV and overlaid on the GPS trajectory respectively. Fig. 12a and b depict the Zebgas Dynament CO₂ readings in ppm and overlaid on the GPS trajectory. Both figures illustrate that the Winsen and Dynament sensors within the Zebgas were unable to adequately resolve the CH₄ and CO₂ plumes, using the UAV platform at a flight speed of 1 m/s and at 1 m sensor elevation.

3.1.5. Hyperspectral and infra-red detection

From the data acquired by the Bruker HI90 at 100 m from the controlled release, we were able to identify the gas released as CH₄, capture the spatial distribution and provide an indication of relative abundances based on spectral matching with a reference library of methane and other gases (Harig et al., 2003). A video of the methane release (Fig. 12) illustrates the challenges of modelling the CH₄ plume. The plume is observed to periodically snap off, despite the constant
release rate, and wander as the wind direction changes. The majority of rate estimate techniques in this study rely on coupling concentration measurements with a plume model (e.g. WindTrax); hence having a good model of the plume is essential for an accurate rate estimate.

The instrument was relocated to the top of a small hill some 1.5 km from the release point. Although, methane absorption features were detected in the spectra collected (Supplementary information Figs. S9 and S10) it was constrained by dilution due to the wind and the measurement distance. Therefore, it was difficult to identify the release area as an anomaly separate from ambient methane at such a large distance. However, measurements performed using the instrument at an abandoned borehole in Chinchilla, Australia, showed that detection of small emissions of methane was possible at distances up to 500 m (Etheridge et al., 2016).

It was just possible to observe CH4 using the handheld FLIR GF343 CO2 optical camera at 20 g/min close to the release chamber (Supplementary information Fig. S11); however, this rate appears to be close to the limit of detection for this instrument for this type of emission configuration. Greater success was observed with the FLIR CO2 camera at 100 g/min where the CO2 emission could be clearly observed [Supplementary information Fig. S12].

3.1.6. Vertical scanning laser

Data from this system consisted of CH4 line-integral concentration measurements co-recorded with (1) pan-tilt pointing values, (2) geometrically and laser-ranging determined distances to target, and (3) weather measurements (wind speed, direction, air temperature and pressure). These enabled reconstruction of the instantaneous reflector target 3D positions and associated line-integral concentrations. An additional GPS surveying procedure enabled geodetic registration of the complete dataset to additionally incorporate measured wind speed and direction. The intention was to use measurements from the line-average concentrations as a function of scan height above the source to create vertical profiles of the plume. Unfortunately it was discovered that the second Boreal GasFinder2 TDL instrument used had a significant calibration fault and required to be returned to the manufacturer for repair. Due to timing constraints this fault was not clearly identified until after the Ginninderra experiment and the data could not be confidently post-corrected for the fault. Nonetheless, the principle goal of validating this novel approach to emissions monitoring and plume circumscription was sufficiently demonstrated and further work is underway to optimise the technique. The tracking system worked well with both the moving UAV and telescopic boom lift (refer to Supplementary information R5) but did not work with the Helikite. A similar approach has been recently demonstrated by Cossel et al. (2017) using high-precision dual-comb spectroscopy to a retroreflector mounted on a flying multicopter.

3.2. Quantification

3.2.1. Summary and ensemble estimate

A workshop was held at Macquarie University, Sydney, on 1 December 2015 where the participating teams presented their blind estimates of the release rate. A summary of the results presented at the workshop is given in Table 3. The majority of the average emission methane estimates were within 20% of the release rate for the blind estimates and within 10% after the known rate was revealed. However, the confidence intervals supplied with each blind estimate submission did not contain the true mean. The study is a useful reminder that one should not conflate the uncertainty of an individual emission estimate with a range that contains the true mean.

Taking an ensemble approach to the emission rate estimates (Wilks, 1995) provided an accurate estimate the actual emission rate and
provided a more useful measure of the uncertainty (i.e. it included the actual release rate). Ensemble mean or median approaches are routinely used in numerical weather or climate predictions (Toth et al., 2003) and have been observed to frequently outperform individual models (Lambert and Boer 2001). Annan and Hargreaves (2011) explained the performance of the multimodel mean in the context of the statistically indistinguishable paradigm and that the truth and models are drawn from the same distribution.

The ensemble median of the methane estimates was more representative of the true emission than the ensemble mean due to the non-normal distribution of the emission estimates (Table 3), particularly for the blind estimates. The ensemble mean for the blind estimate was 11.9 g/min but the median estimate was 6.7 g/min (within 16% of the true release rate). The uncertainty of the blind estimates was broad, ranging from 4.75 to 46.9 g/min. The range for the methane estimates narrowed markedly once the rate was known (4.75–6.31 g/min) and the ensemble mean for the blind estimate was 5.77 g/min (within 1% of the actual release rate) and the median estimate was 5.90 g/min (within 2% of the actual release rate). The improvement in the estimates once the release rate was known was generally achieved by applying more stringent filters to the concentration data (e.g. wind direction, wind speed and atmospheric stability) and is discussed further in the following sections. Individual estimates lay above or below the actual release rate in all cases suggesting there was no model bias.

The closest individual CH₄ estimate during the standard 5.8 g/min blind release period was 5.9% lower than the actual release rate and was achieved using the acetylene tracer ratio technique (Table 3). During the 5 day period immediately after the standard release (Table 3), where the CH₄ release rate was lowered to 5 g/min and CO₂ release rate increased to 300 g/min, the FTIR–N₂O tracer gas method continued to operate and provided a very close blind estimate for both CO₂ and CH₄, i.e. within 0.5% for CH₄ and 7% for CO₂. The results, assumptions and limitations for each of the individual quantification methods used in the ensemble are described in more detail in the following sections.

The cost of the instrumentation was not a consideration in this quantification inter-comparison yet is important for an operator or service provider. It is beyond the scope of this paper to undertake a full economic and practicality analysis, but an indication of the relative costs of the instrumentation deployed during this study is provided in Table 3. Superficially, the most expensive methods were those that used two instruments with high capital costs (the dual OP-FTIR and dual Picarro analysers) and the least expensive was the canister sampling coupled with the C₂H₂ tracer. But the practicalities of each method also need to be considered: whether the instrumentation can be solar powered versus requiring access to electricity from the grid; the degree of automation possible; reliability; calibration stability; remote access; and the degree of manual handling. Canister sampling has the advantage of being quick and comparatively less expensive, but it only takes a snapshot in time and requires accurate metering of a tracer in the field which may not be possible. The continuous methods deployed in the study have the advantage of being able to average emissions over a period of days to weeks, which may produce a more representative estimate especially if there is variability in the emission rate. Supplementing continuous measurements with canister and tracer sampling appears to be a good strategy for accurate quantification of emissions.

3.2.2. Eddy covariance

Traditionally, eddy covariance (EC) micrometeorological methods are used to measure air-surface exchange of a scalar quantity, such as CH₄ concentration, when all theoretical and physical constraints of the methodology are met. The CH₄ flux measured is therefore representative of a footprint defined during a stationary meteorological period by the prevailing atmospheric conditions. It was not expected
**Table 3**

Summary of blind and known estimates of the CO₂ and CH₄ emission rates with 95% confidence intervals.

<table>
<thead>
<tr>
<th>Organisation</th>
<th>Technique</th>
<th>Relative instrumentation cost</th>
<th>Days used for &quot;Blind&quot; rate calculation</th>
<th>&quot;Blind&quot; rate estimate CH₄ g/min</th>
<th>&quot;Blind&quot; rate estimate CO₂ g/min</th>
<th>Days used for known rate calculation</th>
<th>Known rate estimate CH₄ g/min</th>
<th>Known rate estimate CO₂ g/min</th>
</tr>
</thead>
<tbody>
<tr>
<td>UoW</td>
<td>N₂O tracer</td>
<td>+++</td>
<td>23</td>
<td>6.8 ± 0.63</td>
<td>186 ± 46</td>
<td>9</td>
<td>6.02 ± 0.32</td>
<td>-</td>
</tr>
<tr>
<td>UoW</td>
<td>FTIR – bLS</td>
<td>+++</td>
<td>21</td>
<td>6.6 ± 0.5</td>
<td>192 ± 57</td>
<td>13</td>
<td>6.04 ± 0.29</td>
<td>-</td>
</tr>
<tr>
<td>UoW</td>
<td>WT</td>
<td>+++</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>9</td>
<td>6.31 ± 0.37</td>
<td>-</td>
</tr>
<tr>
<td>UoM</td>
<td>EC – LS footprint model</td>
<td>+</td>
<td>27</td>
<td>7.01 ± 0.56</td>
<td>83.9 ± 12.8</td>
<td>22</td>
<td>6.26 ± 0.37</td>
<td>-</td>
</tr>
<tr>
<td>MQ/UoA</td>
<td>EC – FLS</td>
<td>+</td>
<td>18</td>
<td>46.9 ± 26.9</td>
<td>–</td>
<td>18</td>
<td>5.6 ± 1.9</td>
<td>-</td>
</tr>
<tr>
<td>CSIRO</td>
<td>Mobile tracer – C₂H₂</td>
<td>+</td>
<td>&lt;0.05</td>
<td>5.46</td>
<td>–</td>
<td>&lt;0.05</td>
<td>5.9 ± 0.5</td>
<td>-</td>
</tr>
<tr>
<td>CSIRO</td>
<td>Mobile tracer – canister</td>
<td>+</td>
<td>10⁻³</td>
<td>5.1</td>
<td>115 ± 23</td>
<td>10⁻³</td>
<td>4.75 ± 0.6</td>
<td>106 ± 24</td>
</tr>
<tr>
<td>GA/WS</td>
<td>AT – line</td>
<td>+</td>
<td>6</td>
<td>4.86 ± 0.66</td>
<td>–</td>
<td>6</td>
<td>5.83 ± 0.6</td>
<td>-</td>
</tr>
<tr>
<td>CSIRO</td>
<td>AT – point</td>
<td>+</td>
<td>11</td>
<td>12.3 ± 0.66</td>
<td>3640 ± 1750</td>
<td>11</td>
<td>5.22 ± 2.2</td>
<td>-</td>
</tr>
<tr>
<td><strong>Ensemble</strong></td>
<td><strong>mean</strong></td>
<td></td>
<td></td>
<td>11.9</td>
<td>843</td>
<td></td>
<td>5.77</td>
<td></td>
</tr>
<tr>
<td><strong>Ensemble median</strong></td>
<td>6.70</td>
<td></td>
<td></td>
<td>186</td>
<td></td>
<td></td>
<td>5.90</td>
<td></td>
</tr>
<tr>
<td>Actual release rate</td>
<td></td>
<td></td>
<td></td>
<td>5.80 ± 0.06</td>
<td>100 ± 1.0</td>
<td>5.80 ± 0.06</td>
<td>100 ± 1.0</td>
<td></td>
</tr>
<tr>
<td>Other release rates</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>UoW</td>
<td>N₂O tracer</td>
<td>+++</td>
<td>4</td>
<td>4.97 ± 0.14</td>
<td>279 ± 101</td>
<td>4</td>
<td>4.97 ± 0.14</td>
<td>459 ± 153</td>
</tr>
<tr>
<td>CSIRO</td>
<td>Mobile traverse</td>
<td>+</td>
<td>&lt;0.05</td>
<td>10.2 ± 7.4</td>
<td></td>
<td>459 ± 153</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

a Technique abbreviations: N₂O tracer (open path FTIR with N₂O direct tracer ratio technique); FTIR-bLS (open path FTIR with backwards Lagrangian stochastic modelling); WT (open path FTIR with N₂O coupled Windtrax modelling); EC – LS footprint model (eddy covariance with Lagrangian stochastic footprint modelling); EC – FLS (eddy covariance with forward Lagrangian stochastic modelling); Mobile tracer – C₂H₂ (mobile Los Gatos Research analyser with C₂H₂ tracer); Mobile tracer – canister (canister measurements with C₂H₂ tracer); AT – line (atmospheric tomography using the Boreal scanning laser); AT – point (atmospheric tomography using the two fixed Picarro instruments); Mobile traverse (mobile robot traverses with Gaussian plume modelling).

b + < $10,000; $80,000 < ++ > $200,000; +++ > $200,000. In Australian dollars.

c Cost assumes analysis at commercial laboratory but includes cost of tracer ancillaries including mass flow controller, acetylene and canister.

d For 5.0 g/min CH₄ and 300 g/min CO₂ release rates (8–12 June).

e For 20 g/min CH₄ release and 300 g/min CO₂ release.
(and was verified) that the dry bare soil substrate would be producing a background \(\text{CH}_4\) flux however local sources could influence measurements due to local advective effects. In the absence of any local effects, the plume from the experiment’s point emission source would be seen by those towers where the wind direction directly aligns with the towers and the source. However, due to the variable nature of the wind direction and turbulent wind field, the plume dispersion and plume centre line is likely to vary considerably. It is therefore unknown where exactly the source plume was and how much of the plume was seen by any point average measurement of the trace gas at an EC tower. In this study the EC groups (University of Melbourne and Macquarie University/University of Adelaide) coupled EC measurements with atmospheric modelling approaches to estimate an emission rate.

3.2.2.1. EC forward Lagrangian stochastic (FLS) approach. The Ginninderra measurement scenario presented a point source emission. Through evaluation of the EC flux in wind sectors not aligned with the point source, the bare soil at the Ginninderra site was determined not to be a source or sink of \(\text{CH}_4\), and hence not influencing the towers flux footprint. Examining the fluxes in aligned wind sectors demonstrated that the \(\text{CH}_4\) sensor saw the plume from the point source, but, as would be predicted, the EC flux measurement was not able to determine the point source emission rate. To obtain the rate we used the \(\text{CH}_4\) concentration measurement from the tower coupled with a forward Lagrangian stochastic model to predict the point source emission rate.

A blind release estimate of 46.9 g/min (Tables 3 and 4) was made, which was an overestimate by a factor of \(> 7\) of the actual emission rate (5.8 g/min). Using a point-sensor to estimate a point-source emission rate relies heavily on the accuracy of the atmospheric data. While data from a 3D sonic anemometer is sufficient, its initial setup within WindTrax can be complicated, and as seen here may require optimization. The logging program for Towers C and D required the anemometers’ ‘U’ spar marker, for north, to face exactly north to produce an accurate wind direction, but it was mounted slightly \(( \sim 10°)\) to the NW. The slight offset (offset angle) directly impacted the computed wind direction in WindTrax. Therefore, the known wind direction produced from the Eddy Pro® software was added to the WindTrax input file and monitored against the Windtrax computed wind direction. This procedure allowed for the offset angle to be precisely adjusted and input into the Windtrax 3D anemometer setup. After 3D anemometer optimization, an estimated emission rate of 4.6 g/min was produced from the downwind tower (D). This prediction underestimated the actual emission rate by 21%. An optimized emission rate of 5.6 g/min (Table 4) was reached through applying a more stringent filter for wind direction \(( \pm 15°)\) and for very unstable and very stable atmospheric conditions \((0.2 < z/L < 0.2)\).

The upwind tower (C) mostly missed the point source’s emitted plume, providing only eight usable 30 min time points to predict an emission rate (Table 4), and none once the more stringent filters for wind direction and atmospheric stability were applied. Here, tower D, placed in the predominant downwind direction, successfully predicted an emission rate from a point source. However, two or more towers can be used to optimize data capture and enhance confidence. These advantages need to be tested in a scenario where multiple sources/sinks are present within a towers footprint.

3.2.2.2. EC – Lagrangian stochastic (LS) footprint approach. Application of the LS footprint model allowed for a direct estimate of emission rate based on the EC generated flux at tower E. The first “blind” estimate of source emission was obtained by applying a conservative set of filters to the dataset to exclude periods where; 1) wind direction exceeded \(\pm 45°\) from the source, 2) the friction velocity was less than 0.08 m/s, 3) atmospheric stability was very stable \((z/L \geq 0.95)\) or very unstable \((z/L \leq 0.95)\). In addition any periods where battery voltage was less than 11.2 V or Li-7700 signal strength was less than 20 were removed.

With the release rate known, it was found that a reduction in the range of acceptable wind directions was required to prevent underestimation of the emission rate for measurements based on edge of plume wind directions. Atmospheric stability was also found to impact the accuracy of emission estimates with unstable periods yielding estimates 50% greater than those from neutral or stable periods. More stringent filters for wind direction and atmospheric stability led to a more accurate mean estimate of the emission rate (Table 5). An additional filter was also added to exclude periods when the random error component of the EC flux exceeded 25%. Application of revised filters reduced the overestimate of emission rate from 21% to 8% (Table 5).

3.2.3. Atmospheric tomography integrated line technique (ATL)

At the methane workshop, two estimates for the average methane release rate were provided for the ATL technique: 4.86 \pm 0.66 g/min (11–18 May) and 6.6 \pm 1.0 g/min (8–13 May). The 4.86 g/min value was lodged for the final blind estimate but the 6.6 g/min estimate for the 8–13 May time period was closer (14%) to the actual value release of 5.8 g/min. A comparison between the datasets for the two estimates is instructive. The 8–13 May dataset was more continuous but suffered from smaller 30 min averaged methane perturbations compared to the 11–18 May dataset. Also, there are only 2 values (both path R5) significantly above the background noise on May 10 (Fig. 13a). If the day to day estimates for the release rate are determined for the 8–13 May dataset, it can be seen than the majority of the average estimates are close to the actual release rate of 5.8 g/min (Fig. 13b). Only 2 values along the same path (R5) were insufficient to resolve the estimate on May 10 and led to a substantial underestimate of the release rate (2.1 g/min). An apparent overestimate of the release rate can be observed on May 13, with the average value suggesting 18.9 g/min. On closer inspection of the data collected that day, there was a brief 20 min period where the release rate was increased from 5.8 to 20 g/min in order to test the sensitivity of the FLIR handheld camera. The 18.9 g/min estimate is remarkably close to the high release rate (within 5.5% of the actual release rate) and suggests that the ATL technique is strongly weighted towards determining maximum estimates given the available data. This may be a function of the constant release rate assumption in the Bayesian inversion. If the 20 min high \(\text{CH}_4\) release rate period is removed from the 8–13 May dataset, the revised methane rate estimate over the 8–13 May period increases to 5.83 g/min and is close to the actual release rate (within 1.0%).

3.2.4. Atmospheric tomography point measurement technique

As noted earlier, the term atmospheric tomography is used interchangeably with inverse atmospheric modelling for source estimation. To illustrate how prior knowledge of the source location influences the source estimates, we performed two Bayesian simulations for \(\text{CH}_4\) source estimation. In the first, a Gaussian prior was specified for the

| Point-source-to-point-sensor \(\text{CH}_4\) emission rate (g/min) outputs using a forward Lagrangian stochastic (FLS) in WindTrax for a) the blind estimate where both towers were combined, b) 2nd attempt after optimizing Windtrax parameters using the tower D time points, c) 2nd attempt when filtering for atmospheric stability using the tower D time points, and d) 2nd attempt after optimizing Windtrax parameters using tower C time points. |
|---|---|---|---|---|
| Blind release |
| Towers C + D | Known release towers D | Known release tower D | Known release tower C |
| Average \((\text{g/min})\) | 46.9\* | 4.6\* | 5.6\* | 7.9\* |
| Median | 44.5 | 4.5 | 5.3 | 7.7 |
| Std. dev. | 26.9 | 2.2 | 1.9 | 5.2 |
| N (30 min time points) | 35 | 75 | 25 | 8 |

\* Filtered for wind direction \((\pm 15°)\) and stability \((0.2 < z/L < 0.2)\).
source location \((x_s, y_s, z_s)\) centred at the real source with standard deviations of \(\sigma_{x_s} = \sigma_{y_s} = \Delta x = 5\) m and \(\sigma_{z_s} = 0.2\) m. In the other, we assume that nothing is known about the source location so a uniform prior for the source location across the domain (250 m \(\times\) 250 m) was assumed. In both cases, a uniform prior for the emission rate was assumed across the height domain \((0 < z/L < 0.95)\). Final row represents the final estimate.

### Table 5

<table>
<thead>
<tr>
<th>Filter applied</th>
<th>Known rate estimate of CH(_4) (g/min)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Revised wind direction (\pm 30^\circ)</td>
<td>194 7.17 ± 0.50 6.62</td>
</tr>
<tr>
<td>Revised stability filter (0.09 &lt; z/\Delta)</td>
<td>149 6.36 ± 0.41 5.99</td>
</tr>
<tr>
<td>L &gt; 0.5</td>
<td></td>
</tr>
<tr>
<td>Additional filter, EC random error &lt; 25%</td>
<td>135 6.26 ± 0.37 5.90</td>
</tr>
</tbody>
</table>

For the Gaussian prior case, the CH\(_4\) emission rate obtained using the Bayesian approach is \(Q = 7.52 \pm 2.23\) g/min (where the uncertainty is one standard deviation). This can be compared to the actual value of 5.80 g/min. Clearly the model overestimates the emission rate, but the actual value lies within the modelled uncertainty. The estimated source position has moved from that specified in the Gaussian prior and is \(x_s = -28.8 \pm 3.0\) m, \(y_s = 14.9 \pm 3.4\) m, \(z_s = 0.57 \pm 0.14\) m. The actual source position is \(x_s = -22\) m, \(y_s = 21\) m, and the release height \(z_s = 0.3\) m above ground level. Fig. 14a shows the sampled points for the horizontal source location. Most of the sampled points are concentrated about 10–15 m south-west of the real source. The square shape of the distribution of the sample points is due to the finite spatial resolution \((\Delta x = \Delta y = 5\) m\) in the determination of the source-receptor matrix using the backward Lagrangian stochastic model. One cannot expect the precision in the localization of position of source to be better than the inherent discretisation uncertainty due to the finite cell sizes.

For the case with the uniform prior for the source position, the source estimates are \(Q = 5.22 \pm 2.05\) g/min, \(x_s = -12.6 \pm 7.7\) m, \(y_s = -7.1 \pm 10.1\) m, \(z_s = 2.8 \pm 1.4\) m. The emission rate estimate has improved significantly compared to the case with the Gaussian prior but the source position estimate has worsened considerably together with much higher uncertainty. One reason for this inferior performance could be that there are just not enough observations to constrain both position and emission rate properly without specifying a better prior.

**Fig. 14b** shows the sampled points for the horizontal source location for the uniform prior case. The sampled points are much more widely distributed than is the case with the Gaussian prior. Some of the shift in the sample points to closer to the east Picarro may be to compensate for the higher predicted value of the source height.

3.2.5. Mobile tracer technique using acetylene

The LGR instrument was moved through the plume at various distances downwind of the source. **Fig. 15** shows an example of one set of transects where the CH\(_4\) and C\(_2\)H\(_2\) concentrations are plotted as a function of time. In this example, the transects were made over a period of about 20 min approximately 90 m downwind from the source; the maximum CH\(_4\) enhancement was about 1.6 ppm and the C\(_2\)H\(_2\) peak was 0.076 ppm. The average wind speed during this set of traverses was slightly above 5 m s\(^{-1}\), although it was quite gusty.

The plume is clearly defined in each traverse although there is substantial variation in the width and concentration reflecting the chaotic nature of the plume over relatively short timeframes. Despite the variability, the CH\(_4\) and C\(_2\)H\(_2\) were well mixed in the plume with the C\(_2\)H\(_2\) tracer tracking that of CH\(_4\) very closely. Similar results were obtained for all of the other tracer experiments, even under the very light and variable winds prevailing at the beginning of the first day.

Correlation between the two gasses was still very good even at 200 m downwind, however, the concentrations were significantly lower. For CH\(_4\), the maximum enhancement at 200 m was about 0.4 ppm whereas for the C\(_2\)H\(_2\), the enhancement was generally less than about 0.02 ppm (i.e. 20 ppb). Although this was still well within the instrument’s operating range, the signal to noise ratio especially for the C\(_2\)H\(_2\) was somewhat higher than the measurements made at the closer distances.

Emission estimates were calculated from each CH\(_4)/C_2H_2\) data pair measured by the LGR instrument during each plume transect experiment. This usually yielded at least several hundred emission rate estimates that were then averaged for each transect. Despite the wide concentration range encountered during each experiment (Fig. 15) the relative standard deviation of the estimates for each transect was usually less than 6%.

Ten separate emission estimates were made over the two days of the
experiment; the results are summarised in Table 6. Transects 1–7 were made on 26 May while Transects 8–10 were made on 27 May.

Transects 1 and 2 were made under very light wind conditions where the plume was ill defined and tended to move significantly during the experiments. Consequently, the LGR analyser was moved around the test range to locate the plume to record data. These transects are therefore made at various distances from the gas source; the maximum concentrations shown in Table 6 were measured within about 5 m of the outlet. The other transects were made under more favourable wind conditions that produced a more defined plume and each transect was made roughly perpendicular to the wind direction across the plume.

Fig. 14. Distribution of sample points for source location in the horizontal directions obtained from the MCMC sampling of the marginal bivariate posterior probability density function of the source parameters for CH4 for (a) Gaussian source position prior, and (b) uniform source position prior. Eddy covariance tower A is the origin of the local coordinate system used in the modelling discussion.

Fig. 15. Example of CH4 and C2H2 perturbation response and correlation during one of the traverses 90 m from the gas source using the LGR.
The emission rate estimated for the standard flow rate was 5.9 g/min during both Transects 1 and 2, which is within about 2% of the actual flow as measured by the mass flow controller (i.e. 5.8 g/min). The estimates for the other flow rates were also generally in good agreement with the actual flow, although at the highest flow rate of 20 g/min, transects 8–10 underestimated the actual flow rate by approximately 12%.

3.2.6. Tracer technique using acetylene and canister measurements

Seven canisters were collected over the two days; five were collected downwind in the plumes (Canisters 1–6) with the other two from upwind to provide background concentration data (Canisters 3 and 7). Subsequent analyses of the samples in the laboratory showed that the concentrations in one of the plume samples (Canister 5) were too close to the background to quantify, probably because the plume moved during the sampling period. Hence this sample was not used in the emission rate calculations. The emission rates estimated for CH4 and CO2 based on the canister samples are shown in Table 7.

The emission rates estimated by the canister samples showed significantly higher deviation from the nominal rates compared to those calculated from the online analyses provided by the LGR instrument. For CH4, the estimates were between about 13 and 38% below the true emission rate. For CO2, agreement was better with estimates for Canisters 4 and 6 within 5% of the actual rate, although Canisters 1 and 2 showed higher variation. The overall average of the CO2 results was 106 g/min, which was reasonably close to the actual rate of 100 g/min.

Some of the higher uncertainty of the canister estimates compared to those derived from the continuous measurements can be attributed to analytical uncertainty associated with the FTIR measurements, especially for the tracer which was present at low concentrations. Most of the analytical uncertainty associated with the FTIR measurements, especially for the tracer which was present at low concentrations. Most of the analytical uncertainty associated with the FTIR measurements, especially for the tracer which was present at low concentrations. Most of the analytical uncertainty associated with the FTIR measurements, especially for the tracer which was present at low concentrations. Most of the analytical uncertainty associated with the FTIR measurements, especially for the tracer which was present at low concentrations.

3.2.7. Open-path FTIR spectrometer – WindTrax and tracer gas analysis

3.2.7.1. Standard CH4 flow rate

Data were collected by the OP-FTIR between 4 May and 6 June at the CH4 standard release rate (5.8 g/min) and over 4 days (9–12 June) at the lower CH4 release rate (5.0 g/min). Emission rates were retrieved from these data using 3 analysis techniques: bLS-Windtrax model, direct N2O tracer-gas technique, and Windtrax tracer-gas technique. At the standard release rate, the initial (blind) analysis returned emission estimates 17% and 14% higher than the actual release rate for the bLS-Windtrax model and direct N2O tracer-gas estimates, respectively.

As part of the final analysis several problems identified in these data were addressed. Both the emission estimate for CH4 and N2O and the variability in the estimates were noted to increase in the second part of the measurement campaign. From the N2O retrieval by WindTrax, the daily average N2O emission rate varied from 0.66 to 1.23 g/min for a nominal release rate of 1.1 g/min. On several days slow decreases in measured release rate (relative to the measured CH4 release rate) over the day (Supplementary information Fig. 14) or step changes (Supplementary information Fig. 15), coincident with interruptions or changes to the N2O or CH4 release rates, were also noted (Please see Supplementary information R6 for a full description).

To limit any compromise of the N2O emission estimates, additional data filters were imposed on the tracer-gas analysis (See Supplementary information R6 for discussion):

- Minimum wind speed was increased from 1.5 to 2 m/s
- The background levels for N2O measured at upwind measurement paths differed by < 0.6 ppb
- Increase in N2O mixing ratio above background levels > 8 ppb
- Any decrease in the N2O emission rate, retrieved by WindTrax model, within a day was < 0.1 g/min

Table 7

<table>
<thead>
<tr>
<th>Downwind Distance (m)</th>
<th>Canister 1</th>
<th>Canister 2</th>
<th>Canister 4</th>
<th>Canister 6</th>
</tr>
</thead>
<tbody>
<tr>
<td>Avg Wind Speed (m/s)</td>
<td>&lt; 5</td>
<td>10</td>
<td>40</td>
<td>40</td>
</tr>
<tr>
<td>Estimated Rate (g/min)</td>
<td>5.9 ± 0.30</td>
<td>5.9 ± 0.77</td>
<td>3.2 ± 0.17</td>
<td>2.9 ± 0.79</td>
</tr>
<tr>
<td>Actual Rate (g/min)</td>
<td>5.8</td>
<td>5.8</td>
<td>2.9</td>
<td>2.9</td>
</tr>
<tr>
<td>Difference (%)</td>
<td>1.9</td>
<td>2.5</td>
<td>9.7</td>
<td>9.7</td>
</tr>
</tbody>
</table>

Table 6

<table>
<thead>
<tr>
<th>Max CH4 Concentration (ppm)</th>
<th>Max C2H2 Concentration (ppm)</th>
<th>Downwind Distance (m)</th>
<th>Avg Wind Speed (m/s)</th>
<th>Estimated Rate (g/min)</th>
<th>Actual Rate (g/min)</th>
<th>Difference (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Transect 1 68.193</td>
<td>10.799</td>
<td>5 to 40</td>
<td>0.5</td>
<td>5.9 ± 0.30</td>
<td>5.8</td>
<td>1.9</td>
</tr>
<tr>
<td>Transect 2 78.357</td>
<td>12.596</td>
<td>5 to 40</td>
<td>1.1</td>
<td>5.9 ± 0.77</td>
<td>5.8</td>
<td>2.5</td>
</tr>
<tr>
<td>Transect 3 21.167</td>
<td>2.223</td>
<td>15</td>
<td>2.8</td>
<td>8.8 ± 0.43</td>
<td>8.7</td>
<td>0.7</td>
</tr>
<tr>
<td>Transect 4 25.447</td>
<td>2.414</td>
<td>15</td>
<td>2.7</td>
<td>8.7 ± 0.23</td>
<td>8.7</td>
<td>–0.2</td>
</tr>
<tr>
<td>Transect 5 19.460</td>
<td>1.927</td>
<td>40</td>
<td>1.9</td>
<td>15.7 ± 0.46</td>
<td>16.4</td>
<td>–4.5</td>
</tr>
<tr>
<td>Transect 6 12.648</td>
<td>0.682</td>
<td>40</td>
<td>1.8</td>
<td>15.4 ± 0.55</td>
<td>16.4</td>
<td>–6.2</td>
</tr>
<tr>
<td>Transect 7 7.434</td>
<td>0.398</td>
<td>40</td>
<td>1.3</td>
<td>17.8 ± 0.74</td>
<td>20.0</td>
<td>–10.8</td>
</tr>
<tr>
<td>Transect 8 1.298</td>
<td>0.064</td>
<td>90</td>
<td>2.7</td>
<td>17.4 ± 0.51</td>
<td>20.0</td>
<td>–12.8</td>
</tr>
<tr>
<td>Transect 9 0.415</td>
<td>0.020</td>
<td>200</td>
<td>4.5</td>
<td>17.2 ± 0.60</td>
<td>20.0</td>
<td>–13.9</td>
</tr>
<tr>
<td>Transect 10 1.595</td>
<td>0.076</td>
<td>90</td>
<td>5.3</td>
<td>17.2 ± 0.60</td>
<td>20.0</td>
<td>–13.9</td>
</tr>
</tbody>
</table>
With these filters in place, the number of days when an emission rate for N₂O tracer gas was retrieved from the WindTrax model was reduced to 16 days (4 May and 6 June 2015), compared with 27 days for CH₄, with a higher proportion of days excluded from the later measurement period. The average emission rate for the 16 days was 1.05 ± 0.16 g/min (n = 16), with the variability in the emission estimates increased towards the end of the 4 week measurement period (initial 11 days 1.06 ± 0.05 g/min (n = 8) and 1.05 ± 0.23 g/min for the final 11 days (n = 8)).

The estimated CH₄ release rate, and the variability in those estimates, derived from the three analysis methods (WindTrax, WindTrax-tracer and Direct Tracer-gas), increased over the 4 weeks of the measurements (Fig. 16). The CH₄ emission rate retrieved by WindTrax analysis, increased from 6.04 ± 0.29 g/min for the initial measurements (4–14 May) to 6.86 ± 0.75 g/min for the later period (19 May–6 June, release rate 5.8 g/min). While the emission rate estimated over the initial 10 days was 4.1% above the nominated release rate, the estimate for the final 10 days was 23.1% above the release rate, and the average emission estimate for the 4 weeks was 11.2% above the actual value (Table 7, Fig. 16). Using the tracer-gas to correct for errors in the model, the corresponding average CH₄ emission rate from the WindTrax-tracer-ratio was within 8.9% of the release rate for the initial 10 days and 13.1% for the final 10 days, while the direct tracer-ratio analysis returned corresponding emission estimates within 3.8% (initial 10 days) and 11.9% (final 10 days) of the release rate.

The updated results reported here (Tables 2 and 7) for the standard CH₄ flow rate are derived from measurements in the initial 10 days of the trial (4–14 May 2015), due to this high uncertainty in the estimated emissions during the latter part of the trial. Emission estimates for the full (4 May–6 June) and later (19 May–6 June) measurement periods are included in Table 7 for comparison.

The increase in the retrieved emission rate and corresponding increasing variability over the measurement period (release rate 5.8 g/min) is difficult to explain. Meteorological conditions were more favourable during the initial part of the measurements, with poor meteorological conditions (wind speeds between 1.5 and 2.5 m/s when gas was released) for 5% of the time, compared with 31% between 19 May and 6 June. The reported uncertainty in WindTrax retrieved emissions is typically 10% (Harper et al. 2010), with the variability in the emission rates retrieved by the WindTrax model noted to increase with increasing atmospheric stability. High emission estimates are also often associated with increasing atmospheric stability. However an analysis of the emission estimates with meteorological conditions indicate that wind speed, wind direction or differences between the measurement paths cannot account for the noted increase in emission estimates and uncertainties (See Supplementary information R6 for full analysis).

3.2.7.2. Decreased CH₄ flow rate. For the final 4 days of data collection, with a reduced CH₄ release rate (5.0 g/min; 9–12 June), the wind speed data filter was reduced to 1.5 m/s for the WindTrax based retrievals and 1.0 m/s for the direct tracer-gas retrievals to retain maximum data, as the stability of the retrieved N₂O emission estimates had improved.

The retrieved CH₄ emission rate from the WindTrax-tracer analysis was within 0.5% of the nominated release rate. The direct tracer-gas analysis resulted in a lower average emission rate, within 2.3% of the release rate. While the results from the WindTrax-tracer and direct-

![Fig. 16. Daily average CH₄ and N₂O emission estimates calculated from OP-FTIR mixing ratio data using WindTrax, WindTrax-tracer gas ratio and direct tracer-gas ratio analysis, when the CH₄ and N₂O were released at the standard rates (5.8 g/min and 1.1 g/min respectively). The CH₄ release rate was reduced to 5.0 g/min over 9–12 June. The error bars are 1 stdev of the average.](image-url)
tracer analysis were similar, the inclusion of data collected when the wind speed was 1–1.5 m/s resulted in greater uncertainty in the emission estimates from the direct tracer-gas analysis (Supplementary information Figs. S18 and S19). In contrast the CH$_4$ and N$_2$O emission rate retrieved from the WindTrax model was 30.5% and 31.3% respectively above the nominated release rate (Table 8, Supplementary information Fig. 19). The use of the tracer-gas in the analysis reduced the error in the emission estimates and also substantially reduced the variability in those estimates, from 9 and 10% for the CH$_4$ and N$_2$O WindTrax retrieved estimates respectively, to 2.8% for CH$_4$ for the WindTrax-tracer and 3.9% for the direct tracer-gas analysis (Supplementary information Fig. S18).

Again for the final 4 days of measurement the very high emission rates retrieved by the WindTrax model cannot be explained by differences in wind speed, direction or varying upwind measurement paths. A comparison of the emission estimates with wind speed indicated that while the variability in emission estimates increased with decreasing wind speed (Supplementary information Fig. S19 OP-FTIR 6), there was no indication that increased emission estimates was influenced by wind speeds. Similarly there was no evidence that increased estimates was associated with wind direction (Supplementary information Fig. S20) or the measurement path employed (Supplementary information Fig. 21).

### 3.2.7.3. CO$_2$ flow rate
Meaningful results for the analysis of the CO$_2$ data were only available at the high release rate (300 g/min, 9–12 June 2015). At this higher rate, the increase in CO$_2$ was only 3–6 ppm above a background that varied by 0.5–2 ppm. While the data showed high uncertainty, the average emission estimate of 298 ± 101 g/min (WindTrax-tracer analysis) was within ±1% of the actual release rate, while the WindTrax analysis returned an emission rate 25% greater than the release rate (Table 9; Supplementary information Fig. S22).

### 3.2.8. Gaussian plume fitting to mobile traverses
The LGR instrument on the (Husky) rover does not measure CO$_2$ but the Zebgas (Dynamet) sensor mounted on the rover provided concurrent CO$_2$ concentration data. During the run there were three passes that crossed the entire plume at about 90° to the wind direction. Emission rate estimates for CH$_4$ and CO$_2$ were calculated using these traverses. The measured CH$_4$ concentration for these three traverses and location of each traverse relative to the emission source is shown in Fig. 17. Similar profiles across each traverse were observed for CO$_2$ which was expected given the CO$_2$ and methane were released at the same location. However, there were some minor differences which reflect the differing responses of the two analysers and perhaps incomplete mixing of the CH$_4$ and CO$_2$ within the plume over the short downwind fetch. A slight temporal offset was observed between the two gas profiles due to the delayed response time of the LGR compared to the Zebgas (Dynamet) sensor (c.f. Figs. 8 and 9).

The three traverses were made at slightly different downwind distances between 13 and 16 m from the emission source. Note that although the emission rate was constant throughout the experiment, the CH$_4$ concentration varied significantly, which illustrates the short-term variability that typically occurs with plume measurements. This was especially the case in light winds such as those prevailing during these traverses (u ≪ 1.5 m/s). The plume data collected during the three traverses yielded CH$_4$ emission rates as shown Table 10.

The average estimated CH$_4$ and CO$_2$ emission fluxes were 10.2 and 459 g/min, respectively. However, there was substantial variation between the individual traverse results, and given that there were only 3 traverses, the 95% confidence intervals for each estimate were quite wide; 10.2 ± 7.4 g/min for CH$_4$ and 459 ± 153 g/min for CO$_2$. The actual release rates of methane and CO$_2$ were 20 g/min and 300 g/min respectively.

## 4. Conclusions and recommendations

The closest individual CH$_4$ rate estimate during the blind release experiment was within 2% of the actual release rate and was achieved using the acetylene tracer ratio technique. This quantification method also takes the least amount of time (i.e. a few hours) and does not require integrating the measurements with dispersion modelling. It appears to be highly suitable for obtaining an accurate measure of the emission for a single point in time, if the emission rate is relatively constant. If the emission rate varies significantly over time, then it would be necessary to make more frequent measurements to average temporal variations. Additionally, a tracer would need to be released continuously with the source while continuous downwind concentration measurements were made. Although this may be viable over shorter periods, it may not be practical over extended periods. For emission rates that vary over time (e.g. hour, daily, monthly), the other techniques deployed in this study appear suitable and can provide a good estimate of the average release rate.

The EC towers have the advantage of being completely solar powered and requiring very little maintenance or recalibration. They can be left for weeks unattended. EC data processing is the most laborious of all the techniques employed but optimised data filtering can provide a very accurate estimate of the release rate. The EC-FLS technique had one of the largest confidence interval ranges in its quantification estimate. This is due to a small sample set as towers C and D were installed later in the experiment and the coupling to the forward Lagrangian

### Table 8
Average CH$_4$ emission rate (± 1 stdev) retrieved from OP-FTIR mixing ratio collected over 4 weeks and analysed using WindTrax model, WindTrax + tracer gas, and direct tracer-gas techniques once the emission rate was known. Included is the WindTrax analysis for the N$_2$O emission rate.

<table>
<thead>
<tr>
<th>WindTrax</th>
<th>WT-Tracer</th>
<th>Direct tracer-gas</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>CH$_4$ (g/min ± 1 stdev)</td>
<td>N$_2$O (g/min ± 1 stdev)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Standard release rate 5.8 g/min CH$_4$ and 1.1 g/min N$_2$O</td>
<td></td>
<td></td>
</tr>
<tr>
<td>4-14 May 2015</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Average g/min</td>
<td>6.04 ± 0.29</td>
<td>1.06 ± 0.05</td>
</tr>
<tr>
<td>No. Days</td>
<td>13</td>
<td>8</td>
</tr>
<tr>
<td>19 May–6 June 2016</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Average g/min</td>
<td>6.86 ± 0.75</td>
<td>1.05 ± 0.23</td>
</tr>
<tr>
<td>No. Days</td>
<td>15</td>
<td>8</td>
</tr>
<tr>
<td>All: 4 May–6 June 2015</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Average g/min</td>
<td>6.48 ± 0.71</td>
<td>1.05 ± 0.16</td>
</tr>
<tr>
<td>No. Days</td>
<td>28</td>
<td>16</td>
</tr>
<tr>
<td>Low release rate 5.0 g/min CH$_4$ and 1.1 g/min N$_2$O (9–12 June 2015)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Average g/min</td>
<td>6.53 ± 0.56</td>
<td>1.44 ± 0.16</td>
</tr>
<tr>
<td>No. Days</td>
<td>4</td>
<td>4</td>
</tr>
</tbody>
</table>
Table 9

<table>
<thead>
<tr>
<th>Date</th>
<th>CO₂ emissions (g/min ± 1 stdev) WindTrax</th>
<th>CO₂ emissions (g/min ± 1 stdev) WindTrax-tracer gas</th>
</tr>
</thead>
<tbody>
<tr>
<td>9 June</td>
<td>447 ± 135</td>
<td>373 ± 70</td>
</tr>
<tr>
<td>10 June</td>
<td>257 ± 99</td>
<td>198 ± 51</td>
</tr>
<tr>
<td>11 June</td>
<td>473 ± 236</td>
<td>299 ± 54</td>
</tr>
<tr>
<td>12 June</td>
<td>278 ± 24</td>
<td>233 ± 23</td>
</tr>
<tr>
<td>9-12 June</td>
<td>376 ± 153</td>
<td>298 ± 101</td>
</tr>
</tbody>
</table>

Table 10

<table>
<thead>
<tr>
<th>Traverse</th>
<th>Downwind distance (m)</th>
<th>Average wind speed (m/s)</th>
<th>Maximum concentration perturbation (ppm)</th>
<th>Estimated emission rate (g/min) CH₄ (LGR)</th>
<th>Estimated emission rate (g/min) CO₂ (Dynamet)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>13</td>
<td>1.3</td>
<td>10.6</td>
<td>306</td>
<td>4.7</td>
</tr>
<tr>
<td>2</td>
<td>14.5</td>
<td>1.2</td>
<td>13.0</td>
<td>245</td>
<td>8.3</td>
</tr>
<tr>
<td>3</td>
<td>16</td>
<td>1.1</td>
<td>30.8</td>
<td>367</td>
<td>17.4</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Average</td>
<td>10.2</td>
<td>608</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Actual rate</td>
<td>20.0</td>
<td>459</td>
</tr>
</tbody>
</table>

Fig. 17. Location and concentration of the methane plume measured with the LGR instrument during Husky runs. The peak of the traverses does not align with the wind direction due to the delayed rise time of the LGR instrument.

Despite the seemingly scattered nature of the raw Boreal laser data, the data processing steps adopted in this study provided a useful dataset for the Bayesian inversions and could be used to derive a good estimate of the release rate. It appears data collected from continuous measurements over the course of a day provide better rate estimates than do data from fewer but higher perturbation measurements. In contrast, too few perturbations above the background over the course of a day, and especially if limited to only one path, led to low emission estimates. Good practice would be to remove these low data periods from emission rate determinations.

Once the known emission rate was revealed, all techniques showed capability of producing accurate emission rates within 10% for the actual methane release rate. Improved plume modelling would decrease the uncertainty of many of the estimates. The results from this experiment highlight that which technique is best could depend on the situation, time allowed, and resources available. The study also illustrates the power of measuring the emission rate using multiple simultaneous methods and obtaining an ensemble median or mean. In the absence of any knowledge about a methane leak of critical importance, it is recommended that a minimum of three techniques be applied simultaneously and the results reported as the ensemble median and the uncertainty stated as the range of the method means.

It is worth re-emphasising that the techniques deployed for quantification of leakage in this study (i.e. once the location of a leak has
been identified) are unlikely to be effective for leak detection and localisation over large areas. That is a different challenge. UAVs equipped with higher precision and faster sensors than used in this study offer the potential to cover the large areas used for geological storage projects (1–10 km²) and detect isolated point sources of unusually elevated concentrations of CO₂ during normally well-mixed atmospheric day-time conditions. Being about to fly relatively slowly and have sensors within meters of the ground surface provides the ability for UAVs to detect much smaller leaks than would be possible using aircraft and satellite remote sensing techniques (Poppa, 2014) or using a fixed high-precision atmospheric monitoring station (Wilson et al., 2014). Any leakage from geological storage sites is likely to be highly localised (Feitz et al., 2014b) making mobile sensors an ideal platform for leakage detection. Detection of methane leaks is easier due to the lower atmospheric background concentration.

A hyperspectral imager’s capacity to image the CH₄ release from 100 m, and a Boreal CH₄ laser sensor’s ability to track moving targets suggest the future possibility to map gas plumes using a single laser and mobile aerial reflector. The Wissen CH₄ sensor in the Zebgas costs 10⁵ times less than a LGR and is a fraction of its weight. While not equivalent in terms of performance, the sensitivity of miniaturised sensors is improving rapidly offering considerable potential for mobile applications, including automating gas monitoring and leak detection with mobile platforms such as ground robots or UAVs.
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