2015

Perovskite titanium nitride oxides and vanadium phosphates: synthesis and characterization

Spencer Hampton Porter

University of Wollongong
UNIVERSITY OF WOLLONGONG

COPYRIGHT WARNING

You may print or download ONE copy of this document for the purpose of your own research or study. The University does not authorise you to copy, communicate or otherwise make available electronically to any other person any copyright material contained on this site. You are reminded of the following:

Copyright owners are entitled to take legal action against persons who infringe their copyright. A reproduction of material that is protected by copyright may be a copyright infringement. A court may impose penalties and award damages in relation to offences and infringements relating to copyright material. Higher penalties may apply, and higher damages may be awarded, for offences and infringements involving the conversion of material into digital or electronic form.
Perovskite Titanium Nitride Oxides and Vanadium Phosphates: Synthesis and Characterization

Spencer Hampton Porter, M.S.

Presented as part of the requirements for the conferral of the degree:

Doctor of Philosophy

Institute for Superconducting and Electronic Materials
Australian Institute for Innovative Materials
University of Wollongong

2015

Thesis Committee
Dr. Zhenguo Huang, Co-advisor
Dr. Shi Xue Dou, Co-advisor
Dr. Young-Il Kim, Yeungnam University
Dr. Graham King, Los Alamos National Laboratory
Copyright

Spencer Porter
2015
Abstract

The synthesis, crystal structures, ordering, magnetic, optical, water oxidizing, and electronic properties of \( RTiNO_2 \) (\( R = \text{La} - \text{Nd} \)) have been investigated. Neutron powder diffraction indicates that CeTiNO\(_2\) and PrTiNO\(_2\) crystallize with orthorhombic \( Pnma \) symmetry (Ce: \( a = 5.5580(5), b = 7.8369(7), \) and \( c = 5.5830(4) \) Å; Pr: \( a = 5.5468(5), b = 7.8142(5), \) and \( c = 5.5514(5) \) Å) as a result of \( a^-b^+a^- \) tilting of the titanium octahedra. Careful examination of the NPD data, confirms the absence of long range anion order in both compounds, while apparent superstructure reflections seen in transmission electron microscopy provide evidence for short range anion order. Inverse susceptibility plots reveal that the \( RTiNO_2 \) (\( R = \text{Ce}, \text{Pr}, \) and \( \text{Nd} \)) compounds are paramagnetic with Weiss constants that vary from \(-28\) to \(-42\) K. Effective magnetic moments for \( RTiNO_2 \) (\( R = \text{Ce}, \text{Pr}, \) and \( \text{Nd} \)) are 2.43 \( \mu B \), 3.63 \( \mu B \), and 3.47 \( \mu B \), respectively, in line with values expected for free rare-earth ions. Deviations from Curie-Weiss behavior at low temperatures are driven by magnetic anisotropy, spin-orbit coupling, and crystal field effects. CeTiNO\(_2\), PrTiNO\(_2\), and NdTiNO\(_2\) have band gaps that fall in the range of 2.0 – 2.1 eV, very similar to LaTiNO\(_2\), which enables them to absorb a significant fraction of the visible spectrum. Photocatalytic oxygen evolution studies under visible light irradiation in the presence of a sacrificial electron acceptor (Ag\(^+\)) show that the activity of NdTiNO\(_2\) (16 \( \mu \text{mol/g/h} \)) is comparable to that of LaTiNO\(_2\) (17 \( \mu \text{mol/g/h} \)), while PrTiNO\(_2\) (11 \( \mu \text{mol/g/h} \)) and CeTiNO\(_2\) (5 \( \mu \text{mol/g/h} \)) have activities that are only 65% and 30% that of LaTiNO\(_2\). X-ray photoelectron spectroscopy measurements reveal the presence of partially occupied f-orbital states that lie in the band gap for CeTiNO\(_2\), and near the valence band maximum for PrTiNO\(_2\). As evidenced by time resolved infrared kinetic decay, these
localized f-orbital states act as electron-hole recombination centers that inhibit the photocatalytic activities of both compounds. NdTiNO$_2$, where the f-orbital energies fall below the valence band maximum, does not suffer from this effect. The synthesis, crystal structures, ordering, magnetic, and optical properties of $A_3V_4(PO_4)_6$ ($A =$ Mg, Mn, Fe, Co, and Ni) have also been explored. Combined synchrotron and neutron powder diffraction indicates that $A_3V_4(PO_4)_6$ ($A =$ Mg, Mn, Fe, Co, and Ni) crystallize with triclinic $P\bar{1}$ symmetry. Lattice parameters expand as expected with successive ionic radii increases, and cation disorder scales as $A$- and $B$-site ionic radii converge. DC magnetic susceptibility measurements suggest that all compounds with $A =$ transition metal are antiferromagnetic and have complex magnetic structures. Effective magnetic moments for $A_3V_4(PO_4)_6$ ($A =$ Mg, Mn, Fe, Co, and Ni) are 5.16 $\mu$B, 11.04 $\mu$B, 10.08 $\mu$B, 9.76 $\mu$B, and 7.96 $\mu$B, respectively, in line with calculated values for high spin transition metal ions. $d$-$d$ transitions drive the colors of the compounds which are sequentially light lime green, brown, brown, green, and tan.
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1

Introduction

Full understanding of this subject material will be addressed by compartmentalizing this thesis into smaller, bite-size pieces. There are two primary research thrusts: perovskite nitride oxides of the form $RTiNO_2$ where $R = \text{La} - \text{Nd}$ and quaternary vanadium (III) phosphates in the form $A_3V_4(PO_4)_6$ where $A = \text{Mg, Mn, Fe, Co, and Ni}$. First, the perovskite nitride oxides are presented. The conditions required to create a perovskite are followed by the historical context for them. The concepts familiar to the study of perovskites are introduced, such as tolerance, tilting, distortion, and pseudosymmetry. This segues into the design and birth of the nitride oxide perovskite class via aliovalent substitution on the oxide lattice. Anion ordering of this mixed anion system is addressed and so are the implications beyond synthesis (applications). Second, the quaternary vanadium (III) phosphates are laid out. The historical uses and applications of V-P-O containing compounds are bracketed by discussions about pigments, batteries, and magnetism. The justification for exploration within this system is presented. Lastly, the above mentioned compounds are prepared for the first time and are (almost) completely uncharacterized. A substantial number of instrumental techniques are employed and the generated data must be understood to identify the physical properties of these compounds.
1.1 Perovskite Nitride Oxides

1.1.1 History and Background

1.1.1.1 What is a Perovskite?

In a perfect perovskite example, $ABX_3$, the A-site is a cube octahedron (twelve coordinate), the B-site is an octahedron (six coordinate) and the X-site is (distorted) six coordinate. Because of this convention, the cation that is larger in size is typically designated as the A-site cation. The octahedra are corner sharing and extend in every direction throughout three dimensional (3D) space. The A-site cations rest in the center of the cavities that remain within this structural motif. The structure is crystallographically cubic and is commonly depicted in two ways: with the A-site cations at the corners of the cube and the B-site octahedron centered in the middle or vice versa (Figure 1.1).

![Figure 1.1: Origin choices for a simple $ABX_3$ perovskite - A cations (purple), B cations (tan), and X anions (red). B-site at (0,0,0)(left) and A-site at (0,0,0)(right).](image)

1.1.1.2 Historical Context

$\text{CaTiO}_3$ as a mineral was originally named after L. Perovski, for which the entire class has been named. The perovskite class of compounds is abundant, and the structure type has been made to include elements that span the entire periodic table. The
structural requirements are complex enough to allow for diversity in creation but simple enough to be thermodynamically stable. This attribute results in reported properties in this class of compounds that are just as varied as the elements contained within. Dielectrics, ferroelectrics, magnetism, superconductivity, metals, half-metals, multiferroics, semiconductors, and insulators are just some of the examples that have all been demonstrated using the perovskite structure as a template. There are several exhaustive and encyclopedic reviews on the compounds that lie within the perovskite structural class. Further pursuit of this general topic is left to the reader.

1.1.1.3 Goldschmidt’s Tolerance Factor

The first description of the tolerance factor, \( \tau \), for perovskite was given by Victor Goldschmidt in 1926. \( \text{[5]} \) It is an indicator for the stability and distortion of a crystal structure. Comparing the ionic radii of the elements within the compound, \( \text{[1.1]} \), this metric can be helpful in determining the possible existence of a perovskite phase and also in determining if the compounds may have distortions in the form of octahedral tilting.

\[
\tau = \left( r_a + r_x \right) / \left( \sqrt{2} \times \left( r_b + r_x \right) \right)
\] (1.1)

where \( r_a \), \( r_b \), and \( r_x \) are the ionic radii of a 12-coordinate \( A \) cation, 6-coordinate \( B \) cation, and a 6-coordinate \( X \) anion, respectively. Weighted averages are used accordingly. Values of \( \tau \) indicate how well the \( A \)-cation fits into the \( BX_6 \) network. A value of one is ideal, less than one means the (larger) \( A \)-cation is too small, and greater than one means that the \( A \)-cation is too big. The typical stability regime to stabilize perovskite-related structures, \( ABX_3 \), ranges from about 0.71 – 1.1. When \( \tau \) is less than 0.71 the \( A \)- and \( B \)-site cations have sizes that are too similar. Structures like ilmenite are prone to form. As \( \tau \) increases form there, perovskite-related rhombohedral structures begin to dominate (0.71 – 0.85). When \( \tau \) is > 0.85, enough cation size discrepancy exists to stabilize the orthrhombic-related perovskite structure type, although it is usually distorted. \( \text{[6]} \) From 0.85 – 0.97 the size contrast between the \( A \)-site and the \( B \)-site cations grows but still allows fluxionality in tilting of the corner connected octahedral network. When \( \tau \) is 0.97 – 1.03, the fit results in a cubic perovskite. Notably, when \( \tau \) grows to 1.03 – 1.1, the \( A \)-site cation becomes too big to fit into the interstitial cavities of the corner-connected octahedral network and tetragonal (\( e.g. \) BaTiO\(_3\)) or hexagonal
cells begin to dominate. When \( \tau \) is ideal, the resulting bond angle \((B-X-B)\) between octahedra is 180 degrees. Deviation from this results in the distortion of the corner-connected octahedral manifold. As \( \tau \) decreases in value from ideal, the octahedra begin to synergistically tilt to optimize the bond distances between all coordinating ligands at both the \( A \)- and \( B \)-site. The cage of octahedra effectively clamps down upon the \( A \)-site cation.

1.1.1.4 Type of Tilting and Pseudosymmetry

When the octahedra tilt to better accommodate the size of the \( A \)-site cation these tilts can be ordered systematically down an axis, as in- or out-of-phase. Sequential octahedra down a given axis can be rotated in the same direction (in-phase) or in the opposite direction (out-of-phase) (Figure 1.2). These tilting designations can be different for each axis (but not within an axis), as can the magnitude of the tilting. A convention for indicating these types of distortions has been created by Glazer: \( p^x q^y r^z \). The positions of \( p, q, \) and \( r \) are used to indicate the magnitude of the tilting down the \( a, b, \) and \( c \)-axes. If the tilts down two axes are identical the letter assigned to the two axes would be the same. In the superscripts, the position \( x, y, \) and \( z \) are used to signal the tilting type down that axis where “0” is for no tilts, “+” is for in-phase, and “−” is for out-of-phase. For example, perovskites with the space group \( I m m a \) correspond to \( b^- a^0 b^- \). There are two out-of-phase tilts of equal magnitude that can be viewed down the \( a \)- and \( c \)-axes. The various different combinations of the directions and magnitudes of these tilts have already been initially compiled, studied thoroughly, and adapted for various applications such as ferroelectric distortions or anion ordering.

The compounds in this work (described below) require an orthorhombic designation, \( Pnma \), which is also the most prevalent perovskite lattice type, to represent the unit cell. There are many ways to create an orthorhombic unit cell, but in this case, it can be related to the initial cubic primitive cell, where \( a_p \sim 4.0 \, \text{Å} \), by an expansion to: \( \sqrt{2} a_p \times 2 a_p \times \sqrt{2} a_p \). The corners of the connected network of octahedra are oriented along the \( a-c \) plane face diagonals in this layout (Figure 1.3). This space group corresponds to a tilting of \( b^- a^+ b^- \).

Superstructures can arise from clamping of the cage of corner-sharing \( B \)-site octahedra, which results from the need for the structure to accommodate the varied size of...
Figure 1.2: Tilting in perovskites - In-phase tilting in \(a^0a^0c^+\) \(P4/mmb\) (left) and out-of-phase tilting in \(a^0a^0c^-\) \(I4/mcm\) (right).

the \(A\)-site cation. For a perovskite where the size of the \(A\)-site cation adequately fills the cage, there is little buckling of the cages, so the \(B\)-\(X\)-\(B\) angles are 180 degrees and the space group \(Pm\bar{3}m\) is assigned. As the cation size decreases in the cage, it bends and distorts to optimize bond distances, which lowers the symmetry of the space group assignment. This changes the space group assignment, which, in turn, can result in the growth of very subtle peaks in X-ray diffraction patterns (XRD). These peaks represent new reflection conditions associated with symmetry changes arising from the tilting of the octahedra which also requires re-specification of the lattice parameters. The new lattice parameters are often multiples of the initial unit cell, \(\#a_p\), or a multiple of the face diagonal, \(\#\sqrt{2}a_p\), where \(\#\) is an integer. Auto indexing programs for the structure solution or Rietveld refinement of X-ray diffraction powder data on perovskites historically perform quite poorly. To combat this, a methodology for assignment of a space group has been laid out in these systems for oxide single and double perovskites.

\[(13)\]
Figure 1.3: Origin choices for a $Pnma$ $ABX_3$ perovskite - $A$ cations (purple), $B$ cations (tan), and $X$ anions (red). B-site at $\sim (\frac{1}{2}, 0, 0)$. 
1.1.1.5 Baur’s Distortion Index

Up until the 1940s, the bonding environment about a polyhedron was thought to be rigid and fixed for a given AX\textsubscript{n} example. \[(14)\] Over time, this view changed as empirical evidence began to pile up. Bond data for a catalogue of geometric atomic polyhedra were compiled and analysed for parity by W. H. Baur, and the outpouring of this work is his distortion index, \(D\). This is represented by the compilation of the variability of the bond lengths about a given central atom of a polyhedron.

\[
D = \frac{1}{n} \sum_{i=1}^{n} \frac{|l_i - l_{avg}|}{l_{avg}} \tag{1.2}
\]

where \(l_i\) is distance from the central atom to the \(i^{th}\) coordinating atom and \(l_{avg}\) is the average bond length. A perfect polyhedron has a distortion index of 0. Deviation from this initial value indicates increasing levels of irregularity. This information can help to give information on the relative stability of the environment about a given site or how well the bonding is optimized for a given coordination. Polyhedra that are severely over-bonded in one part of the coordination environment and also under-bonded in another portion are also indicated by this index. This technique can be applied to any type of polyhedron. In the solid state, the most commonly occurring shapes are the octahedron and the tetrahedron, and therefore they will be the focus of our studies here, to be discussed later (1.2.1.1). Perovskites varying from perfect to heavily distorted have distortion indexes that vary from 0 – 5%. \[(15)\]

1.1.2 Aliovalent Substitution: From Oxides to Nitride Oxides

Chemical control of electronic band structure has been demonstrated extensively through cation manipulation. The effects of this have implications in the physical properties of materials, enabling contributions including, but not limited to, the fields of phosphors,\textsuperscript{(16)} giant magnetoresistance,\textsuperscript{(17)} p– and n-type semiconductors,\textsuperscript{(18, 19, 20)} superconductivity,\textsuperscript{(21)} dielectrics,\textsuperscript{(22, 23)} and photocatalysts.\textsuperscript{(24)} Across the entire spectrum of material applications listed above, perovskite is a structure type that can be found in all of them. Perovskites, though varied across the entire periodic table for the cations, are mostly oxide-based when anions are considered. Along a similar vein to cation doping, is the notion of anion doping: the replacement of oxygen in the lattice with another charge-negative ion, nitrogen for example. Doing so introduces a class of
compounds called nitride oxides (also called oxynitrides or oxide nitrides). Relative to simple perovskites, \( ABX_3 \), there are two whole number substitutions of nitrogen for oxygen that can be made: a single replacement, \(-\text{NO}_2\), and a double, \(-\text{N}_2\text{O}\). Greater complexity is added when cations of variable oxidation state are used. Inquiry into anion doping, specifically via nitrogen-based substitution occurred as early as 1970.[25] These early examples of oxynitrides were comprised mainly of silicon.[26] Compounds synthesized later, in 1986, were the first examples of perovskite oxynitrides, referring to the structure and the anions present.[27] The basis for this research was to start with \( \text{NaTaO}_3 \), a known perovskite, and implement aliovalent replacement simultaneously on both the cation and anion sites. This same concept can be applied to the \( \text{SrTiO}_3 \) starting material, and the substitution process is represented pictorially in Figure 1.4, which has titanium on the \( B \)-site, strontium on the \( A \)-site and oxygen (and later nitrogen) on the \( X \)-site. By replacing either the \( A \) or \( B \) cation with an atom that has a more positive oxidation state, nitrogen can be added to charge compensate. To maintain the structure, similar chemistry and ion size should be selected. Further consideration should be made in selecting a cation that is stable under reducing conditions, because nitrogen is added by decomposition of ammonia at elevated temperatures. The alkaline earth \( (AE) \) elements are a good starting place, with calcium, strontium, and barium being front runners after size considerations are made. Rare earths \( (R) \) also are stable versus reducing atmospheres. Cations with noble gas configurations or filled valence shells should be paired with each other to limit reduction to lower valencies. Reillustrated, \( AE^{+2} \rightarrow R^{+3} \) and \( O^{-2} \rightarrow N^{-3} \). The result is \( R\text{TiNO}_2 \). Mental exercises and ideation such as this are how new classes of materials are expanded and, in this case, how new perovskite nitride oxides are added to the library of existing compounds! Nonetheless a list of the known nitride oxide perovskites reported in the literature \([28, 29, 30, 31]\) is valuable for reference (Table 2.1).

1.1.3 Anion Order

Structural characterization of these compounds provides information that will allow a deeper understanding of the material properties of this class. For instance, anion stoichiometry can influence the local symmetry of the metal octahedra, affecting the polarity and dielectric permittivity. There are three length scales that anion ordering can occur at: short, medium, and long. Going from oxides to nitrides, a full spectrum
Figure 1.4: Aliovalent substitution of nitrogen on the oxide lattice of SrTiO$_3$ (top) - nitride oxide formed (bottom).

<table>
<thead>
<tr>
<th>A-site</th>
<th>Ca</th>
<th>Sr</th>
<th>Ba</th>
<th>La</th>
<th>Ce</th>
<th>Pr</th>
<th>Nd</th>
<th>Sm</th>
<th>Eu</th>
<th>Gd</th>
<th>Dy</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ti</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Zr</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>V</td>
<td>✓</td>
<td>NS</td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Nb</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>NS</td>
<td>NS</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ta</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td></td>
</tr>
<tr>
<td>Mo</td>
<td>✓</td>
<td>NS</td>
<td>NS</td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>W</td>
<td>✓</td>
<td>NS</td>
<td>NS</td>
<td>NS</td>
<td>NS</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 1.1: Library of existing simple perovskite nitride oxides, $AB$(O,N)$_3$, that have been synthesized and structurally characterized (check mark) compounds, as well as ones that are non-stoichiometric (NS), are presented in this work (TW).
of aliovalent substitutions can occur at the octahedron to impart short range order (Figure 1.5). Only half of the substitutions need to be shown. The other half is just mirrored, i.e. the $MO_4N_2$ octahedron has identical anion ordering classifications as the one with $MN_4O_2$ ordering. For these aforementioned octahedral configurations, there are three possible anion configurations: cis, trans, and disordered. In an attempt to find out which of these orderings are most favorable, geometry optimization calculations have shown the cis conformation to be the most thermodynamically stable product for BaTaO$_2$N.$^3$[32]

![Figure 1.5: Mixed anion configurations about an octahedron - Increasing substitution going from left to right.](image)

The implications of local anion order can have an effect on the assigned space group of a system if it extends coherently enough to long ranges. Long-range anion order cannot be represented in the simple cubic perovskite unit cell ($Pm\bar{3}m$) due to symmetry restrictions. This effectively lowers the crystallographic symmetry of the cell. A supercell with this disorder incorporated generates results that better reflect
those given for the optical properties of bulk powders.[(33)] The order/disorder of the anions can therefore determine the symmetry and space group assignment of a given compound. If a nitride oxide system is completely disordered in terms of the long range (short range order still possible), then the space group assignment is dominated only by tilting arguments (ordering arguments are averaged out). The compounds presented in this work are believed to be \textit{Pnma} tilted, but what would happen to the space group symmetry if the anions were locally and long-range ordered? Luckily, this has already been worked out for \textit{Pnma} (Figure 1.6) and other common tilt systems. [(12)]

Aside from the cis, trans, and disordered arrangements of the anions, there is another consideration for the ordering: relativity to tilting. To best describe the arrangement in the unit cell then, the ordering is benchmarked versus the tilting axes, and if necessary a coordinate axis.

![Figure 1.6: Classification of the space group imposed by -X$_2$Y anion ordering types in \textit{Pnma} perovskites - 5 possible space groups.](image)

The intermediate case, medium range order, was first reported by Fuertes et al. [(34)] and is best described as two dimensional (2D)-cis partial order. It is driven by the corner connectivity of the locally ordered cis-coordinated octahedron. The cis-arrangement of anions on an octahedron influences the anion orientation of the octahedra coordinated/connected to it and is best visualized by a 2D depiction (Figure 1.7) of the perovskite. If a line is imagined between the cis coordinated anions in the 2D example, the orientation of this line at the adjacent octahedron is either a continuation of the line or an orthogonal change in direction. The short-range order dictates the medium range order interactions, which, in turn, are similar to a random walk and have been likened to quasi-order. This 2D order is not readily observed on the long
range, but anion occupancies from neutron powder diffraction (NPD) can give some indication of its occurrence.

Figure 1.7: 2D cis order on the equatorial perovskite anion square net plane - Adjacent octahedra have cis-related connections (left), which impart a random walk-like medium range order in the crystal structure (right). The cis-driven medium range ordering mechanism can also extend out of the 2D plane to include the axial anions but they are not included for clarity.

Perovskite oxide nitrides from the literature have been reported as being ordered, (35, 36) partially ordered, (32, 34, 37) and completely disordered models. (36, 38) Chronologically, the nitride oxides were initially reported as being fully ordered by NPD studies. This caused a stir in the scientific community, because polar compounds have applications as ferroelectrics. Subsequent studies, however, have rebutted that statement. Side note: Fully ordered nitride oxide analogues do exist for the perovskite-related Ruddlesden-Popper phases, which is driven by the extra AO2 layer. (39) Further investigation of anion ordering in the perovskite class has concluded that full ordering is unlikely, with partial order or disorder thermodynamically favorable. To probe the extent and length scales of ordering, a variety of techniques are used, typically transmission electron microscopy/electron diffraction (TEM/ED) and neutron powder diffraction (NPD). Recently, it was determined that PrTaN2O and CeTaN2O show a slight preference for ordering, based on NPD work. (40) These compounds are
solved in the \textit{Pnma} space group, which has two anion related Wyckoff positions. The dominant anion species (N, in this case) has a preference for the site of higher multiplicity. In the SrTaO$_2$N case, oxygen favours the 8d site by 75\% to 25\% nitrogen, while on the 4c site the ratio is 50:50 (preserving stoichiometry). Conversely, for the RTaN$_2$O compounds where nitrogen is the dominant anion species, the nitrogen is disproportionately represented on the 8d site, with the 4c site balanced. These perturbations are not far from a fully disordered system where each site would be $\frac{2}{3} : \frac{1}{3}$. Because x-rays are insensitive to the comparison between oxide and nitride anions, NPD is employed to resolve between the two. In the case of the RTiNO$_2$ ($R = \text{Ce, Pr}$) class studied here, it will be necessary to have the compounds examined by NPD and TEM. Once they are ready, these compounds will undergo that same treatment and allow for a determination of ordering.

\subsection*{1.1.4 Applications and Photocatalysis}

Analytical methods for this class of compounds, while still straightforward, are not without their challenges. In fact, difficult property diagnosis is one of the things preventing rapid development in the nitride oxide field. For example, the most common synthetic technique employed for the creation of nitride oxides is a solid state method. This approach suffers from poor sintering, [41] charging at grain boundaries,[42] and single crystal growth difficulties. [43] These problems must be overcome to enable further applications. Until then, bulk characterization will foster an increased understanding of the electronic band structure and material properties of the compounds studied and may provide an impetus to achieve integrated devices and advanced materials. Property characterization for these structures is an ongoing process, with reports including, but not limited to, superconductivity,[44] dielectrics,[45, 46] and luminescence.[47] Perhaps the most famous commercial nod towards oxynitrdes, and also one that attempts to control the non-constant nitrogen/oxygen stoichiometry by cation doping, has been by Jansen et al. [48] Non-toxic, chemically inert pigments are made from solid solution (Ca,La)Ta(O,N)$_3$, yielding brilliantly coloured compounds from red to yellow and every shade in between.

\textbf{Photocatalysis}

The first peak oil scare in the 1970s prompted a massive research effort to produce
new renewable and alternative energy generation schemes, water splitting being one of them. To be commercially competitive this process requires proper conduction and valence band placement, efficient charge separation, photostability, high surface area, and low cost. The photocatalytic champion of that first generation of research into photocatalytic water splitting was modified NaTaO$_3$. [(49, 50)] Because this compound was a wide-band-gap semiconductor it did not efficiently utilize the sun’s energy (only in the ultraviolet (UV) region, band gap ($E_g > 3.0$ eV)). Additional innovation was necessary. The current generation of water splitting compounds have been centered around exploration and utilization of nitride oxides. A thorough walkthrough of the fundamentals of water splitting and photocatalytic design in nitride oxides is provided in Appendix 4.5. These compounds satisfy many of the above criteria required for a commercially competitive process. They have reduced band gaps ($E_g < 3.0$ eV) which utilize more of the solar spectrum, due to the addition of the less electronegative nitride anion at the valence band maximum. Nitride oxide compounds also have stability in a variety of media, including harsh ones (concentrated acid and alkaline solutions). The compounds used to drive photocatalysis, although not especially common, are not exceedingly rare and, if costly, can be used sparingly. Furthermore the preparation techniques are not overly complicated or drawn out, which should minimize manufacturing costs. The remaining design goals can be engineered: band positions can be controlled by proper selection of elements in the system, charge separation can be controlled by addition of co-catalysts, and surface area can be controlled by preparation technique. $AE$TaO$_2$N has been demonstrated to have the ability to evolve hydrogen, but these nitride oxide compounds do not evolve oxygen. [(51)] To combat this, a process similar to photosynthesis, called a Z-scheme, where the water reduction and oxidation half reactions are achieved by separate catalysts and mediated with a redox couple, has been employed with varied success. [(52)] Recent progress in the water oxidation half reaction for LaTiNO$_2$ with a CoO$_x$ co-catalyst has yielded the best in class results. [(53)] The small band gap (2.0 eV) includes a significant region of the visible spectrum and is an improvement over the band gaps of other common oxide water oxidation photocatalysts, BiVO$_4$ and WO$_3$, which have band gaps near 2.5 eV. LaTiNO$_2$ also has high carrier lifetimes and good photoconductivity, which provides adequate time for migration of the carriers to the surface of the photocatalyst where chemistry can occur. [(54)] This progress moves the benchmark forward, but still leaves
LaTiNO\(_2\) is part of a class of nitride oxide perovskites, \(RTiNO_2\) (\(R = Ln\), where \(Ln\) in a lanthanoid). Within this class, Ce – Nd have already been reported as existing, but no reports exist detailing their photocatalytic properties. Given the level of interest in nitride oxide perovskites as photocatalysts and the reported high activity of LaTiNO\(_2\) as a water oxidation photocatalyst, these compounds’ water oxidation properties should be investigated, accompanied by explanations for their observed properties.

1.1.5 Scope of the Perovskite Nitride Oxide Class, \(RTiNO_2\) (\(R = La – Nd\))

The rationale for choosing further study of this class of compounds was that it had been partially characterized in the literature previously, \(\text{[55]}\) and there was speculation that additional compounds may exist, \(\text{[30]}\) and with initial evidence for their existence already presented. \(\text{[56]}\) The nitride oxide class of compounds were first conceived and subsequently synthesized in the late 1970s and early 1980s. They have not yet found widespread use in commercial applications, however. Some of the nitride oxides have been proposed to be good visible light driven photocatalysts (see above). This forms the initial basis for this work, with the additional objective of full characterization of the compounds. The hope is that this may lead to some coveted properties. Diffraction techniques will elucidate the atomic structure, UV-visible diffuse reflectance will reveal the optical properties, X-ray photoelectron spectroscopy (XPS) will deliver electronic information about the valence band, magnetic measurements will provide the spin interactions between the unpaired f-electrons, and the photocatalytic properties will be examined by in situ gas chromatography (GC) measurements. The aim is to provide a wealth of information on the capabilities and properties of these compounds. Because a chemical series is being examined (La → Nd), it will also allow for the ability to investigate the changes in the compounds as f-electrons are added to the system. This will drive conclusions on the overall periodic trends that are observed. The results presented in the literature currently afford some questions that will be addressed by this work. LaTiNO\(_2\) is the best-in-class water oxidation photocatalyst. The oxidation state of most of the lanthanoids is +3, which means that the La site can be swapped interchangeably for a different cation in that series. The ionic radii for \(Z > 57\) (La) decreases gradually and is finely graduated. Is it possible to identify structural tolerance
regions where certain phase modifications dominate? Substitution of other lanthanoids on the La site also opens up the question of what happens to the photocatalytic rates when the f-electrons are added into the system. Furthermore, f-f transitions are spin forbidden, but nevertheless common in similar oxide studies. \(157\) Does this play a role in the photocatalysis rates since a competing process is introduced (radiative decay)? Structurally, some doubt still remains in the literature regarding the ordering of the anions in the nitride oxide systems. While density functional theory (DFT) calculations seem to indicate the existence of short-range order, \(158\) evidence for long-range order has been lacking. This knowledge gap can be filled with a neutron diffraction study paired with experimental TEM and modeling. Also, there are very few magnetic studies on nitride oxide compounds.\(159, 60, 61\) Rare-earth-containing A-site perovskite oxides have been studied, however. They exhibit some interesting structure-magnetism relations. \(62\) Will substitution of nitrogen into the anion lattice have a clear and marked effect on the magnetic interactions? Magnetic studies in tandem with structural studies will aim to address these questions.

1.2 Vanadium (III) Containing Quaternary Phosphates

The ternary phosphate class has a wealth of history, impetus, and relevant applications. Considered separately, vanadium has an abundance of available oxidation states and niche applications for each of them. The majority of work surrounding vanadium has focused on vanadium in its higher oxidation states, four and five, with applications ranging from catalysis, \(63\) to batteries, \(64\) to pigments. \(65\) Nevertheless, the number of quaternary phosphate compounds containing vanadium is a short list, largely involving V-P-O paired with an alkali-metal, alkaline-earth or \(d^{10}\) metal cation. More complication is not necessarily better, but here it affords higher functionality in the systems that can be designed. To improve understanding of \(V^{3+}\) crystal chemistry and magnetism, we explore the Fe\(_7\)(PO\(_4\))\(_6\) structure type, and in particular the series, \(A_3\) \(V\)_4(PO\(_4\))\(_6\) where \(A = \text{Mg, Mn, Fe, Co, and Ni}.\)

1.2.1 \(A_3B\)\(_4\)(PO\(_4\))\(_6\) Structure

This class of compounds has very low structural symmetry, \(P\overline{1}\) (Figure 1.8) and is stitched together by phosphate tetrahedra which reside on 3 unique crystallographic
sites. The $A$ cations reside on two distinct crystallographic sites. One makes up a distorted octahedron and is corner-connected to a distorted trigonal bipyramid. The $B$ cations are found in $B_2O_{10}$ units that comprise two edge-sharing octahedra. Multivalent iron (II, III) phosphate, $Fe_7(PO_4)_6$ (or $Fe_2Fe_4(PO_4)_6$ or $Fe_7P_6O_{24}$), is the structure type that this class is based upon. Isostructural analogues can be derived by making substitutions that maintain the valence on a given iron site. This has been done for a variety of vanadates such as: $Mg_3Fe_4(VO_4)_6$ and $Mn_3Fe_4(VO_4)_6$. Phosphate-containing analogues are less commonly reported, however. In fact, the only quaternary compound containing $V^{+3}$ and another first row transition metal is $Zn_3V_4(PO_4)_6$. The challenging task should be undertaken to further evaluate the capability for full substitution at the zinc site. Therefore $A_3V_4(PO_4)_6$, where $A = Mg, Mn, Fe, Co, Ni$ will be investigated and characterized. The structural motifs that direct physical properties in this compound are the polyhedra around the metal centers and their spacing by phosphate tetrahedra.

1.2.1.1 Phosphate Tetrahedron

The most prevalent motif across all phosphorous compounds is a structural subunit, the polyatomic anion phosphate, $(PO_4)^{3-}$. Minerals containing this ion are mined and used in agriculture and industry. Heating and condensation of the phosphate can give pyrophosphates, phosphates connected polymerically. This forms the basis for the existence of phosphorus in natural systems such as adenosine tri- and diphosphate where it is responsible for intracellular energy transfer. The literature is rife with examples of phosphate compounds, natural and synthetic. In 1957 valence shell electron pair repulsion (VSEPR) theory was introduced and reflected the historical belief that atomic polyhedra were more or less rigid and absolute. X-ray diffraction crystallography (discussed in Appendix 4.5), invented around 1910, was well on its way to widespread use, and the number of available crystal structures in the literature was ever increasing. Then in 1974, Werner Baur, in what was no doubt an early example of the power of data mining, combed the literature to produce XRD generated bond parameter data on 211 tetrahedral phosphates. The most general conclusion from this work is that the tetrahedra are actually quite flexible, indicating how stable and versatile this structural arrangement is. The additional results are as follows: 1) The site symmetry of $P$ atoms is found to be 1 in 85% of the cases. 2) Distortions are more pronounced in the P-O
Figure 1.8: $A_3B_4(PO_4)_6$ Structure - $A$-site polyhedra (blue), $B$-site octahedra (red), and phosphate tetrahedra (pink) generate the infinite solid.
distances than in the O-O, which means that P atoms can be thought of as displacing relative to a rigid, regular arrangement of O atoms. 3) The mean P-O distances vary from 1.506 to 1.572 Å. [14] The bond parameter ranges provided by Baur’s work are expected to extend to the phosphates used in this work. This will serve as a source of comparison and will drive discussion.

1.2.1.2 Transition Metal Polyhedron

The two coordinating geometries in $A_3V_4(PO_4)_6$ are octahedral and trigonal bipyramidal. In $Zn_3V_4(PO_4)_6$, the vanadium is completely ordered on the $B_2O_{10}$ dimer sites, with the zinc residing on the distorted octahedral and trigonal bipyramidal sites. It is unclear if this order would remain if magnetic ions were substituted in place of zinc. The magnetic interactions, orbital filling of the various d-electron counts, and ionic radius changes may drive disorder, partial order, or even a juxtaposition between the cation’s preference for the respective sites. Precedents for order and disorder both exist in the literature. Magnetic ions have been shown to order in sarcopside solid solutions as in the case of Ni doped into Fe$_3$(PO$_4$)$_2$. [69] The driving factor for this phenomena is the inequality of the two available metal sites. In Mn$_3$Fe$_4$(VO$_4$)$_6$, disordering is observed and is driven by the similarity of the ionic Shannon radii (6-coordinate high spin; Mn = 0.97 Å vs. Fe = 0.92 Å). [67] The ionic radii of the cations substituted on the $A$-site in $A_3V_4(PO_4)_6$ spans a wide swath of sizes from 0.97 Å (Mn) to 0.83 Å (Ni). This will provide a nice probe of the flexibility of the structure. The effects of these substitutions will have a direct impact on the respective bond parameters. These size modulations and the flexibility of the structure may, in turn, have an effect on the distortion indexes ($D$) of the polyhedral sites. Does having a larger ion in the $A$-sites increase the bonding interactions between the ligands and force more rigid polyhedra? Does this have an effect on the dimer distortion? Structural insights will help develop their role in physical property outcomes. Lastly, going from VPO$_4$, to $M_3$(PO$_4$)$_2$, to the $A_3V_4(PO_4)_6$ compounds presents a striking contrast in edge-sharing octahedral connectivity. The series goes from infinite edge-sharing one-dimensional (1D) chains to trimeric subunits and is lastly reduced to dimeric subunits. This connectivity may have an systematic effect on the observed physical properties.
1.2.2 Properties of vanadium-phosphate containing compounds

Even though the existing body of literature does not include many quaternary phosphates that contain vanadium, other simple ternary and quaternary phosphate compounds have had significant, far-reaching cultural and technological impacts on how the world functions today. They will be discussed in sequence below with the intent that they will guide research objectives. Additionally, because the compounds in this study are being synthesized for the first time, it is prudent to characterize them. Based on previous applications, they seem suitable for use as batteries or pigments, and may also have interesting magnetic properties. The relevance of this class of compounds will be discussed below.

1.2.2.1 Pigments

Visual representation of images using paint (or some primitive equivalent) has been occurring for millennia. The compounds and elements that give paints their vibrant colors are called pigments. These are then cohesively bound in a suspension (oil, water, polymers, organics, plaster, etc.) and can be selectively applied to a surface to convey information to a viewer in the form of text or images. Therefore, chemistry is providing the medium for art to influence culture. The pigment most relevant to this thesis is (dark) cobalt violet, which corresponds to the chemical compound cobalt (II) phosphate, $\text{Co}_3(\text{PO}_4)_2$. It resides in an impressive class of cobalt-containing pigments which are obtusely named: cobalt violet, cobalt green, cobalt yellow, and cobalt blue. Fresh off the heels of elemental cobalt’s discovery by Georg Brandt in 1735, these pigments cropped up in the late 1780s to the middle of the 1800s. The preparation of cobalt violet has been known since 1859, [1,70] where two varieties of this pigment are known: light and dark. The light variety is anhydrous cobalt arsenate and was developed in Germany in the early nineteenth century. The latter corresponds to anhydrous cobalt phosphate and can be precipitated by wet chemistry techniques and dried at high temperatures to drive off hydrated water. The preparation of the $\text{Co}_3(\text{PO}_4)_2$ precursor compounds used in this study, 150 years later, are not far varied from this initial report. Some of the criteria that must be considered for a pigment to be viable include stability, compatibility, safety, brilliance, and versatility. Since their introduction, the cobalt violets have been considered to be very stable, but the light variety
could change in oil due to the yellowing effect of linseed oil. Their stability has made them more desirable than older organic dye violets, which tended to degrade over time. Compatibility with all painting media is a high priority, and this compound exceeds in this category. Nevertheless, the compound’s lack of transparency and weak tinting strength paired with its high cost have given it limited wide-spread commercial use. It is largely limited to niche applications. Vanadium containing compounds have historically also been used as pigments. Their use was in vogue at the turn of the 20th century. Ranging in color from yellow-orange to green-yellow, the most prominent of these compounds occur with vanadium as a polyatomic anion, vanadate \((\text{VO}_4^{3-})\). This list includes the three polymorphs of \(\text{BiVO}_4\) and the apatite mineral lead vanadate: \(\text{Pb}_5(\text{VO}_4)_3\text{Cl}\). In fact, to this day, \(\text{BiVO}_4\) is a commercially available pigment. This same compound has also found wide application as a photocatalyst. It is in demand and relevant because it is an excellent match for replacing lead based yellow pigments. \(\text{VOSO}_4\) is a common precursor to other vanadyl dervatives (as in this work, on route to \(\text{VPO}_4\)). It is used as a textile mordant in the manufacture of colored glass and for blue as well as green ceramic glazes. \(72\) Other vanadium compounds that may have conceivably been tried as pigments include yellow-brown \(\text{V}_2\text{O}_5\), green-yellow \(\text{VF}_3\), and yellow \(\text{V}_2(\text{SO}_4)_3\). \(73\) Vanadium containing compounds as well as the transition metal phosphates have a rich history of use as pigments. This has largely been limited to binary and ternary systems, however. The introduction of a quaternary system adds complexity to the picture, but it also creates new opportunities. Understanding the transition metal contributions in the \(A_3\text{V}_4(\text{PO}_4)_6\) series can be bracketed by comparison to the Mg analogue. This will give a baseline contribution from the V-P-O host framework. Various charge transfer mechanisms can be identified in this way. As Mn, Fe, Co, and Ni become involved, d-d transitions play a heavy role. Cation order and crystal field effects will need to be taken into account. The splittings are different for an octahedron and a trigonal bipyramid (Figure 1.9). This, paired with the possibility of disorder and the d-electron count’s effect on the Fermi level, will have an impact on the various excitations that can occur in a given compound. A systemic approach will need to be undertaken to fully understand what is driving the absorption and subsequent excitation phenomena in these compounds.
1.2.2.2 Batteries

LiFePO$_4$ is a natural mineral of the olivine family which crystallizes in the orthorhombic $Pbnm$ space group with isolated tetrahedra. The atom packing is based on hexagonal, close-packed oxygen. Half of the octahedral sites are occupied by lithium as well as iron, and one-eighth of the tetrahedral sites are occupied by phosphorous. This lays the foundation for the observed properties below. The use of LiFePO$_4$ as a battery electrode was first reported by John Goodenough in 1997.\cite{74} It was utilized as a cathode material for rechargeable lithium batteries. The rational design for this compound was based on its low cost, non-toxicity, good thermal stability, good electrochemical performance, safety, and an approximate specific capacity of 170 mA·h/g, or 610 C/g. Due to these merits, it was successful and therefore began its progress down the commercialization pipeline. The outpouring of the canon of research associated with Li-ion batteries has led to other alkali and alkaline-earth battery technologies, such as Mg-ion batteries. As a general rule, the chemical potentials of Mg in the same hosts that are commonly used for Li-ion cathode materials are more negative. There is a lower potential energy of compounds containing divalent cations.\cite{75} Advances, though limited, in cathode materials have been made by via Chevrel phases and vandium oxide.\cite{76} Intercalation results for Mg doped into V$_2$O$_5$ are near theoretical maximum values (589 mA·h/g of V$_2$O$_5$), with good stable cycling.\cite{64} To get an idea of what the state of the art might be currently, commercial patent applications should be examined. Pel- lion Technologies Incorporated has a patent "WO2011150093 A1" that indicates that a

---

**Figure 1.9:** Orbital splittings for the crystal geometries in $A_3V_4(PO_4)_6$ - Octahedra (left) and trigonal bipyramidal (right).
broad swath of multinary phosphate materials can be synthesized and prepared as electrode materials. Knowing the productive historical use of these precursor compounds, the success of LiFePO$_4$ as a cathode for Li-ion batteries, and V$_2$O$_5$ as a cathode for Mg-ion batteries, as confirmed by the filed patent, seems to indicate a composition of elements that might be ripe for discovery and subsequent general characterization. The main thrust of this work has been to explore ternary/quaternary systems containing vanadium, another similarly sized $+2$ cation, and phosphate. Using the same criteria as Goodenough used in the design of LiFePO$_4$, it is important to consider if the Mg analog, Mg$_3$V$_4$(PO$_4$)$_6$, might be good for an Mg-ion battery. The compound is low-cost, would be relatively non-toxic, has good thermal stability, and would be safe. One alluring structural feature of these $A_3V_4$(PO$_4$)$_6$ compounds is that the polyhedral network is configured in such a way that channels of Mg exist. This may provide good channels for Mg-ion de/intercalation. This then begs the question of whether these compounds have good electrochemical performance and can operate reproducibly at a specific capacity? The currently existing Mg-ion vanadium batteries seem to suggest that V-O containing compounds are compatible with Mg-ion de/intercalation, which further suggests the need to test these compounds as battery cathode materials.

1.2.2.3 Magnetism

The binary transition metal phosphates exhibit a wealth of interesting magnetic interactions. The sarcopside Fe$_3$(PO$_4$)$_2$ has two observed magnetic phase transitions, a field-induced ferrimagnetic-antiferromagnetic transition at 38(1) K and an antiferromagnetic-paramagnetic transition at 44(1) K. The structure also consists of chains of edge-sharing octahedron, except that every fourth octahedron is missing. Similarly, Ni$_3$(PO$_4$)$_2$ has ferromagnetic interactions inside the Ni$_3$O$_{14}$ trimers which are antiferromagnetically coupled between them, giving rise to a purely antiferromagnetic structure. The sarcopside structure is similar to the olivine structure, which is the gateway to magnetic interactions in quarternary phosphate compounds. The LiMPO$_4$ ($M$ = Mn, Fe, Co, Ni) olivine-type class of compounds is comprised of $MO_4$ layers made up of corner-shared $MO_6$ octahedra. Three spin exchange interactions were found to be important for LiMPO$_4$, namely, the intralayer superexchange $J_1$, the intralayer super-superexchange $J_b$ along the $b$-direction, and the interlayer super-superexchange $J_2$ along
the \(b\)-direction. \([79]\) The units associated with \(J_1\) and \(J_2\) are antiferromagnetic individually and then also are coupled antiferromagnetically as a whole. These magnetic interactions form the basis for continued work with phosphates. Interactions in sheets, across trimeric subunits, and in the bulk provide a wealth of information to glean from these systems and their relation to \(A_3V_4(PO_4)_6\). This can be assisted by proper manipulation of the system and can be achieved by testing isostructural compounds in a transition metal series (such as Mn, Fe, Co, and Ni). The infinite 1D edge-sharing octahedral chains in VPO\(_4\) have been reported to give weak anti/ferromagnetic interactions. \([80, 81]\) As the connectivity is broken up, the long-range magnetic interactions weaken and antiferromagnetic interactions dominate in the olivine-like \(LiMPO_4\) class of compounds, which has edge-sharing octahedral trimeric subunits spaced by diamagnetic lithium polyhedra. What happens to the magnetic properties in the \(A_3V_4(PO_4)_6\) system where dimeric subunits are present, but the \(A\)-site can have a diamagnetic (Mg) or a magnetic (Mn, Fe, Co, Ni) cation in it? Does this facilitate enough magnetic exchange to foster interactions? If so, what kind? The structure of the compound can direct its magnetic properties, but to fully understand this, a general introduction to magnetism and related characterization techniques may be needed (see Appendix 4.5). Careful examination of the bond parameters may be used to give a prediction of the expected magnetic interactions. The Goodenough-Kanamori rules have been devised to help explain and provide guidance for observed magnetic interactions. In these compounds, all the metals have oxygen coordinating ligands, so the dominant magnetic interactions are expected to be driven by superexchange. The strength of the interaction is dependent on how well the orbitals between the bonded atoms overlap. When overlap is low, \(e.g.,\) when orbitals are orthogonal to each other, the superexchange interaction is weak. Similarly, when the overlap is good so is the superexchange. The \(A_3V_4(PO_4)_6\) system has edge-sharing octahedron dimeric subunits as well as a corner-connected octahedron and trigonal bipyramidal dimeric subunits. Both these types of subunits have \(M-O-M\) bond angles that vary between \(\sim 120 > \theta > 97^\circ\). The overlap is moderate and the strength of the magnetic interactions is therefore predicted to scale in accord with that observation. The rules also indicate that superexchange interactions are antiferromagnetic when (virtual) electron transfer is between orbitals that are each half-filled. Conversely, they are ferromagnetic when electron transfer is from a half-filled to an empty orbital or from a filled to a half-filled orbital. Accounting for both of
these factors results in an expected superexchange interaction (Table 2.2) for a given bond geometry within the crystal structure. Notably: the Goodenough-Kanamori rules predict an equal number of ferromagnetic and antiferromagnetic interactions amongst the various polyhedra for all the compounds in the class. This divide could potentially lead to some interesting magnetic interactions at longer ranges and leaves open the question of: what the net dominant magnetic interaction will be in these compounds.

Table 2.2: Expected superexchange from the 90° Goodenough-Kanamori rules.

<table>
<thead>
<tr>
<th></th>
<th>Oh-Oh linkage</th>
<th>Oh-TBP linkage</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>V-O-V</td>
<td>V-O-TM</td>
</tr>
<tr>
<td>Mn₃V₄(PO₄)₆</td>
<td>FM</td>
<td>AFM</td>
</tr>
<tr>
<td>Fe₇V₄(PO₄)₆</td>
<td>AFM</td>
<td>FM</td>
</tr>
<tr>
<td>Co₇V₄(PO₄)₆</td>
<td>AFM</td>
<td>FM</td>
</tr>
<tr>
<td>Ni₇V₄(PO₄)₆</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

1.2.3 Scope of work for the Quaternary Vanadium (III) Phosphates, $A_3V_4(PO_4)_6$ ($A = Mg, Mn, Fe, Co, Ni$)

The initial selection criteria for compounds to investigate have been screened based upon prior successful niche applications and the potential for discovery. The result: structural analogues of $Zn_3V_4(PO_4)_6$, which has the $Fe_7(PO_4)_6$ structure-type. This compound will allow substitution of other $+2$ transition metals on the zinc site, and opens up the possibility of studying trends afforded by incrementally adding d-electrons to the system. The high spin ionic radii for the transition metals in this study (Mn, Fe, Co, Ni) have a broad range of sizes. Can they be used to probe the flexibility of the framework? Hints about the structure can be examined by diffraction studies. Furthermore, might this flexibility translate into favorable ion conduction pathways for Mg-ion batteries? Will the performance of the Mg-ion battery be better catalyzed by a vanadium +3/+5 redox couple? Transition metals in various host lattice systems have traditionally been used to understand the impact on the magnetic properties. What type of magnetic interactions dominate in this structure type? How strong are they, and is it possible to dilute or enhance them enough to change the observed properties? Phosphate systems have been shown to evidence super-super-exchange interactions. Is this also the case here? As d-electrons are added to the system
by changing the transition metal, how will this impact the magnetic properties? Are there periodic trends that emerge in ordering temperatures and Weiss constants? The aim is to resolve these questions when magnetization studies are paired with structural data. Consideration should also be given to the compounds as possible pigments. Do these compounds possess the desired properties necessary to compete commercially? Can the colors be made more brilliant or can chemical substitution drive significant red/blue shifts? The optical properties of these compounds can be understood by diffuse reflectance measurements. They will enable a discussion on the relative adsorption energy of each transition metal within the series. Atomic trends within the series when d-electrons are added incrementally is fundamentally enlightening.

1.3 Instrumentation and Characterization

The preparation of never-before synthesized compounds is one feat, but it is not enough to just make new compounds. They should be made with a purpose in mind and/or with the intent to better understand the underlying chemical phenomena within a chemical class or series. Thorough characterization of a material leads to a fundamental understanding of the properties exhibited. In order to achieve this objective for the compounds selected, a variety of techniques must be employed. For characterization, this work will focus on: diffraction (neutron, synchrotron, x-ray), scanning electron microscopy / transmission electron microscopy / electron diffraction, magnetic susceptibility, UV-visible diffuse reflectance, gas chromatography (in situ gas formation during photocatalysis), X-ray photoelectron spectroscopy, time resolved infrared spectroscopy, and Brunauer-Emmett-Teller (BET) surface analysis. A strong effort has been made to include all the background information necessary to understand the outcomes of this work, and therefore a brief overview and reference to a more technical review for each technique is given in Appendix A(4.5). The depth of discussion will scale with relevance to this work. Appendix A(4.5) exists to aid in fully understanding the concepts presented later in this thesis. These techniques are often used as individual measurements to aid in characterization or property measurements. In other circumstances, a multitude of techniques are used and summed as a whole to give conclusive results. Basic knowledge of how the data are generated, collected, and used
are important precursors for understanding and then explaining the observed chemical properties, not to mention optimizing them.
2

Structural and Magnetic Properties of $\text{RTiNO}_2 \ (R = \text{Ce, Pr, Nd})$ Perovskite Nitride Oxides

Parts of this chapter have been previously published [(83)] and are reprinted with permission from the publisher.

2.1 Introduction

The magnetic properties of $\text{RMX}_3 \ (R = \text{rare earth ion}; \ M = \text{diamagnetic cation}; \ X = \text{anion})$ are driven by the single ion magnetism of the rare-earth ion and the perovskite structural motif that encapsulates it. There are a relatively limited number of $\text{RMX}_3$ perovskites with diamagnetic $\text{MX}_3$ frameworks containing the earlier magnetic, rare-earth ions, Nd$^{3+}$, Pr$^{3+}$ and Ce$^{3+}$. Among them the magnetism of the $\text{RAIO}_3$ phases is quite interesting and has been the most extensively studied [(84, 85)]. For PrAlO$_3$, the crystal field effects are important and there is considerable coupling with structural phase transitions [(62, 84)]. The magnetic properties of $\text{RGaO}_3$ and $\text{RCO}_3$ are considerably different by comparison [(87, 88)]. A novel comparison is arrived at by examining perovskite nitride oxides, i.e., oxynitrides, where nitrogen replaces some of the oxygen. These compounds have been relatively unexplored with respect to their magnetic prop-
erties. Previous studies on nitride oxide perovskites have revealed colossal magnetorresistance [69, 71], paramagnetism [89], ferrimagnetism [90], and spin glass behavior [60]. Structural analysis of $A\text{Ta}(O,N)_3$ ($A$ = alkaline-earth or rare-earth) has revealed anion distributions ranging from fully ordered [55], to partly disordered [60, 61, 91], to fully disordered [42, 55]. In the $RTiNO_2$ class, LaTiNO$_2$ is reported to adopt an unusual structure of with two inequivalent Ti sites, while NdTiNO$_2$ is reported to possess $Pnma$ space group symmetry, which is quite common for perovskites. The structure and anion ordering of the intermediate compounds, CeTiNO$_2$ and PrTiNO$_2$, have not previously been studied. Following our synthetic success at preparing and characterizing $R\text{TiN}_2O$ ($R$ = Ce, Pr) [40, 92], we have prepared the corresponding titanium analogues, $RTiNO_2$ ($R$ = Ce, Pr, and Nd) and present their structural and magnetic properties here.

2.2 Experimental

Samples were prepared by a solid state ammonolysis route from $R_2\text{Ti}_2\text{O}_7$ precursors. Stoichiometric amounts of TiO$_2$ (99.9%, GFS Chemicals) and the appropriate oxide of the rare earth cation (Pr$_6$O$_{11}$: 99.999%, Cerac; CeO$_2$: 99.90%, Acros; Nd$_2$O$_3$: 99.9%, Alfa) were ground using a mortar and pestle for 30 min. Precursors were synthesized in air (Nd) or H$_2$/N$_2$ gas (Pr and Ce) in platinum boats at 1200 °C for 8 hr with 5 °C/min ramp/cool rates. Alumina boats holding the precursors were placed in a tube furnace and gaseous ammonia was passed over the sample during annealing. The furnace was ramped at 10 °C/min to 950 °C, held for 20 hr, and then cooled at 10-20 °C/min to room temperature. This annealing cycle was repeated four times with intermittent grinding. The final CeTiNO$_2$, PrTiNO$_2$, and NdTiNO$_2$ products are colored dark brown, brown-red, and brown, respectively. LECO High Temperature NO Elemental Combustion Analysis was performed to determine the nitrogen to oxygen ratio. The purity of each compound was assessed through Rietveld refinements on powder X-ray diffraction data obtained from a Bruker D8 Advance (Ge monochromator, 15 – 75° 2θ, 0.015° step size, and 1 s dwell time). To obtain constant wavelength neutron powder diffraction (NPD) data, ca. 3 g samples of CeTiNO$_2$ and PrTiNO$_2$ were loaded in vanadium sample cans and data were collected at room temperature over a $d$-space range of 0.8 to 4.8 Å on the ECHIDNA powder diffractometer at the OPAL research reactor in
Australia. Rietveld refinements were performed using GSAS with the EXPGUI interface [93]. Isotropic displacement parameters were used for cations while anions were treated anisotropically. Magnetic measurements were carried out using a 9 T physical properties measurement system (PPMS; Quantum Design). For zero-field cooled magnetization measurements, the sample was cooled down to 5 K without a magnetic field, and measurements were performed during warming in an applied magnetic field of 500 Oe. For the field cooled conditions, the sample was subject to the same cooling and heating in the presence of an applied field of 500 Oe. The morphology and crystallinity of the samples were examined by transmission electron microscopy (TEM, JEOL JEM 2011). TEM samples were prepared by suspending powders in acetone followed by transferring to a holey carbon grid. Electron diffraction patterns were compared to simulation generated by SingleCrystal (CrystalMaker; Oxfordshire, U.K.). Typical settings are: 475 pixels/Å scaling, intensity saturation at 50, and a 0.02 1/Å reflection spot size.

2.3 Results

2.3.1 Structure Determination

The stoichiometry of these compounds can have an effect on the structure of these compounds. Combustion analysis indicates that the presumed O:N ratio of 2:1 is attained, within experimental error. Assuming a 1:1 ratio of rare earth to titanium gives stoichiometries of CeTiN\(_{0.99(3)}\)O\(_{2.01(3)}\) and PrTiN\(_{1.03(3)}\)O\(_{1.97(3)}\), respectively. This result implies that Ti has a +4 oxidation state and Ce/Pr maintains a +3 oxidation state.

The effects of tilting and anion ordering can also have a significant impact on the structure of the compounds of study.

2.3.1.1 Tilting

Octahedral tilting in these compounds is identified using the method outlined by Barnes et al. [13]. The observed superstructure reflections indicate the presence of both in-phase and out-of-phase tilts (see APPENDIX B, 4.5), strongly suggesting the presence of \( a^- b^+ a^- \) octahedral tilting and Pnma space group symmetry (Figure 1). A Rietveld refinement on XRD data for CeTiNO\(_2\) (APPENDIX B, Figure B.1), also PrTiNO\(_2\),
Figure B.2 carried out with Pnma symmetry converged to a good fit ($R_{wp} = 8.72\%$). For the sake of completeness, refinements were carried out in space groups corresponding to other patterns of tilting – $a^+b^+c^- \ (Pmnm$ symmetry, $R_{wp} = 20\%$), $a^+b^-c^- \ (P2_1/m$ symmetry $R_{wp} = 13.16\%$), $a^0a^0c^- \ (I4/mcm$ symmetry, $R_{wp} = 9.71\%$), and $a^0a^0a^0 \ (Pm\overline{3}m$ symmetry, $R_{wp} = 10.21\%$) but all other symmetries gave inferior fits and thus can be ruled out.

![Figure 2.1: Structure of Pnma CeTiNO$_2$ viewed down the (101) axis (left), where out-of-phase tilting is evident, and down the (010) axis (right), where in-phase tilting is present - Ce (yellow), Ti octahedra (green) and O/N (purple) are shown.]

2.3.1.2 Anion Ordering

Neutron diffraction is an excellent tool to probe long range chemical order of O and N in oxynitrides, due to the differences in scattering lengths of the two elements. Taking inspiration from our prior work on RTaON$_2$, four different anion distributions were considered: (1) a random distribution where the occupancies of all anions sites are fixed at 1/3 N and 2/3 O, (2) long range trans-ordering of nitride ions, (3) long range cis-ordering of nitride ions, and (4) a structure where the nitride ions are confined to layers, but with open order and a local cis-configuration within those layers (as found in SrTaNO$_2$ by Yang et al.) [34] Rietveld refinements using each model (Table 2.1).
reveal that long range ordered models give inferior fits. This is borne out at low angles (high $d$-spacings), where the discrepancies between the various ordering models and the experimental diffraction patterns are the most obvious (APPENDIX B, Figure B.3 and B.6). In PrTiNO$_2$, the lattice parameters are pseudotetragonal (Table 2.2) which leads to considerable peak overlap which in turn leads to identical fits for models 1 and 4. When the lattice parameters transition away from pseudo-tetragonal, as is the case for CeTiNO$_2$, it becomes possible to distinguish between the two. Although the difference is still small for CeTiNO$_2$ the random model (1) gives a slightly better fit than model 4. Refinements where the occupancies of the anion sites are allowed to refine freely, while maintaining the $RTiNO_2$ stoichiometry, did not lead to a statistically significant improvement in the fits.

<table>
<thead>
<tr>
<th>Model</th>
<th>(1) Random</th>
<th>(2a) trans-ordered</th>
<th>(2b) trans-ordered</th>
<th>(3a) cis-ordered</th>
<th>(3b) cis-ordered</th>
<th>(4) 2D cis-ordered</th>
<th>(5) Fixed stoichiometry</th>
</tr>
</thead>
<tbody>
<tr>
<td>Space group</td>
<td>$Pnma$</td>
<td>$Pnma$</td>
<td>$P2_1/m$</td>
<td>$Pmn_2$</td>
<td>$Pmc_2$</td>
<td>$Pnma$</td>
<td>$Pnma$</td>
</tr>
<tr>
<td>Anion site occupancies</td>
<td>[4e] O = 0.67 N = 0.33 [8g]</td>
<td>[8g] O = 1 [4e] N = 1 [4f]</td>
<td>[4f], [2e], [2c] O = 1 [4f] N = 1</td>
<td>[2a], [2a], [4b] O = 1 [4f] N = 1</td>
<td>[2a], [2b], [4c] O = 1 [4e] N = 1</td>
<td>[8g] O = 0.75 N = 0.25 [4e] O = 0.5 N = 0.5</td>
<td>[8g]* O = 0.80(4) N = 0.20(4) [4e] O = 0.60(2) N = 0.40(2)</td>
</tr>
<tr>
<td>$R_w$ (%) ($R = Ce$)</td>
<td>4.07</td>
<td>6.26</td>
<td>6.04</td>
<td>4.63</td>
<td>5.1</td>
<td>4.16</td>
<td>4.05</td>
</tr>
<tr>
<td>$R_w$ (%) ($R = Pr$)</td>
<td>3.92</td>
<td>5.30</td>
<td>5.39</td>
<td>4.53</td>
<td>4.73</td>
<td>3.91</td>
<td>3.91</td>
</tr>
</tbody>
</table>

**Table 2.1:** Goodness of fit parameters and anion occupancies for different ordering models used to fit neutron powder diffraction patterns of CeTiNO$_2$ and PrTiNO$_2$.

Rietveld refinements in $Pnma$ with randomly distributed O and N for $RTiNO_2$ are shown in Figure 2.2. Lattice and goodness of fit parameters are displayed in Table 2.2. The refinements reveal 4.1 and 2.5 wt. % of a TiN secondary phase in CeTiNO$_2$ and PrTiNO$_2$, respectively. Undetected by XRD (APPENDIX B, Figure B.1 and B.2), these minor phase fractions are quantified owing to the superior sensitivity afforded by neutron diffraction technique. Crystallographic parameters are listed in Table 2.3 for CeTiNO$_2$ and Table 2.4 for PrTiNO$_2$. 
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Table 2.2: Lattice parameters and goodness of fits from Rietveld refinements of room temperature neutron (\(R = \text{Ce and Pr}\)) and X-ray (\(R = \text{Nd}\)) powder diffraction data.

<table>
<thead>
<tr>
<th>Compound</th>
<th>CeTiNO₂</th>
<th>PrTiNO₂</th>
<th>NdTiNO₂</th>
</tr>
</thead>
<tbody>
<tr>
<td>Space group</td>
<td>(Pnma)</td>
<td>(Pnma)</td>
<td>(Pnma)</td>
</tr>
<tr>
<td>FW (g/mol)</td>
<td>234.0</td>
<td>234.8</td>
<td>238.1</td>
</tr>
<tr>
<td>(a (\text{Å}))</td>
<td>5.5580(5)</td>
<td>5.5468(5)</td>
<td>5.541(1)</td>
</tr>
<tr>
<td>(b (\text{Å}))</td>
<td>7.8369(7)</td>
<td>7.8142(5)</td>
<td>7.796(1)</td>
</tr>
<tr>
<td>(c (\text{Å}))</td>
<td>5.5830(4)</td>
<td>5.5514(5)</td>
<td>5.526(1)</td>
</tr>
<tr>
<td>(V (\text{Å}^3))</td>
<td>243.18(3)</td>
<td>240.62(3)</td>
<td>238.74(5)</td>
</tr>
<tr>
<td>(\chi^2)</td>
<td>2.18</td>
<td>1.70</td>
<td>1.123</td>
</tr>
<tr>
<td>(R_{wp} (%))</td>
<td>4.07</td>
<td>3.91</td>
<td>9.36</td>
</tr>
<tr>
<td>(R_p (%))</td>
<td>3.21</td>
<td>3.02</td>
<td>7.37</td>
</tr>
</tbody>
</table>

Table 2.3: NPD derived coordinates and displacement parameters for CeTiNO₂ with \(Pnma\) symmetry. *Value listed is \(U_{eqv}\).
Figure 2.2: NPD patterns for a) CeTiNO$_2$ and b) PrTiNO$_2$ - Black points are experimental data, red and blue lines are the calculated and difference curves, respectively. The upper set of hash marks indicate peak positions for the perovskite phase, while the lower set denote positions of a secondary TiN phase.
Table 2.4: NPD derived coordinates and displacement parameters for PrTiNO\textsubscript{2} with \textit{Pnma} symmetry. *Value listed is $U_{eqv}$.

<table>
<thead>
<tr>
<th>ion</th>
<th>site</th>
<th>x</th>
<th>y</th>
<th>z</th>
<th>occ</th>
<th>$U_{eqv}$ (Å\textsuperscript{3})</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ti\textsuperscript{4+}</td>
<td>4b</td>
<td>0.5</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0.026(8)</td>
</tr>
<tr>
<td>Pr\textsuperscript{3+}</td>
<td>4c</td>
<td>.986(1)</td>
<td>0.25</td>
<td>.994(2)</td>
<td>1</td>
<td>0.090(8)</td>
</tr>
<tr>
<td>O/N</td>
<td>4c</td>
<td>.012(1)</td>
<td>0.25</td>
<td>.5742(7)</td>
<td>0.75/0.25(2)</td>
<td>0.111*</td>
</tr>
<tr>
<td>O/N</td>
<td>8d</td>
<td>.2796(6)</td>
<td>.9642(3)</td>
<td>.7205(7)</td>
<td>.50/.50(3)</td>
<td>.0157*</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>site</th>
<th>$U_{11}$</th>
<th>$U_{22}$</th>
<th>$U_{33}$</th>
<th>$U_{12}$</th>
<th>$U_{13}$</th>
<th>$U_{23}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>4c</td>
<td>.015(3)</td>
<td>.007(2)</td>
<td>.012(2)</td>
<td>0</td>
<td>.004(2)</td>
<td>0</td>
</tr>
<tr>
<td>8d</td>
<td>.015(2)</td>
<td>.014(1)</td>
<td>.018(2)</td>
<td>.001(1)</td>
<td>-.005(1)</td>
<td>.003(2)</td>
</tr>
</tbody>
</table>

2.3.1.3 TEM analysis

The $\alpha^+\beta^-\alpha^-$ tilting arrangement of the titanium octahedra requires an expansion of the primitive cubic perovskite unit cell ($a_p \sim 4$ Å) to an orthorhombic unit cell ($\sqrt{2}a_p \times 2a_p \times \sqrt{2}a_p$). A superstructure would be induced if a long-range anion ordering exists. Coupled with NPD analysis, TEM/ED was performed to examine the existence of an anion ordered superstructure on a single crystal basis. TEM analysis of CeTiNO\textsubscript{2} (Figure 2.3; PrTiNO\textsubscript{2}, see APPENDIX B, Figure B.7) reveals agglomerated particles consisting of very small grains, which leads to subtle peak broadening in the XRD and NPD patterns (\textit{e.g.} Figure 2.2). Electron diffraction patterns exhibit evidence for crystal twinning (PrTiNO\textsubscript{2}, Figure 2.4; CeTiNO\textsubscript{2}, see APPENDIX B, Figure B.8), which is well documented in perovskites \cite{94}. This phenomenon is caused by the pseudo-cubic nature of the perovskite where the symmetry is lowered from cubic on cooling, and the effective cell edge lengths remain close to that of a cubic perovskite \cite{95}.

Selected area electron diffraction (SAED) patterns for both major and minor zone axes give good matches to the simulation (CeTiNO\textsubscript{2}: APPENDIX B, Figure B.8; PrTiNO\textsubscript{2}: Figure 2.4 and APPENDIX B, Figure B.9). Reflection conditions and systematic absences expected for \textit{Pnma} are observed for primary reflections and validate the assignment based upon NPD data. The weak $[0kl]$ ($k$ and $l$ = odd) reflections (Figure 2.4 green arrow), can be attributed to orientationally dependent rotational
Figure 2.3: TEM images of CeTiNO$_2$ - Agglomeration of particles (top) and polycrystallinity (bottom) are shown.
Figure 2.4: TEM (black dots) and simulated (red dots) electron diffraction patterns for PrTiNO$_2$ down a major zone axis (100) (top row) and a minor zone axis (210) (bottom row) - Experimental patterns (a and d) are compared with simulations in $Pnma$ (b and e) and $P112_1/m$ (c and f). Electron diffraction patterns suffer from crystal twinning (white arrow). Weak reflections (green arrow) are thought to be due to anion ordering.
order \([34]\) driven by a local cis configuration of TiN₂O₄ octahedra \([32]\). This type of short range ordering is expected to lower the symmetry from \(Pnma\) to \(P\frac{1}{1}2\frac{1}{1}/m\) (model \(2b\)). SAED simulations in this group (APPENDIX B, Figure \(3.9c\)) indeed accounts for these \([0kl]\) \((k \text{ and } l = \text{odd})\) reflections. The presence of supercell reflections gives evidence to support the presence of a 2D arrangement of locally cis-ordered TiO₄N₂ octahedra (model \(4\)). When the anion occupancies in model \(2b\) \(P\frac{1}{1}2\frac{1}{1}/m\) were allowed to refine they converged to values consistent with a random distribution of O and N (APPENDIX B, Figure \(3.10\) CeTiNO₂, \(R_{wp} = 4.34\%\); PrTiNO₂, \(R_{wp} = 4.43\%\)). The discrepancies between neutron and electron diffraction results are consistent with the presence of short range order and a lack of long range order. It is noted that these superstructure reflections could also arise due to high energy electron beam induced oxygen loss, which has been observed in maximally valent transition metal oxides \([96]\) and evidenced by soot build-up over time as e-beam-ejected oxygen from the nitride oxide reacts with the holey carbon grid. Nonetheless, TEM analysis confirms conclusions typical for nitride oxide systems: local ordering on length scales too short to be seen in neutron or X-ray powder diffraction measurements.

### 2.3.2 Magnetic Properties

Magnetism in the \(RTiNO₂\) class of compounds is derived from f-electrons on the rare-earth ion. The observed differences in magnetism, intra-series, cannot be explained by geometry because changes in the coordination environment of the rare-earth ion are quite subtle, as verified by NPD (above). Instead, magnetic interactions in rare-earth materials are dictated by a combination of LS coupling and crystal field effects \([97]\). Typical for a paramagnet, the zero-field-cooled and field-cooled \(\chi(T)\) at 500 Oe (APPENDIX B, Figure \(3.11\) overlap in the entire temperature range of study \((5 – 300 \text{ K})\). Inverse susceptibility (Figure \(2.5\)) indicates Curie-Weiss behavior over varying ranges for each compound. It is linear for PrTiNO₂ at all temperatures probed, with a weak anomaly occurring at 50 K. The origin is likely due to the presence of a minor magnetic impurity in an amount too small to be detected by diffraction techniques. For the other two compounds deviations from ideal Curie-Weiss behavior are observed below 150 K for CeTiNO₂ and below 30 K for NdTiNO₂. There is no evidence for magnetic ordering down to 5 K, which does not come as a surprise because in related
rare-earth perovskite oxides antiferromagnetic (AFM) ordering is not observed until very low temperatures if at all, for example $T_N = 0.93$ K in NdAlO$_3$ [(98)].

2.4 Discussion

Bond length trends observed in the RTiNO$_2$ series are compared to one another and to analogous RGaO$_3$ and RAIO$_3$ perovskites in Table 2.5. In CeTiNO$_2$ and PrTiNO$_2$, average Ti–X bond distances are similar to those of NdTiNO$_2$, i.e. $\sim 2.00$ Å. (Table 2.5, also, APPENDIX B, Table B.1). The average Ti–X bond distance in related titanium compounds increases, e.g. from 1.95 Å in CaTiO$_3$ [(99)], to 1.992–2.01 Å in RTiNO$_2$ [(55), this study]. This trend is expected based on the larger ionic radius of the nitride ion (1.46 Å, 4 coordinate) vs. the oxide ion (1.38 Å, 4 coordinate) [(100)].

Table 2.5: Tolerance factors and bond parameters from NPD data for RTiNO$_2$, RGaO$_3$, RAIO$_3$ ($R =$ Ce, Pr, Nd). * Ref [(55), (101), (102), (103), (104), (105)]

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>LaTiNO$_2$</td>
<td>$I$</td>
<td>$a' b' a'$</td>
<td>0.96</td>
<td>1.995(4)</td>
<td>0.00317</td>
<td>163.6(4)</td>
<td>*</td>
</tr>
<tr>
<td>CeTiNO$_2$</td>
<td>$Pnma$</td>
<td>$a' b' a'$</td>
<td>0.95</td>
<td>1.9955(4)</td>
<td>0.00162</td>
<td>159.8(1)</td>
<td>this work</td>
</tr>
<tr>
<td>PrTiNO$_2$</td>
<td>$Pnma$</td>
<td>$a' b' a'$</td>
<td>0.93</td>
<td>1.9935(5)</td>
<td>0.00032</td>
<td>158.1(2)</td>
<td>this work</td>
</tr>
<tr>
<td>NdTiNO$_2$</td>
<td>$Pnma$</td>
<td>$a' b' a'$</td>
<td>0.93</td>
<td>1.9991(6)</td>
<td>0.00221</td>
<td>156.08(2)</td>
<td>*</td>
</tr>
<tr>
<td>CeGaO$_3$</td>
<td>$Pnma$</td>
<td>$a' b' a'$</td>
<td>0.96</td>
<td>1.97(2)</td>
<td>0.01514</td>
<td>157.9(9)</td>
<td>*</td>
</tr>
<tr>
<td>PrGaO$_3$</td>
<td>$Pnma$</td>
<td>$a' b' a'$</td>
<td>0.94</td>
<td>1.983(1)</td>
<td>0.00291</td>
<td>154.88(7)</td>
<td>*</td>
</tr>
<tr>
<td>NdGaO$_3$</td>
<td>$Pnma$</td>
<td>$a' b' a'$</td>
<td>0.93</td>
<td>1.9787(3)</td>
<td>0.00319</td>
<td>153.76(5)</td>
<td>*</td>
</tr>
<tr>
<td>CeAlO$_3$</td>
<td>$I4/mcm$</td>
<td>$a'b'c'$</td>
<td>1</td>
<td>1.897(9)</td>
<td>0.00023</td>
<td>170.9(4)</td>
<td>*</td>
</tr>
<tr>
<td>PrAlO$_3$</td>
<td>$R3c$</td>
<td>$a'a'a'$</td>
<td>0.98</td>
<td>1.8957(5)</td>
<td>0</td>
<td>166.2(1)</td>
<td>*</td>
</tr>
<tr>
<td>NdAlO$_3$</td>
<td>$R3c$</td>
<td>$a'a'a'$</td>
<td>0.97</td>
<td>1.8931(2)</td>
<td>0</td>
<td>164.81(4)</td>
<td>*</td>
</tr>
</tbody>
</table>

The RTiNO$_2$ and RGaO$_3$ series have many similarities: tolerance factors, $M$–$X$ bond distances, and $Pnma$ symmetry is observed for all three rare-earth ions. The RAIO$_3$ series has slightly larger tolerance factors due to the smaller size of Al$^{3+}$. This accounts for the relatively shorter $M$–$X$ bond distances and different tilt systems seen in the RAIO$_3$ series. Baur’s distortion index, $D$, gives a measure of the regularity of the bonding about the $MX_6$ octahedra. An octahedron where all six bonds are of equal length yields a zero value, as observed in PrAlO$_3$ and NdAlO$_3$. RTiNO$_2$ compounds show values that are similar to the gallate perovskites in Table 2.5, all of which take
Figure 2.5: Curie-Weiss behavior of $RTiNO_2$ ($R = \text{Ce (green)}, \text{Pr (red), and Nd (blue)}$) - Dotted lines (blue and green) show the Curie-Weiss fit. Inset shows the anomaly at 50 K in PrTiNO$_2$. 
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\textit{Pnma} symmetry. Apparently the presence of two different types of anions does not lead to more distorted octahedra, at least in terms of the average structure. The magnitude of the $M−X−M$ bond angles is directly related to the degree of tilting, more tilting equates to smaller bond angles. As expected the average value of the Ti–X–Ti bond angle decreases as the tolerance factor decreases (Table 2.5). The \textit{R}GaO$_3$ and \textit{RA}iO$_3$ oxides exhibit analogous behavior. The isothermal magnetization curves (APPENDIX B, Figure B.12) have no hysteresis, are linear at room temperature, and show weak thermally-induced spin polarization by exhibiting faint curvatures at low temperatures. These indicators are in-line with expectations for a paramagnet \cite{35}. The values derived from fitting data with the Curie-Weiss law in the temperature range 150 – 300 K are presented in Table 2.6. All the compounds studied possess antiferromagnetic interactions ($θ < 0$), similar to those found in other \textit{RMO}$_3$ compounds ($R = \text{Ce, Nd}; M = \text{Ga, Al}$). The Curie constants and effective magnetic moments of the \textit{RTiNO}$_2$ compounds (Table 2.6) are in agreement with other oxide analogues and in-line with the values calculated for a free \textit{R}$_{3}^{3+}$ ion with Russell Saunders coupling \cite{36}. The \textit{CeTiNO}$_2$ data matches expectations for a Ce$^{3+}$, $^2$F$_{5/2}$ ground state that is split by the crystal field in various $J_z$ states ($\pm 1/2$, $\pm 3/2$, $\pm 5/2$) \cite{37}.

<table>
<thead>
<tr>
<th>Compound</th>
<th>$θ$ (K)</th>
<th>C</th>
<th>$μ_{\text{eff}}$ ($μ_B$)</th>
<th>Theor. $μ_{\text{eff}}$ ($μ_B$)</th>
<th>Ref.</th>
</tr>
</thead>
<tbody>
<tr>
<td>CeTiNO$_2$</td>
<td>-28</td>
<td>0.73</td>
<td>2.43</td>
<td>2.54</td>
<td>this work</td>
</tr>
<tr>
<td>CeGaO$_3$</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
</tr>
<tr>
<td>CeAlO$_3$</td>
<td>-60</td>
<td>0.72</td>
<td>2.42</td>
<td>2.54</td>
<td>--</td>
</tr>
<tr>
<td>PrTiNO$_2$</td>
<td>-42</td>
<td>1.66</td>
<td>3.63</td>
<td>3.58</td>
<td>this work</td>
</tr>
<tr>
<td>PrGaO$_3$</td>
<td>-32</td>
<td>1.68</td>
<td>3.68</td>
<td>3.58</td>
<td>--</td>
</tr>
<tr>
<td>PrAlO$_3$</td>
<td>-14</td>
<td>1.5</td>
<td>3.48</td>
<td>3.58</td>
<td>--</td>
</tr>
<tr>
<td>NdTiNO$_2$</td>
<td>-36</td>
<td>1.49</td>
<td>3.47</td>
<td>3.62</td>
<td>this work</td>
</tr>
<tr>
<td>NdGaO$_3$</td>
<td>-15</td>
<td>1.61</td>
<td>3.6</td>
<td>3.62</td>
<td>--</td>
</tr>
<tr>
<td>NdAlO$_3$</td>
<td>-70</td>
<td>1.6</td>
<td>3.59</td>
<td>3.62</td>
<td>--</td>
</tr>
</tbody>
</table>

\textbf{Table 2.6:} Magnetic properties of \textit{RTiNO}$_2$, \textit{R}GaO$_3$, and \textit{RA}iO$_3$ perovskites ($R = \text{Ce, Pr, Nd}$). $*$ Ref \cite{105,107,108}.

NdTiNO$_2$ deviates from Curie-Weiss behavior below 30 K, which is similar to values reported in studies of Nd$_2$Ti$_2$O$_7$ and NdMO$_3$ ($M = \text{Ga, Co}$), inferring that the Nd$^{3+}$ ion experiences similar anisotropic effects in the nitride oxide perovskite structure as
in other crystalline phases. Single crystal, orientation-dependent magnetization studies of Nd$_2$Ti$_2$O$_7$ (a layered perovskite) demonstrated that in-plane magnetization is more than three times as large as the out-of-plane case, suggesting that Nd$^{3+}$ spins prefer to align in the $bc$ plane \cite{103}. Calculations in the NdGaO$_3$ system reveal that as temperature decreases, crystal field effects begin to dominate over LS coupling \cite{103}. CeTiNO$_2$ deviates from Curie-Weiss behavior at a much higher temperature, near 150 K. No magnetic studies of CeGaO$_3$ have been published, but Aruna et al. did report a deviation from Curie-Weiss behavior near 100 K in CeAlO$_3$ \cite{110}. They attribute the deviation to crystal-field effects, and since the coordination environment in CeTiNO$_2$ will be similar but more distorted than CeAlO$_3$ a slightly higher temperature deviation from Curie-Weiss behavior is not unreasonable. To examine anisotropic magnetism in $RTiNO_2$ in greater detail single crystals are required but their preparation will be nontrivial.

2.5 Conclusion

The $RTiNO_2$ ($R$ = Ce, Pr, Nd) perovskites have been synthesized and their structural and magnetic properties characterized. All three compounds have orthorhombic $Pnma$ symmetry due to $a^-b^+a^-$ tilting of the octahedra. No evidence for long range anion order was found in the NPD data; however, superstructure reflections seen in TEM patterns suggest short-range order, similar to that reported in earlier studies of SrTaNO$_2$ \cite{34}. The magnetic properties of the $RTiNO_2$ phases are compared with those of analogous $RGaO_3$ and $RALO_3$ oxide perovskites. The bond distances in the $RTiNO_2$ series are similar to those in the $RGaO_3$ perovskites, which also show paramagnetic behavior down to low temperatures. Low temperature deviations from Curie-Weiss behavior are seen at varying temperatures — Ce ($T < 150$), Nd ($T < 30$), Pr ($T < 5$ K) — and are attributed to a combination of magnetic anisotropy, changes in the LS coupling, and crystal field effects.
Electronic structure and photocatalytic water oxidation activity of $RTiNO_2$ ($R = Ce$, Pr, and Nd) perovskite nitride oxides

Parts of this chapter have been previously published [111] and are reprinted with permission from the publisher.

3.1 Introduction

Visible light driven photocatalytic water splitting has attracted considerable attention as an attractive approach to harvesting solar energy. Instead of converting the energy of solar radiation to electrical energy, water splitting produces chemical energy in the form of $H_2$ and $O_2$. The photocatalytic process of generating these gases can be broken down into two half reactions – water oxidation by photogenerated holes to produce $O_2$, and water reduction by photogenerated electrons to produce $H_2$. Despite four decades of research a photocatalyst that can efficiently split water when irradiated with only visible light remains elusive. A promising way to address this challenging problem is to use separate photocatalysts to drive each half-reaction and couple these two through a redox-active shuttle in the so-called Z-scheme approach. For the water oxidation half of the Z-scheme approach, the most widely studied photocatalysts are...
oxides like BiVO$_4$ ($E_g \sim 2.4$ eV)[112, 113, 114, 115] and WO$_3$ ($E_g \sim 2.4$ eV).[116, 117, 118, 119] While the band gaps of these oxides are small enough to absorb visible light, they are still large enough that a significant fraction of the visible spectrum is not harvested. In recent years the nitride oxide class of compounds, commonly referred to as oxynitrides, have been identified as promising photocatalysts. Nitride oxides benefit from a reduced band gap with respect to analogous oxides because the valence band maximum (VBM) shifts up in energy due to the presence of nitrogen 2p states which are more electropositive than the oxygen 2p states that comprise the valence band in most oxide photocatalysts.[41] TaON ($E_g = 2.4$ eV) was one of the first mixed anion compounds reported for water oxidation.[120, 121] Recently BaNbNO$_2$ ($E_g = 1.7$ eV)[122] and LaTiNO$_2$ ($E_g = 2.1$ eV)[53] have been shown to possess excellent O$_2$ evolution rates, and hence are attractive candidates for the oxygen evolution photocatalyst in a Z-scheme setup. Motivated by the best-in-class performance and high quantum efficiency of LaTiNO$_2$ we have prepared three related nitride oxide perovskites, $\text{RTiNO}_2$ ($R = \text{Ce, Pr, Nd}$), and characterized their electronic structures and oxygen evolution photocatalytic activities. The synthesis and structural characterization of these compounds have previously been reported,[43, 55, 56, 83] but their optical, electronic and photocatalytic properties have not been studied. To put the properties of these three nitride oxide perovskites in context we have also prepared and characterized LaTiNO$_2$ for comparison.

3.2 Experimental

Samples were prepared in an identical manner as reported in the previous chapter. LE.CO High Temperature NO Elemental Combustion Analysis was performed to determine the nitrogen to oxygen ratio. The purity of each compound was assessed through Rietveld refinements on powder X-ray diffraction data obtained from a Bruker D8 Advance diffractometer (Ge monochromator, $10 - 110^\circ 2\theta$, 0.015$^\circ$ step size, and 1 s dwell time). Rietveld refinements were performed using GSAS with the EXPGUI interface.[123] Isotropic displacement parameters were used for all ions. The Brunauer–Emmett–Teller (BET) surface area and pore volume of the samples were measured by a Micromeritics Accelerated Surface Area and Porosimetry (ASAP) 2020 instrument,
using nitrogen adsorption/desorption isotherms collected at liquid nitrogen temperature. The desorption branch of the isotherm was used to determine the Barret–Joyner–Halenda (BJH) pore size distribution. Before the measurement, the samples were degassed for 12 hr at 130 °C under a vacuum better than 2 µm Hg. Scanning electron microscopy (SEM), for sample imaging, and electron dispersive X-ray spectroscopy (EDXS), for chemical composition analysis, were performed in a Zeiss Ultra 55 Plus FE-SEM with an electron accelerating voltage of 15 kV. Samples were prepared by dispersing the particles on a conductive carbon tab mounted on a metal substrate holder. X-ray photoelectron spectroscopy (XPS) measurements were performed on powders anchored in carbon tape using a Kratos Axis Ultra XPS instrument. The photoelectron excitation processes were initiated using an Al Kα source (energy 1486.6 eV). The vacuum in the analysis chamber was maintained at 1×10⁻⁹ Torr. Binding energy reference for all samples was set to the C 1s peak, 284.5 eV. UV-visible diffuse reflectance data were collected using an Ocean Optics USB4000-UV-Vis spectrometer equipped with a standard reflectance probe and a DH-2000-BAL deuterium/tungsten halogen light source. Data were generated using SpectroSuite software, then transformed by the Kubelka-Munk method for subsequent interpretation. The femtosecond time-resolved infrared (TRIR) experiment was performed using a Coherent Ti:sapphire oscillator and regenerative amplifier combination (1 kHz, 50 fs FWHM). The 800 nm output is split and used to generate the mid-IR probe and visible pump beams. For the probe, an OPerA optical parametric amplifier (OPA) with a difference frequency generation (DFG) attachment produces mid-IR energies ranging from 2500 – 800 cm⁻¹. A Ge beamsplitter is used to produce a probe and a reference IR beam that pass through the sample with ~ 5 mm separation. The pump beam is also generated from an OPA with a UV/vis or DFG attachment, after which it passes through a delay stage and is overlapped with the probe at the sample. Probe and reference spectra were collected on a Triax 320 spectrometer equipped with a HgCdTe array (2×32) detector. Samples were prepared by uniaxially pressing 2 wt. % RTiNO₂ in KBr (totaling 400 mg) into a pellet at 100 MPa. The samples were excited at 600 nm, near the band edges (620 to 590 nm), with an energy of 1.0 – 1.5 µJ at the sample. Spectra were background subtracted, plotted, and analyzed using Origin. The kinetic profiles were fit using a triple exponential equation of the form:
where \( A_i \) is the amplitude, \( \tau_i \) is the lifetime, and \( C \) is an offset. Errors in the lifetimes are reported as standard errors of the exponential fits. For photocatalytic measurements, the surface of the oxide nitrides was wet impregnated with a CoO\(_x\) co-catalyst from 2 wt. % Co(NO\(_3\))\(_2\)6H\(_2\)O (>99.0%, Baker) using a method previously described.[(53)] Water oxidation half reactions were executed in a closed, top-irradiated quartz vessel. 100 mg of co-catalyzed nitride oxide powder and 100 mg La\(_2\)O\(_3\) (99.99%, GFS Chemicals) (as a pH buffer) were added to 100 mL of a 0.05 M AgNO\(_3\) aqueous solution and suspended using a magnetic stirrer. The Ag\(^+\)\(_{aq}\) ions act as a sacrificial electron acceptor. Reactant solutions were purged of air by bubbling argon through the system until the background GC spectra were featureless. Visible light irradiation was performed using a 150 W Xe lamp equipped with a 400 nm long pass filter and a cold mirror (Newport Oriel, Stratford, CT, USA; optical power: 26\( \mu \)W/cm\(^2\)). Gases evolved were separated by a Shimadzu GC-14A gas chromatograph equipped with a 60/80 molecular sieve 5A (Sigma Aldrich, St. Louis, MO, USA) and a thermal conductivity detector. These runs were calibrated against an external standard curve for oxygen. A known oxygen evolving catalyst, LaTiNO\(_2\), was used as a benchmark for comparison. To ensure that the system is visible light active only, a UV active perovskite photocatalyst, SrTiO\(_3\), was tested for O\(_2\) evolution. The SrTiO\(_3\) sample was prepared from TiO\(_2\) (99.9%, GFS Chemicals) and SrCO\(_3\) (99.99%, Alfa) by two cycles of heating to 1000 °C, holding for 8 hr each time (with intermittent grinding). Quantum efficiency measurements on LaTiNO\(_2\) and NdTiNO\(_2\) were carried out using O\(_2\) evolution (same experimental and instrumental set-up) under 450 nm band pass filtered 150 W Xe arc lamp light calibrated by a Si photodiode (Thor labs, Newton, NJ, USA).

### 3.3 Results and Discussion

#### 3.3.1 Composition and Structure

Combustion analysis is in-line with reports in the previous chapter, while sample purity and structural equivalence to compounds prepared previously was verified by XRD powder patterns (Figure 3.1). Refinements were carried out in their reported space
groups, \(Pnma\) for \(RTiNO_2\) \((R = \text{Ce, Pr, Nd})\) and \(I\bar{I}\) for \(LaTiNO_2\). Lattice parameters for all four compounds were determined using whole pattern fitting of the XRD powder patterns, and are shown in Table 3.1. The compounds are phase pure and have space group symmetry and lattice parameters that are in agreement with the previously reported values.

<table>
<thead>
<tr>
<th>Space group</th>
<th>(a) (Å)</th>
<th>(b) (Å)</th>
<th>(c) (Å)</th>
<th>(a) (Å)</th>
<th>(b) (Å)</th>
<th>(c) (Å)</th>
<th>(V) (Å(^3))</th>
</tr>
</thead>
<tbody>
<tr>
<td>(LaTiNO_2)</td>
<td>5.592(8)</td>
<td>7.370(5)</td>
<td>5.582(6)</td>
<td>90.1(2)</td>
<td>90.19(5)</td>
<td>90.3(2)</td>
<td>245.69(9)</td>
</tr>
<tr>
<td>(CeTiNO_2)</td>
<td>5.563(4)</td>
<td>7.8017(4)</td>
<td>5.5349(3)</td>
<td>90</td>
<td>90</td>
<td>90</td>
<td>239.93(3)</td>
</tr>
<tr>
<td>(PrTiNO_2)</td>
<td>5.531(1)</td>
<td>7.7895(5)</td>
<td>5.5355(9)</td>
<td>90</td>
<td>90</td>
<td>90</td>
<td>238.49(3)</td>
</tr>
<tr>
<td>(NdTiNO_2)</td>
<td>5.541(1)</td>
<td>7.796(1)</td>
<td>5.526(1)</td>
<td>90</td>
<td>90</td>
<td>90</td>
<td>238.74(5)</td>
</tr>
</tbody>
</table>

**Table 3.1:** Lattice parameters for Rietveld refined \(RTiNO_2\) \((R = \text{La, Ce, Pr, Nd})\) perovskites from laboratory X-ray diffraction data.

### 3.3.2 Surface Properties

A type-II adsorption isotherm has been observed for \(PrTiNO_2\) as shown in Figure 3.2 (see APPENDIX C for the isotherms of the other compounds, Figure C.1 – C.3). This isotherm is common for vapor adsorption, e.g. water vapor adsorbed on a hydrophobic material. The specific surface areas for \(RTiNO_2\) determined by BET at 77 K are 4 – 6 m\(^2\)g\(^{-1}\). Capillary condensation driven volume increases in the adsorption branch, occur at relatively high pressure (\(~ P/P_0 > 0.9\) ), which is indicative of large pore diameter. The pore size distribution (inset in Figure 3.3), determined from the corresponding desorption branch using the BJH method, is broad with pore volume increasing as pore diameter decreases. A wide distribution of pore diameters exists in the range of 20 – 90 nm. These compounds have comparable surface area, pore volume, and pore size (Table 3.2), which is not unexpected given the identical solid state ammonolysis used for the synthesis. The high temperature and long dwell time allow for considerable
Figure 3.1: Laboratory XRD patterns of $RTiNO_2$ from $20^\circ$ to $60^\circ$ 2θ - Reflection positions for a simple cubic perovskite ($Pm\bar{3}m$) with lattice parameter $a_p$, a triclinic perovskite ($I\bar{1}$) with $\sqrt{2}a_p \times 2a_p \times \sqrt{2}a_p$ lattice parameters, and an orthorhombic perovskite ($Pnma$) with $\sqrt{2}a_p \times 2a_p \times \sqrt{2}a_p$ lattice parameters, are shown with purple (lower), gray (middle), and orange (upper) hash marks, respectively.
grain growth and grain boundary minimization, which lead to small surface area and pore volume.

![Figure 3.2: N\textsubscript{2} isotherm and pore size distribution (inset) for PrTiNO\textsubscript{2} -](image)

<table>
<thead>
<tr>
<th>Sample:</th>
<th>LaTiNO\textsubscript{2}</th>
<th>CeTiNO\textsubscript{2}</th>
<th>PrTiNO\textsubscript{2}</th>
<th>NdTiNO\textsubscript{2}</th>
</tr>
</thead>
<tbody>
<tr>
<td>BET Surface area (m\textsuperscript{2}/g):</td>
<td>6</td>
<td>4</td>
<td>6</td>
<td>5</td>
</tr>
<tr>
<td>Pore Volume (cm\textsuperscript{3}/g):</td>
<td>0.03</td>
<td>0.02</td>
<td>0.02</td>
<td>0.02</td>
</tr>
<tr>
<td>Mean Pore Diameter (nm):</td>
<td>20</td>
<td>18</td>
<td>13</td>
<td>17</td>
</tr>
</tbody>
</table>

Table 3.2: Surface features of \(R\)TiNO\textsubscript{2} (\(R = \text{La, Ce, Pr, Nd}\)) powders prepared by solid state ammonolysis.

SEM images (NdTiNO\textsubscript{2}, Figure C.3) \(R\)TiNO\textsubscript{2} (\(R = \text{La – Pr}\), APPENDIX C, Figure C.4 – C.6) reveal that particle size distribution is consistent across all samples. The crystal size in CeTiNO\textsubscript{2} (1 – 3 \(\mu\)m) is slightly larger than the other compounds, which is reflected in the BET surface area. Each sample contains both large (50 – 100 \(\mu\)m; not pictured) and small (100 nm 10 \(\mu\)m) particles. The broad distribution of particle sizes is the result of agglomeration during annealing due to sintering. No uniform crystal habit is apparent, with a random orientation of exposed facets for all \(R\)TiNO\textsubscript{2}. These observations are in-line with the results from our prior work on the same compounds, where TEM analysis shows polycrystallinity even for the smallest particles.[83] EDXS
confirms that the CoO$_x$ co-catalyst by has been uniformly distributed on the surface of $RTiNO_2$ particles.

3.3.3 X-ray Photoelectron Spectroscopy

To evaluate the relative positions of the partially filled 4f electron energy levels, XPS measurements in the valence band photoemission region have been performed (Figure 3.4). The spectra of $RTiNO_2$ are characterized by strong, broad peaks spanning from 0 to 8 eV originating largely from the anion 2p orbitals that make up the valence band. A peak originating from occupied f-orbitals, and marked with a purple plus sign, is visible above the valence band edge in CeTiNO$_2$. This same peak appears as a shoulder on the anion 2p valence band edge for PrTiNO$_2$. The peak associated with 4f orbitals cannot clearly be made out in the NdTiNO$_2$ spectrum. This indicates a further shift toward higher binding energy, which implies that the position of the occupied 4f levels lies below the valence band maximum and overlaps with states well within the valence band.

The trend of increasing binding energy of the f-orbital states on going from Ce → Pr → Nd is consistent with expectations based on effective nuclear charge. Similar XPS trends have been observed in the $RTaO_4$ series. Differences in crystal structure that lead to different band dispersions make a direct comparison of the $RTaO_4$ and $RTiNO_2$ XPS spectra difficult, but some qualitative comparisons can be made. In both the $RTaO_4$ and the $RTiNO_2$ series the peak associated with the occupied Ce 4f-states lies at a binding energy that is ~1 eV higher than the peak associated with the Pr 4f-states. A close inspection also reveals that the Pr 4f-states are located closer to the top of the anion 2p valence bands in PrTiNO$_2$ than in PrTaO$_4$, an effect that can be attributed to the contribution of the nitrogen 2p orbitals to the valence band of the former compound. The key point is that only the more electropositive rare-earth ions (Ce and Pr) have partially filled 4f states that are at energies higher than or comparable to the valence band maximum. As seen below this feature of the electronic structure has important implications for the photocatalytic activity.

3.3.4 Time-resolved IR Measurements

It has been shown previously that wet-impregnated co-catalysts significantly increase the carrier lifetimes in LaTiNO$_2$. To minimize variables and examine intrinsic
Figure 3.3: SEM image and EDX mapping for NdTiNO$_2$ -
Figure 3.4: XPS of $R\text{TiNO}_2$ ($R = \text{La, Ce, Pr, Nd}$) - Crosses mark the positions of the 4f states.
effects, femtosecond TRIR spectra were recorded on bare $R$TiNO$_2$ (APPENDIX C, Figure C.7 – C.10) to probe the free carriers and lifetimes. In each case, the spectra display an instantaneous rise of a broad mid-IR band, though for LaTiNO$_2$ there is a slower growth component ($\sim$ 2 ps). Kinetic decay for each compound (Figure 3.5) is fit by a triple exponential function (Equation 1.1), revealing free carrier lifetimes that range from 0.59 ps to 1.1 ns (Table 3). For all $R$TiNO$_2$, residual signal remains at the time limit of the experiment (3 ns) indicating a slow fourth decay component, that in similar studies of TiO$_2$ has been attributed to defects.\[124] In-line with previous photocurrent and time-resolved diffuse reflectance measurements for LaTiNO$_2$,\[125] we observe relatively long lifetimes and slow recombination for LaTiNO$_2$.

<table>
<thead>
<tr>
<th></th>
<th>LaTiNO$_2$</th>
<th>CeTiNO$_2$</th>
<th>PrTiNO$_2$</th>
<th>NdTiNO$_2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$A_1$</td>
<td>0.00607</td>
<td>0.00747</td>
<td>0.00130</td>
<td>0.00637</td>
</tr>
<tr>
<td>(46%)</td>
<td>(50%)</td>
<td>(42%)</td>
<td>(91%)</td>
<td></td>
</tr>
<tr>
<td>$\tau_1$ (ps)</td>
<td>4.0(2)</td>
<td>0.59(1)</td>
<td>2.2(1)</td>
<td>1.6(1)</td>
</tr>
<tr>
<td>$A_2$</td>
<td>0.00316</td>
<td>0.00647</td>
<td>0.00138</td>
<td>0.00027</td>
</tr>
<tr>
<td>(24%)</td>
<td>(43%)</td>
<td>(45%)</td>
<td>(3%)</td>
<td></td>
</tr>
<tr>
<td>$\tau_2$ (ps)</td>
<td>96(4)</td>
<td>6.7(6)</td>
<td>21(2)</td>
<td>34(4)</td>
</tr>
<tr>
<td>$A_3$</td>
<td>0.004</td>
<td>0.00110</td>
<td>0.00039</td>
<td>0.00052</td>
</tr>
<tr>
<td>(30%)</td>
<td>(7%)</td>
<td>(13%)</td>
<td>(6%)</td>
<td></td>
</tr>
<tr>
<td>$\tau_3$ (ps)</td>
<td>1110(60)</td>
<td>170(20)</td>
<td>330(60)</td>
<td>798(53)</td>
</tr>
<tr>
<td>$\Delta\text{OD}_{\text{max}}$ (ps)</td>
<td>1.86</td>
<td>0.133</td>
<td>0.387</td>
<td>0.153</td>
</tr>
</tbody>
</table>

**Table 3.3:** Amplitudes, decay lifetimes and time of $\Delta\text{OD}_{\text{max}}$ from TRIR kinetics for $R$TiNO$_2$ ($R$ = La-Nd)

The broad mid-IR signals are attributed to absorptions of free carriers within the conduction band of each material. The concentrations in CeTiNO$_2$ and PrTiNO$_2$ diminish rapidly to levels similar to or less than that of NdTiNO$_2$ beyond $\sim$ 25 ps. These rapid decays are associated with the fast component ($\tau_1$) and are presumed to decay on too short of a time scale to have any significant effect on other processes. In LaTiNO$_2$ the concentrations persist and decay more slowly. The highly localized nature of the 4f orbitals and their location near the VB edge in CeTiNO$_2$ and PrTiNO$_2$ (see previous section), can potentially act as a favorable pathway for carrier recombination. The lifetimes for CeTiNO$_2$ are particularly short. On the other hand, the 4f orbitals in
Figure 3.5: Kinetic traces of $RTiNO_2$ ($R$ = a) La, b) Ce, c) Pr, d) Nd). -
NdTiNO$_2$ are located further from the VB edge where the concentration of photogenerated holes is expected to be highest. This difference could lead to reduced rates of electron-hole recombination, longer lifetimes, and allow for carriers to partake in other phenomena (such as water oxidation, see below). The slow components ($\tau_2$ and $\tau_3$) and their associated longer-lived lifetimes are ordered La > Nd > Pr > Ce, validating this hypothesis.

### 3.3.5 Optical Properties

Diffuse reflectance spectra that enable quantitative comparison of the optical band gaps of LaTiNO$_2$ and the three compounds studied here are shown in Figure 3.6. The band gaps, which were estimated by the linear extrapolation of the adsorption onset (the Shapiro method), were found to be 2.1(2), 2.0(2), 2.0(2) and 2.1(2) eV for LaTiNO$_2$, CeTiNO$_2$, PrTiNO$_2$, and NdTiNO$_2$, respectively. The band gap of LaTiNO$_2$ agrees well with previous reports. The observed colors for La → Nd are red, brown-red, dark brown, and brown. The variations in color are largely due to differences in sub-band gap absorptions. The absorption coefficient for the compounds was not measured but assumed to be unique for each R cation. It is acknowledged that this could have a non-negligible impact on the photocatalytic activity. The difference in the absorption coefficients for the individual $RTiNO_2$ compounds at energies greater than the band gap should be minimal because they have very similar crystal and electronic structure.

It is well established that the valence to conduction band transitions involve transfer of an electron from crystal orbitals that have predominantly anion character to crystal orbitals derived from the empty titanium 3d orbitals. The optical absorption that occurs at energies below 2.0 eV ($\lambda > 620$ nm) does not originate from excitations across the band gap and merits further comment. The shape of CeTiNO$_2$ optical absorption curve between approximately 2.1 and 1.6 eV is qualitatively different than the other three compounds. Given the location of the Ce$^{3+}$ 4f orbitals in the band gap we hypothesize that the unusual shape of the UV-Vis curve in this region is due to transitions from the Ce 4f orbital into the conduction band. This type of transition has been seen in oxides that contain Ce$^{3+}$, such as CeVO$_4$. The upturn seen in absorption spectra of the other three compounds on moving into the infrared region (E < 1.7 eV) is likely of a different origin. The trace amounts of TiN (2 – 4 wt. %, observed...
Figure 3.6: Kubleka-Munk transformed UV-visible diffuse reflectance of $RTiNO_2$ - These spectra have not been vertically offset from each other.
in neutron powder diffraction patterns \((83)\) would lead to some absorption in that region, but for the reasons discussed below we feel this is not the main contributor to the sub-band gap absorptions. A more likely cause of this effect is the presence of low levels of Ti\(^{3+}\) in the perovskite phase, which could be explained either by anion vacancies, or by \(R\tex{TiN}_{1+x}O_{2-x}\) non-stoichiometry. In fact, the slow fourth decay component in the TRIR study hints at such defects. Sub-band gap absorptions, associated with the presence of small amounts of Ti\(^{3+}\), that extend into the mid-IR have been seen in the \(TiO_xN_yF_z\) system.\((129)\) The upturn of absorbance seen in the low energy side of the absorption spectra increases significantly from \(LaTiNO_2\) to \(PrTiNO_2\) to \(NdTiNO_2\). In addition to the electronic transitions already discussed, weak features associated with \(f\)-\(f\) transitions are seen in the \(NdTiNO_2\) spectrum. The peaks at 2.1 and 1.6 eV can be assigned to \(4G_5/2\) and \(4F_5/2\) \(f\)-\(f\) transitions on \(Nd^{3+}\). Because \(f\)-\(f\) transitions are forbidden, these transitions are very weak.

3.3.6 Photocatalytic Activity for Water Oxidation

The photocatalytic \(O_2\) evolution activity for \(R\tex{TiNO}_2\) \((R = La, Ce, Pr, Nd)\) and \(SrTiO_3\) samples impregnated with a 2 wt.% \(CoO_x\) co-catalyst over a period of eight hours is shown in Figure 3.7. In these experiments a long pass filter as well as a cold mirror were used so that only visible light \((800 \text{ nm} > \lambda > 400 \text{ nm})\) reached the photocatalyst. The results of photocatalytic cycling \((3 \times)\) experiments can be found in APPENDIX C, Figure C.11. Trace amounts of nitrogen were detected at the initial illumination onset, which is associated with the removal of surface nitrogen, a typical phenomenon in nitride oxides.\((122)\) The linear rates of \(O_2\) evolution are found to be 17 \(\mu\text{mol/g/hr}\) for \(LaTiNO_2\), 5 \(\mu\text{mol/g/hr}\) for \(CeTiNO_2\), 11 \(\mu\text{mol/g/hr}\) for \(PrTiNO_2\), 16 \(\mu\text{mol/g/hr}\) for \(NdTiNO_2\), and negligible for \(SrTiO_3\).

Prior studies of photocatalytically driven water oxidation by \(LaTiNO_2\), with a \(CoO_x\) co-catalyst, report a much higher rate of \(O_2\) evolution \((\sim 600 \mu\text{mol/hr}).\)\((53)\) The decrease in activity is owed in large part to the change in lamp wattage (ref. \((53)\) = 300 W; this study = 150 W). For a 300 W Xe arc lamp, power density is typically close to 50 mW/cm\(^2\) \((\sim 6 \text{ suns})\). Using a Thor Labs Si photodetector, the measured power density of our 150 W Xe lamp was 26 \(\mu\text{W/cm}^2\) \((\sim 0.5 \text{ suns})\). Differences in the intensity of the light source can have a dramatic effect on photocatalytic evolution rates.\((130)\) At high light intensity \((> 150 \text{ W or AM1.5})\), the photocurrent increases
Figure 3.7: Photocatalytic $\text{O}_2$ evolution for 2 wt. % CoO$_x$ co-catalyst modified compounds $\text{RTiNO}_2$ and $\text{SrTiO}_3$ - 100 mg photocatalyst and 100 mg La$_2$O$_3$ (pH buffer) were suspended in 100 mL of a 0.05M AgNO$_3$ solution contained within a closed quartz vessel.
are not linear.[131] High photocurrents increase the likelihood of charge transfer from semiconductor to co-catalyst before recombination occurs. This charge separation for water splitting is critical as demonstrated in a homojunction BiVO$_4$/a-Si photoelectrochemical cell.[132] Accounting for this, LaTiNO$_2$ yields results that are in-line with what should be expected from lower power density light. One must also acknowledge that the sample morphologies indicated by SEM and BET are distinct from those mentioned in the investigation of LaTiNO$_2$ by Zhang et al.[53], another factor that makes direct comparison to that work non-trivial. The key finding in this paper is relative rates of O$_2$ evolution for the four oxide nitride photocatalysts studied. In relative terms, the photocatalytic activity order is LaTiNO$_2$ $\sim$ NdTiNO$_2$ $>$ PrTiNO$_2$ $>$ CeTiNO$_2$. Given the already established behavior of LaTiNO$_2$ as an effective photocatalyst for the oxygen evolution half-reaction, this result shows that NdTiNO$_2$ is equally promising, whereas PrTiNO$_2$ and particularly CeTiNO$_2$ are inferior. For the most part the variability in the photocatalytic rates of the RTiNO$_2$ compounds studied here is not due to differences in particle size and/or shape, as these compounds have similar surface areas, pore volumes, pore sizes, distributions, and morphologies. Neither is it due to the band gap or the position of the conduction or valence band edges, which are also quite similar across the entire series. Although there may be slight variations in absorption coefficient for each compound, those differences alone cannot explain the differences in photocatalytic activity. The differences in photocatalytic rates appear to be linked to the presence of partially filled f-orbitals either in the band gap or near the top of the valence band. Because both Ce and Pr have occupied and highly localized 4f states (flat bands) that are energetically accessible to the photogenerated holes this leads to unwanted recombination of the free carriers. In contrast, the 4f orbitals of La$^{3+}$ must lie well above the valence band, and the occupied 4f-orbitals on NdTiNO$_2$ are positioned well below the valence band edge, as shown in Figure 3.8. Consequently, these two compounds have comparable activities for the oxidation of water.

The recombination of carriers is evidenced by the slow component of the carrier lifetimes in NdTiNO$_2$ (798 ps) and LaTiNO$_2$ (1110 ps), values that are considerably longer than in PrTiNO$_2$ (330 ps) and CeTiNO$_2$ (170 ps). The relatively long carrier lifetime allows carriers enough time to be transferred from the bulk to the surface deposited cobalt co-catalyst, where it then undergoes the cascade of processes that must occur for water oxidation. By proxy, the PrTiNO$_2$ and CeTiNO$_2$ suffer from higher
Figure 3.8: Schematic diagrams for the DOS in $RTiNO_2$ perovskites - Orbitals are split into a filled oxygen 2p (orange)/nitrogen 2p (cyan) valence band and an unfilled Ti 3d (wavy violet) conduction band. The localized f-orbital states decrease in energy sequentially for Ce (black), Pr (green), and Nd (red).

Rates of carrier recombination before efficient transfer can occur, directly yielding lower rates of water oxidation. These results show that prediction or measurement the f-orbital states with respect to the valence band maximum should be part of the process of designing new lanthanoid-containing perovskite nitride oxide photocatalysts. Good candidate compounds should yield f-orbitals that do not fall close to the band edge positions. Many of the heavier rare-earth ions have f-orbital positions known to be more negative than Nd$^{3+}$.[133] Therefore, compositions such as $RTi(N,O)_2$ ($R =$ Sm, Gd, Ho – Lu) may provide interesting or superior photocatalytic activities because the f-orbitals would reside below the valence band maximum. It is pertinent to note that LaTiNO$_2$ and NdTiNO$_2$ have similar photocatalytic activities, despite the fact that the latter appears to have a larger concentration of Ti$^{3+}$. This observation would seem to suggest that while the presence of Ti$^{3+}$ states leads to increased absorption of visible light it does not have a significant impact on the photocatalytic activity. A systematic study on water reduction by the $RTiNO_2$ ($R =$ Ce – Nd) compounds was not undertaken in this work. However, the electronic data presented here suggests that water reduction results for NdTiNO$_2$ would be similar to those of LaTiNO$_2$, with CeTiNO$_2$ and PrTiNO$_2$ results inferior due to rapid carrier recombination rates.
3.4 Conclusion

The photocatalytic properties of the $R\text{TiNO}_2$ ($R = \text{Ce} – \text{Nd}$) perovskites have characterized for the first time. The band gaps of all four compounds lie between 2.0 – 2.1 eV, which allow them to absorb a significant fraction of the visible spectrum. When powders of these compounds are impregnated with 2 wt. % cobalt co-catalyst they are capable of photocatalytic water oxidation. The oxygen evolution rates are 5 – 17 $\mu$mol/hour/g under illumination from a 150 W Xe arc lamp ($400 < \lambda < 800$ nm), with the activities following the trend: La $\sim$ Nd $>$ Pr $>$ Ce. XPS measurements show that the 4f-orbitals play a critical role in photocatalytic activity. When they lie near the top of the valence band, as is the case for Ce and Pr, photocatalytic activities decrease because the partially filled 4f orbitals act as recombination centers. TRIR kinetic decays reveal that the Ce and Pr compounds have much shorter carrier lifetimes. The $\text{O}_2$ evolution rates in NdTiNO$_2$ are comparable to LaTiNO$_2$, which makes this compound a candidate for further optimization as a water oxidation photocatalyst and demonstrates the viability of other possible $R\text{TiNO}_2$ photocatalysts.
Structural, Magnetic, and Optical Properties of $A_3V_4(PO_4)_6$ ($A = Mg, Mn, Fe, Co, Ni$)

4.1 Introduction

Transition metal containing phosphate compounds have a wealth of interesting magnetic and exchange interactions. For instance, $Fe_3(PO_4)_2$ has two observed magnetic phase transitions, a field-induced ferrimagnetic-antiferromagnetic transition at 38(1) K and an antiferromagnetic-paramagnetic transition at 44(1) K. $Ni_3(PO_4)_2$ has ferromagnetic interactions inside $Ni_3O_{14}$ trimeric subunits which are antiferromagnetically coupled, giving rise to a purely antiferromagnetic structure.

The number of studies examining magnetism in the V$^{+3}$-O-P system, however, is limited and even conflicting. For instance, reports on VPO$_4$ show antiferromagnetic behavior below 15 K, $[81]$ while a later report suggests ferromagnetic behavior below 15 K. $[80]$. This discrepancy is compounded by a general lack of quaternary phosphate compounds containing V$^{+3}$. To bolster the number of compounds in this class, the $Fe_7(PO_4)_6$ structure type has been utilized to prepare compounds of the type $A_3V_4(PO_4)_6$ where $A = Mg, Mn, Fe, Co, and Ni$.

$A_3V_4(PO_4)_6$ is structurally comprised of two kinds of subunits ($A_2O_{10}$ and $V_2O_{10}$) that are connected in a corrugated fashion. On the other hand, VPO$_4$ consists of edge shared octahedral 1D chains isolated by phosphate tetrahedra. These two contrasting
structural moieties, with reduced linearity of the vanadium polyhedral connectivity in going from VPO$_4$ to $A_3V_4(PO_4)_6$, raises questions pertaining to structural effects and the length of exchange interactions. Furthermore, the impact of nonmagnetic (Mg) or magnetic (Mn, Fe, Co, Ni) $A_2O_{10}$ subunits on the exchange interactions can be studied. Beyond magnetism, d-d transitions are expected in $A_3V_4(PO_4)_6$ and a thorough investigation of the optical properties driving the observed colors is warranted.

4.2 Experimental

$A_3(PO_4)_2$ ($A = Mg, Mn, Fe, Co$) precursors were prepared by solution methods involving stoichiometric dropwise addition of aqueous (0.1 – 0.3 M) Na$_3$PO$_4$·12H$_2$O (99.7%; Fischer Scientific) to (0.1 – 0.3 M) Mg(NO$_3$)$_2$·6H$_2$O (98%; Flynn Sci.), (NH$_4$)$_2$Fe(SO$_4$)$_2$·6H$_2$O (99.9%; Mallinkrodt), CoSO$_4$ (98%; Damon-Guide), or MnCl$_2$·4H$_2$O (99.7%; Mallinkrodt), resulting in precipitation. These powders were collected and dried overnight at 100 °C in air. The Mg and Mn containing powders were subsequently heated to 700 °C to drive off the remaining coordinated water and to achieve crystallization. To prevent oxidation, Fe$_3$(PO$_4$)$_2$ was heated under flowing H$_2$/N$_2$ (5/95%) at 900 °C for 15 h with a 2.5 °C/min ramp rate.[77] The Ni$_3$(PO$_4$)$_2$ precursor was prepared by solid state heat treatment, where Ni(NO$_3$)$_2$·6H$_2$O (99.8%; Mallinkrodt) and (NH$_4$)$_2$HPO$_4$ (98%+; Sigma Aldrich) were ground together using a mortar and pestle for 30 min first, and then heated in air at 300 °C for 1 h with 5°C/min ramp/cool rates and with a follow-up treatment at 800 °C for 10 h with 2.5/15 °C/min ramp/cool rates. VPO$_4$ was prepared by a similar approach, where VO(SO$_4$)·3H$_2$O (99.9%; Alfa Aesar) and(NH$_4$)H$_2$PO$_4$ were ground together and then heated under flowing H$_2$/N$_2$ (5/95%) to 900 °C for 5 h with 5 °C/min ramp/cool rates. Heating and intermittent grinding were repeated until phase pure VPO$_4$ was obtained. All precursors were checked and verified by X-ray diffraction (XRD) for purity. Stoichiometric amounts of $A_3(PO_4)_2$ and VPO$_4$ precursors were mixed together using a mortar and pestle, uniaxially pressed into pellets at 104 MPa, and sealed in an evacuated quartz tube. This tube was heated to 1050 °C for 10 h with a 2.5 °C/min ramp and a 10°C/min cool rate to achieve phase pure products.

The purity of each compound was assessed through Rietveld refinements on powder X-ray diffraction data obtained from a Bruker D8 Advance (Ge monochromator, Cu
Constant wavelength ($\lambda = 2.4395 \ \text{Å}$) neutron powder diffraction (NPD) data were obtained at room temperature over a $d$-space range of 1.25 to 20 Å on the ECHIDNA powder diffractometer at the OPAL research reactor in Australia. For synchrotron X-ray diffraction (SXRD) analysis, samples were packed into 1.5 mm diameter Kapton capillaries, and data were collected at room temperature over $1 - 50^\circ 2\theta$ (scan parameters, $\lambda \approx 0.4133 \ \text{Å}$) on the 11-BM [134] at Argonne National Laboratory. Combined NPD and SXRD Rietveld refinements were performed using GSAS with the EXPGUI interface [93]. Isotropic displacement parameters for the oxygen about a phosphorous tetrahedron were constrained to refine together. Cation displacement parameters (except vanadium) were refined together. Due to high V transparency to neutrons, V displacement parameters were constrained to match the $A$-site cation parameters, in each compound, respectively. To account for order/disorder on the cation sites, occupancies of the transition metals were allowed to refine freely. Sites that deviated from unity were accounted for, and constraints were implemented to maintain stoichiometry.

DC magnetic measurements were carried out using a Quantum Design MPMS SQUID magnetometer. Less than 50 mg of powder sample was encapsulated in a gel capsule and mounted at the center of a straw for insertion into the instrument. The susceptibility was measured in the range of 2.5 – 400 K in an applied magnetic field of 1000 Oe under both zero-field-cooled (ZFC) and field-cooled (FC) conditions. For ZFC measurements, the sample was cooled from 300 K in the absence of an applied field, and the susceptibility was measured during warming in a field of 1000 Oe. For FC measurements, the sample was subject to the same cooling and heating in the presence of an applied field of 1000 Oe. Isothermal magnetization was measured between –7 T and 7 T at 5 K and 300 K, respectively.

UV-visible diffuse reflectance data were collected using an Ocean Optics USB4000-UV-Vis spectrometer equipped with a standard reflectance probe and a DH-2000-BAL deuterium/tungsten halogen light source. Data were generated using SpectroSuite software and then transformed by the Kubelka-Munk method [135] for subsequent interpretation.
4.3 Results

4.3.1 Crystal Structure

It was found that this class of compounds crystallizes with \( \bar{P}1 \) symmetry. The \( A \) cations reside in a distorted octahedral site and a distorted trigonal bipyramidal site. The two polyhedra are connected through a common corner and form an \( A_2O_{10} \) unit. On the other hand, the \( V^{3+} \) cations reside in a \( V_2O_{10} \) unit comprising two edge-sharing octahedra. These two kinds of subunits (\( A_2O_{10} \) and \( V_2O_{10} \)) are connected in a corrugated fashion by sharing edges (\( VO_6 \) and \( AO_5 \)) and corners (\( VO_6 \) and \( AO_6 \)) (Figure 4.1). The structure is then connected together by three kinds of crystallographically distinct \( PO_4 \) tetrahedra (Figure 4.2). The structure resembles another known quaternary \( V^{3+} \) containing phosphate compound, \( Zn_3V_4(PO_4)_6 \). \( ^{[68]} \)

Synchrotron X-ray diffraction was further utilized to accurately determine the positions of the atoms, while neutron diffraction was conducted to refine oxygen positions and cation site occupancies. Determination of thermal parameters is benefited by using both data sets. Also, in a low symmetry space group such as \( \bar{P}1 \) in this case, simultaneous refinements increase the number of degrees of freedom available in the refinement and lessen the chance of confounded results.

Combined Rietveld refinements on the room temperature synchrotron X-ray and neutron diffraction data for \( A_3V_4(PO_4)_6 \) result in \( R_{wp} = 5.32 - 6.73\% \) for the NPD data and \( R_{wp} = 10.60 - 17.52\% \) for SXRD data, with the poor fits of the latter due to the presence of unfitted peaks associated with a secondary phase. The peaks were identified (Appendix D, Table D.1), but could not be matched to any known compounds in the Inorganic Crystal Structure Database (ICSD). The secondary phases observed in each compound is unique. It should be noted that these secondary phases, if active, may contribute to the magnetic properties. These will contribute random error in the examined system. Nonetheless, \( R_F^2 \) values for the \( A_3V_4(PO_4)_6 \) series are in general low and indicate good fits of the experimental data.

The refined lattice parameters and cell volumes for \( A_3V_4(PO_4)_6 \) (Table 4.1) are similar to those of \( Zn_3V_4(PO_4)_6 \). The refined SXRD and NPD patterns for \( Mn_3V_4(PO_4)_6 \) are shown in Figure 4.3 (others: Appendix D, Figures D.6–D.9), and atomic positions as well as thermal parameters are presented in Table 4.2 (others: Appendix D, Table D.2–D.5).
Figure 4.1: $A_3V_4(PO_4)_6$ crystal structure viewed along the canted (1-10) direction, showing polyhedral connectivity - PO$_4$ tetrahedra are not shown to enhance clarity of the $A$- (blue) and $B$-site (red) polyhedra.
Figure 4.2: $A_3V_4(PO_4)_6$ crystal structure viewed down (100) - crystallographically unique PO$_4$ tetrahedra are labeled relative to the A- (blue) and B-site (red) polyhedra.
Table 4.1: Lattice parameters and goodness of fit for $A_3V_4(PO_4)_6$, where $A = Mg$, Mn, Fe, Co, and Ni.

<table>
<thead>
<tr>
<th>Compound</th>
<th>Mg$_3$V$_4$(PO$_4$)$_6$</th>
<th>Mn$_3$V$_4$(PO$_4$)$_6$</th>
<th>Fe$_3$V$_4$(PO$_4$)$_6$</th>
<th>Co$_3$V$_4$(PO$_4$)$_6$</th>
<th>Ni$_3$V$_4$(PO$_4$)$_6$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Space group</td>
<td>$P1$</td>
<td>$P1$</td>
<td>$P1$</td>
<td>$P1$</td>
<td>$P1$</td>
</tr>
<tr>
<td>$a$ (Å)</td>
<td>6.32597(3)</td>
<td>6.38063(1)</td>
<td>6.37023(2)</td>
<td>6.34839(2)</td>
<td>6.31394(3)</td>
</tr>
<tr>
<td>$b$ (Å)</td>
<td>7.86664(4)</td>
<td>8.09194(1)</td>
<td>7.97114(2)</td>
<td>7.89155(2)</td>
<td>7.88683(4)</td>
</tr>
<tr>
<td>$c$ (Å)</td>
<td>9.28660(4)</td>
<td>9.38507(1)</td>
<td>9.35541(3)</td>
<td>9.31967(2)</td>
<td>9.25525(5)</td>
</tr>
<tr>
<td>$a$ (Å)</td>
<td>105.25(2)</td>
<td>105.15(2)</td>
<td>106.04(2)</td>
<td>105.31(2)</td>
<td>105.32(2)</td>
</tr>
<tr>
<td>$\beta$ (Å)</td>
<td>108.65(2)</td>
<td>108.18(2)</td>
<td>108.39(2)</td>
<td>108.68(2)</td>
<td>108.70(2)</td>
</tr>
<tr>
<td>$\gamma$ (Å)</td>
<td>101.28(2)</td>
<td>102.02(2)</td>
<td>101.57(2)</td>
<td>101.48(2)</td>
<td>101.22(2)</td>
</tr>
<tr>
<td>$V$ (Å$^3$)</td>
<td>403.94(4)</td>
<td>417.59(1)</td>
<td>411.13(2)</td>
<td>405.50(2)</td>
<td>400.89(4)</td>
</tr>
<tr>
<td># var.</td>
<td>94</td>
<td>94</td>
<td>94</td>
<td>94</td>
<td>94</td>
</tr>
<tr>
<td>$\chi^2$</td>
<td>6.64</td>
<td>10.76</td>
<td>26.08</td>
<td>17.99</td>
<td>22.22</td>
</tr>
<tr>
<td>$R_{av, total}$ (%)</td>
<td>9.87</td>
<td>10.63</td>
<td>16.84</td>
<td>14.3</td>
<td>15.90</td>
</tr>
<tr>
<td>$R_{av, total}$ (%)</td>
<td>7.41</td>
<td>8.13</td>
<td>9.61</td>
<td>8.58</td>
<td>9.79</td>
</tr>
<tr>
<td>$R_{av, wp}$ (%)</td>
<td>5.98</td>
<td>5.32</td>
<td>6.53</td>
<td>5.93</td>
<td>6.73</td>
</tr>
<tr>
<td>$R_{wp, wp}$ (%)</td>
<td>4.68</td>
<td>4.29</td>
<td>5.08</td>
<td>4.65</td>
<td>5.26</td>
</tr>
<tr>
<td>$R_{av, wp}$ (%)</td>
<td>5.33</td>
<td>5.16</td>
<td>6.37</td>
<td>7.78</td>
<td>10.20</td>
</tr>
<tr>
<td>$R_{av, wp}$ (%)</td>
<td>10.60</td>
<td>11.27</td>
<td>17.52</td>
<td>14.66</td>
<td>16.49</td>
</tr>
<tr>
<td>$R_{wp, wp}$ (%)</td>
<td>6.15</td>
<td>9.13</td>
<td>10.73</td>
<td>9.55</td>
<td>10.81</td>
</tr>
<tr>
<td>$R_{av, wp}$ (%)</td>
<td>3.52</td>
<td>7.39</td>
<td>6.30</td>
<td>4.83</td>
<td>6.41</td>
</tr>
</tbody>
</table>
Figure 4.3: Combined room temperature NPD (top) and SXRD (bottom) Rietveld refinements of Mn₃V₄(PO₄)₆. - Observed (black dots), calculated (red), difference (blue), indexed peaks (green vertical bars), and vanadium sample can (purple vertical bars) are compared.
Table 4.2: Atomic positions, site occupation, and thermal parameters of room temperature Mn\(_3\)V\(_4\)(PO\(_4\))\(_6\).
4.3.2 Magnetic Properties

For all $A_3V_4(PO_4)_6$ samples, DC magnetic susceptibility measured under ZFC and FC conditions overlap over the entire studied temperature range (2.5 – 400 K). A cusp is present at 15 K for $A = Fe, Co$ and 12.5 K for $A = Mn, Ni$, indicating an antiferromagnetic type transition ($Co_3V_4(PO_4)_6$: Figure 4.4, left y-axis; others: Appendix D, Figure D.10 – D.13). The inverse susceptibility in the paramagnetic region (100 – 400 K for $A = Mn, Fe, Co, Ni$ and 150 – 400 K for Mg) follows the Curie-Weiss law, and the extracted effective moments and Weiss constants are summarized in the table below. The experimentally obtained effective moments are in good agreements with the ones calculated using the formula:

$$\mu_{eff} = (3 \cdot \mu_{spin}(A^{2+})^2 + 4 \cdot \mu_{spin}(V^{3+})^2)^{1/2}$$ (4.1)

and assuming high spin $A^{2+}$ (Table 4.3). Differences can be accounted for by the combined effect of a negative orbital contribution from $V^{3+}$ and a positive orbital contribution from $Fe^{2+}$, $Ni^{2+}$, and $Co^{2+}$. The absolute values of the Weiss constants for $A_3V_4(PO_4)_6$ with $A = Mn, Fe, Co,$ and $Ni$ are larger than the observed $T_N$, and the most negative $\theta_W$ is found in $Mg_3V_4(PO_4)_6$ with nonmagnetic $Mg^{2+}$. This indicates that vanadium spins couple in an antiferromagnetic way, whereas magnetic $A^{2+}$ introduces ferromagnetic interactions. The isothermal magnetization at 5 K agrees with the $\chi(T)$ measurement and supports antiferromagnetic ground states ($Co_3V_4(PO_4)_6$: Figure 4.5; others: Appendix D, Figure D.14 – D.16). The irreversibility displayed by $Fe_3V_4(PO_4)_6$ is attributed to tiny amount of unknown magnetic secondary phase.

<table>
<thead>
<tr>
<th>Compound</th>
<th>Magnetic type</th>
<th>$T_N$ (K)</th>
<th>$\theta_W$ (K)</th>
<th>Exp. $\mu_B$ (\muB)</th>
<th>Calc. $\mu_B$ (\muB)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$Mg_3V_4(PO_4)_6$</td>
<td>Paramagnetic</td>
<td>N/A</td>
<td>-66.6</td>
<td>5.20</td>
<td>5.66</td>
</tr>
<tr>
<td>$Mn_3V_4(PO_4)_6$</td>
<td>Antiferromagnetic</td>
<td>12.5</td>
<td>-37.5</td>
<td>11.00</td>
<td>11.70</td>
</tr>
<tr>
<td>$Fe_3V_4(PO_4)_6$</td>
<td>Antiferromagnetic</td>
<td>15</td>
<td>-36.2</td>
<td>10.10</td>
<td>10.20</td>
</tr>
<tr>
<td>$Co_3V_4(PO_4)_6$</td>
<td>Antiferromagnetic</td>
<td>15</td>
<td>-29.3</td>
<td>9.83</td>
<td>8.77</td>
</tr>
<tr>
<td>$Ni_3V_4(PO_4)_6$</td>
<td>Antiferromagnetic</td>
<td>12.5</td>
<td>-50.1</td>
<td>6.14</td>
<td>7.48</td>
</tr>
</tbody>
</table>

**Table 4.3:** Magnetic properties of $A_3V_4(PO_4)_6$ where $A$ is $Mg$, $Mn$, $Fe$, $Co$, $Ni$.

Neutron diffraction data at low temperature were obtained to shine light on the magnetic structures in the ordered state for $A_3V_4(PO_4)_6$ with $A = Mn, Fe, Co,$ and
Figure 4.4: $\chi(T)$ (left y-axis) and $\chi^{-1}(T)$ (right y-axis) for Co$_3$V$_4$(PO$_4$)$_6$. Arrows indicate which axis sample data pertains to.
Ni. Extra reflection peaks due to a magnetic contribution are found. Attempts to index these peaks failed, however, to yield simple propagation vectors to describe the magnetic structures. Considering that the nuclear structure is already complicated by low symmetry, solving the magnetic structure from scratch does not seem feasible in the short term and will not be covered in this work.

Figure 4.5: Isothermal magnetization of Co$_3$V$_4$(PO$_4$)$_6$ - remanent magnetization is not observed

4.3.3 UV-Visible Diffuse Reflectance

Diffuse reflectance spectra enable the quantitative comparison of optical properties of the $A_3V_4(PO_4)_6$ compounds (Figure 4.6). The observed colors for Mg, Mn $\rightarrow$ Ni are light lime green, brown, brown, green, and tan (Figure 4.7). The variations in color are due to differences in sub-band gap absorptions caused by d-d transitions (when allowed). The absorption coefficient for the compounds was not measured. Differences in the absorption coefficients for the individual $A_3V_4(PO_4)_6$ compounds, however, at
energies greater than the band gap should be minimal because they have very similar crystal and thus electronic structures.

**Figure 4.6: Kubelka-Munk transformed UV-visible diffuse reflectance for \( A_3V_4(PO_4)_{6} \) compounds** - See chart key for sample identification.

There are 3 transitions associated with \( V^{3+} \) which are systematically present in all of the \( A_3V_4(PO_4)_{6} \) series and are most obvious in the Mg analog with peaks at 330, 460, and 700 nm. These peaks correspond to the \(^3T_{1g}(F) \rightarrow ^3T_{2g} \), \(^3T_{1g}(F) \rightarrow ^3T_{1g}(P) \), and \(^3T_{1g}(F) \rightarrow ^3A_{2g} \) transitions, respectively. In the Mn\(_3\)\( V_4(PO_4)_6 \) and Fe\(_3\)\( V_4(PO_4)_6 \) compounds, the only observable transitions are those relating to \( V^{3+} \). In the Mn analogue the d-d transitions are spin and Laporte forbidden and therefore weak. In Fe\(_3\)\( V_4(PO_4)_6 \), the transitions are also weak and washed out by the \( V^{3+} \) transitions.
Figure 4.7: Photographs of $A_3V_4(PO_4)_6$ powder samples - Captured via a 10 MP camera under direct fluorescent light.
The d-d transitions in $A = \text{Co} [580 \text{ nm, } ^{4}T_{1}(F) \rightarrow ^{4}A_{2}; 610 \text{ nm, } ^{4}T_{1}(F) \rightarrow ^{4}T_{1}(B)]$ and $\text{Ni} [550 \text{ nm, } 3A_{2g} \rightarrow 3T_{1g}(P)]$ are observed, though weaker in the latter case. Relative $F(R)$ values within the $A_{3}V_{4}(PO_{4})_{6}$ series increase where $\text{Mg} > \text{Ni} > \text{Co} > \text{Fe} > \text{Mn}$ and is the result of increased fluorescence due to unpaired electrons.

### 4.4 Discussion

Average bond distances of the A-O, V-O, and P-O bonds are listed in Table 4.4. The P-O distances of the PO$_4$ within the $A_{3}V_{4}(PO_{4})_{6}$ framework are very close, with the values falling into Baur’s initial survey results of 1.506 to 1.572 Å [14]. The average metal-oxygen bond distances are also in-line with expectations for both octahedral and trigonal bipyramidal configurations. Bond-valence-sum (BVS) values suggest that oxidation states for the cations are within 5% of expected values.

<table>
<thead>
<tr>
<th></th>
<th>$\text{Mg}<em>{2}V</em>{4}(PO_{4})_{6}$</th>
<th>$\text{Mn}<em>{3}V</em>{4}(PO_{4})_{6}$</th>
<th>$\text{Fe}<em>{2}V</em>{4}(PO_{4})_{6}$</th>
<th>$\text{Co}<em>{2}V</em>{4}(PO_{4})_{6}$</th>
<th>$\text{Ni}<em>{3}V</em>{4}(PO_{4})_{6}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$A^{1}$</td>
<td>2.108(3)</td>
<td>2.207(3)</td>
<td>2.179(5)</td>
<td>2.128(4)</td>
<td>2.100(5)</td>
</tr>
<tr>
<td>$A^{2}$</td>
<td>2.037(4)</td>
<td>2.118(3)</td>
<td>2.064(5)</td>
<td>2.043(4)</td>
<td>2.020(5)</td>
</tr>
<tr>
<td>$V^{1}$</td>
<td>2.012(3)</td>
<td>2.007(3)</td>
<td>1.967(5)</td>
<td>1.993(4)</td>
<td>2.016(6)</td>
</tr>
<tr>
<td>$V^{2}$</td>
<td>1.991(3)</td>
<td>2.007(3)</td>
<td>2.000(5)</td>
<td>2.006(4)</td>
<td>2.000(5)</td>
</tr>
<tr>
<td>$P^{1}$</td>
<td>1.556(3)</td>
<td>1.556(3)</td>
<td>1.556(3)</td>
<td>1.560(4)</td>
<td>1.553(6)</td>
</tr>
<tr>
<td>$P^{2}$</td>
<td>1.554(3)</td>
<td>1.555(3)</td>
<td>1.555(5)</td>
<td>1.561(5)</td>
<td>1.549(6)</td>
</tr>
<tr>
<td>$P^{3}$</td>
<td>1.555(3)</td>
<td>1.549(3)</td>
<td>1.555(5)</td>
<td>1.552(4)</td>
<td>1.560(6)</td>
</tr>
</tbody>
</table>

Table 4.4: Average bond distances (Å) in $A_{3}V_{4}(PO_{4})_{6}$.

The $A$ cation in an octahedron is the only special site (1a) in the low symmetry space group ($P\bar{1}$), and the positions of the remaining cations and anions are allowed to refine freely. Given this freedom, the coordination polyhedra are prone to distortion. Although the average bond distances result in reasonable BVS values, the Baur’s distortion values ($D$, Table 4.5) for different polyhedra suggest variable local geometries. For example, in an octahedron where all six bonds are equal in length, the $D$ is zero, while in a typical perovskite with corner-connected octahedral, the $D$ is about $0.00\#\#$, where $\#$ is an integer. The level of distortion in $A_{3}V_{4}(PO_{4})_{6}$, though elevated, matches compounds with similar edge-sharing octahedral geometries such as $\text{Fe}_{2}(PO_{4})_{2}$ ($D = 0.0168 – 0.0415$), $\text{VPO}_{4}$ ($D = 0.0333$), and $\text{Fe}_{7}(PO_{4})_{6}$ ($D = 0.0310 – 0.0490$). Individual bond distances (Appendix D, Table D.6) show varied distances for each polyhedral
Table 4.5: \( A_3V_4(PO_4)_6 \) polyhedral distortion indices (Baur’s \( D \)).

<table>
<thead>
<tr>
<th></th>
<th>( Mg_3V_4(PO_4)_6 )</th>
<th>( Mn_3V_4(PO_4)_6 )</th>
<th>( Fe_3V_4(PO_4)_6 )</th>
<th>( Co_3V_4(PO_4)_6 )</th>
<th>( Ni_3V_4(PO_4)_6 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( A1-O )</td>
<td>0.0415</td>
<td>0.0301</td>
<td>0.0473</td>
<td>0.0411</td>
<td>0.0234</td>
</tr>
<tr>
<td>( A2-O )</td>
<td>0.0140</td>
<td>0.0170</td>
<td>0.0231</td>
<td>0.0202</td>
<td>0.0127</td>
</tr>
<tr>
<td>( V1-O )</td>
<td>0.0232</td>
<td>0.0248</td>
<td>0.0239</td>
<td>0.0212</td>
<td>0.0217</td>
</tr>
<tr>
<td>( V2-O )</td>
<td>0.0298</td>
<td>0.0272</td>
<td>0.0305</td>
<td>0.0278</td>
<td>0.0149</td>
</tr>
<tr>
<td>( P1-O )</td>
<td>0.0110</td>
<td>0.0141</td>
<td>0.0102</td>
<td>0.0247</td>
<td>0.0168</td>
</tr>
<tr>
<td>( P2-O )</td>
<td>0.0134</td>
<td>0.0215</td>
<td>0.0130</td>
<td>0.0131</td>
<td>0.0193</td>
</tr>
<tr>
<td>( P3-O )</td>
<td>0.0082</td>
<td>0.0160</td>
<td>0.0171</td>
<td>0.0133</td>
<td>0.0191</td>
</tr>
</tbody>
</table>

Magnetic cations have been shown to order in sarcopside solid solutions as Ni is doped into Fe\(_3\)(PO\(_4\))\(_2\). [69] The driving factor for this phenomenon is the inequality of the two available cation sites. In Mn\(_3\)Fe\(_4\)(VO\(_4\))\(_6\), however, disordering of cations is observed and driven by the similarity of the ionic Shannon radii (6-coordinate high spin; Mn = 0.97 Å vs. Fe = 0.92 Å). [67] The ionic radii of the A cations in \( A_3V_4(PO_4)_6 \) spans a range from 0.97 Å (Mn) to 0.83 Å (Ni). Each cation site is crystallographically distinct, suggesting inequalities between the various sites. Similar to the above outcomes, ordering of the cations in \( A_3V_4(PO_4)_6 \) is governed by their relative sizes. The amount of disorder observed in the compounds can be sorted by proximity to the V\(^{3+}\) ionic radii (0.72 Å) where Ni > Mg > Co > Fe. Disordering occurs between the adjacent AO\(_6\) octahedra and VO\(_6\) octahedra which share corners. Mn\(_3\)V\(_4\)(PO\(_4\))\(_6\), with the largest size disparity between the two cations, favors disordering between the edge-sharing AO\(_5\) trigonal bipyramid and VO\(_6\) octahedron. This is driven by V\(^{3+}\) with d\(^2\) configuration gaining stability via half-filling of the degenerate d\(_{xz}\) and d\(_{yz}\) orbitals on the trigonal bipyramidal site (high spin Mn\(^{2+}\) is half-filled regardless of configuration).

Magnetic properties within the \( A_3V_4(PO_4)_6 \) series are very similar. To understand the full system, individual \( M_2O_{10} \) subunits, where \( M = A \) or V, must be examined. The V-V coupling in the edge-sharing octahedral V\(_2\)O\(_{10} \) subunits must be antiferromagnetic, as indicated by the negative Weiss constant in Mg\(_3\)V\(_4\)(PO\(_4\))\(_6\). This is consistent with the reported antiferromagnetic V-V coupling in the edge-sharing VO\(_6\) octahedral chains in VPO\(_4\). [81] Since the Goodenough-Kanomori rule predicts a ferromagnetic superexchange interaction within the V\(_2\)O\(_{10} \) subunit, direct exchange is more likely to dominate and yield the observed antiferromagnetic coupling. These V\(_2\)O\(_{10} \) subunits
are bridged by $A_2O_{10}$ units, which make long range magnetic order difficult when $A$ is nonmagnetic, as in the case of $A = Mg^{2+}$. On the other hand, for $A = Mn$, Fe, Co, and Ni, the magnetic transition metal ions facilitate the propagation of magnetic interactions throughout the crystal, leading to the observed long range magnetic order at low temperature. $A-O-A$ and $A-O-V$ bond angles are also bent ($\theta > 95^\circ$; Appendix D, Table D.7), which leads to ferromagnetic superexchange within the $A_2O_{10}$ units and antiferromagnetic superexchange between $A_2O_{10}$ and $V_2O_{10}$. The former is likely to be the reason for the reduction in Néel temperature compared to what might be expected from Curie-Weiss behavior alone. These results are not common, given that ferrimagnetism might be expected from a system where the two subunits present have differing moments, and yet antiferromagnetism is observed. A similar ordering behavior as in these compounds is observed in the isostructural compound $Mg_{2.88}Fe_{4.12}(PO_4)_6$ ($\theta_W = -82$ K, $T_N = 43$ K), where the presence of ordering is driven by a small proportion of Fe$^{2+}$ ions in MO$_6$ octahedra that connect the chains, as well as the strong tendency for Fe$^{3+}$ spins to order. [136]

These compounds have similar electronic and crystal structures, and the absorption bands are similar. The starting materials, VPO$_4$ and $A_3$($PO_4$)$_2$, where $A = Mg$, Mn, Fe, Co, Ni, are used as a benchmark for identifying these transitions (Appendix D, Figure D.17). In d-d transitions for Co and Ni, red shifts are observed in going from the hexaaqua metals to the ternary phosphates (Table 4.6). These red shifts are partially responsible for the color changes in going from Co$_3$(PO$_4$)$_2$ (purple) to Co$_3$V$_4$(PO$_4$)$_6$ (green). These two compounds have identical cobalt coordination geometries: both edge- and corner-sharing octahedra (Oh) and trigonal bipyramids (TBP). Therefore, bond length changes about these polyhedra are the motivation for the red shifts. In Co$_3$(PO$_4$)$_2$ the trigonal bipyramid is severely distorted with a distortion index of 0.03599, while the octahedron is comparatively less distorted (distortion index of 0.0209). In Co$_3$V$_4$(PO$_4$)$_6$, these distortions are juxtaposed, with the distortion index being 0.0202 for TBP and 0.0411 for Oh. This has an impact on the orbital overlap between the Co-O and hence the energy separations between the transitions. Specifically, in Co$_3$V$_4$(PO$_4$)$_6$, the apical oxygen(s) on the TBP and the Oh are contracted versus its Co$_3$(PO$_4$)$_2$ counterpart. The polyhedral Jahn-Teller distortions about the octahedron are elongated equatorially and compressed axially, which simultaneously lowers the triply degenerate energy levels of the $t_{2g}$ state (lower energy antibonding
interaction) at the cost of increasing the energy of the doubly degenerate $e_g$ (higher energy antibonding interaction). The net result is a less energy separation between the $e_g$ and the $t_{2g}$, which leads to a red shift in the d-d transition.

Table 4.6: d-d transitions for hexaaqua and phosphate-related Co and Ni compounds. Very weak transitions (asterisk) and washed out peaks (ampersand) are indicated.

<table>
<thead>
<tr>
<th>Metal</th>
<th>Transition (nm)</th>
<th>$\text{Co}^2_4\text{PO}_4_6$</th>
<th>$\text{Ni}^3\text{V}_4\text{PO}_4_6$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Co</td>
<td>$^{1}T_{1g}(F)\rightarrow^{1}A_g$</td>
<td>480</td>
<td>480</td>
</tr>
<tr>
<td></td>
<td>$^{1}T_{1u}(F)\rightarrow^{1}T_{1g}(B)$</td>
<td>500</td>
<td>580</td>
</tr>
<tr>
<td>Ni</td>
<td>$^{3}A_{1g}\rightarrow^{3}T_{1u}(F)$</td>
<td>340</td>
<td>430$^<em>$/480$^</em>$</td>
</tr>
<tr>
<td></td>
<td>$^{3}A_{2g}\rightarrow^{2}E_g$</td>
<td>670</td>
<td>710</td>
</tr>
<tr>
<td></td>
<td>$^{3}A_{2g}\rightarrow^{3}T_{1u}(F)$</td>
<td>700</td>
<td>800</td>
</tr>
</tbody>
</table>

The compounds have Earth-tone colors such as the deep green in Co, the light lime green in Mg, or the browns in Mn and Fe. The purple to green color change going from Co$_3$(PO$_4$)$_2$ to Co$_3$V$_4$(PO$_4$)$_6$ is driven by the Co$^{2+}$ red shift as well as the V$^{3+}$ red shift, which is presumed to result from similar arguments to the one above (coordinated polyhedral distortions). This shift results in a small energy gap (lack of absorption) from 2.3 – 2.4 eV in Co$_3$V$_4$(PO$_4$)$_6$, bracketed by the V(III) and Co(II) transitions, and generates the intense green color that is observed. In contrast, Mg$_3$V$_4$(PO$_4$)$_6$ has a broad window with a minimum near these energies, but with less total peripheral absorption, which results in a (much) brighter and lighter green color.

4.5 Conclusion

$A_3V_4$(PO$_4$)$_6$ ($A$ = Mg, Mn, Fe, Co, Ni) compounds are synthesized for the first time. Rietveld refinements of combined synchrotron and neutron powder diffraction data reflect changes in the crystal structure associated with differences in the ionic radii in the series: unit cell volume, cation order/disorder, bond parameters. The low symmetry of the assigned space group, $PI$, yields varied individual bond lengths within the distorted polyhedra. The dilution of edge-sharing magnetic ion octahedra in going from infinite chains (VPO$_4$) to trimer (LiMPO$_4$) to dimer ($A_3V_4$(PO$_4$)$_6$) transitions from weakly ferromagnetic to antiferromagnetic is driven by diluting the edge-sharing connectivity with diamagnetic cations to weaken the long range magnetic exchange interactions.
This dilution also drives the relations observed in the Weiss constants (−60 to −25 K) as well as the Néel temperatures (< 3 to 15 K). The effective magnetic moments for $A_3V_4(PO_4)_6$ ($A = Mg, Mn, Fe, Co, Ni$) are $5.16 \mu_B, 11.04 \mu_B, 10.08 \mu_B, 9.76 \mu_B,$ and $7.96 \mu_B,$ respectively. Deviations from the calculated values are explained as half to full filling of the $t_{2g}$ orbitals occurs in going from $A = Mn \rightarrow Ni$. The colors of the compounds are light lime green, brown, brown, green, and tan, which are dictated by the d-d transitions of the Co and Ni, nestled among the absorptions contributed by $V^{+3}$ in their common V-P-O framework.
APPENDIX A: WALKTHROUGH OF INSTRUMENTATION AND CONCEPTS

Photocatalysis and Water Splitting Walkthrough

Visible Light Driven Overall Water Splitting by Semiconductor Photocatalysts

A large impetus for the work presented in this thesis has been driven by research in materials for water splitting. The replacement of terminal resource power generating technologies with renewable and regenerative ones is achieved when the latter technologies are developed enough to out compete and supplant existing technologies. To achieve these goals with water splitting in mind, a thorough understanding of all the factors at play are necessary.

Need and Fundamentals

With persistent increases in global population and the rise of the Brazil, Russia, India, and China (or the BRIC countries) the demands for energy sources has kept pace. This demand has been met primarily through increases in petroleum processes and though coal operations. [137] The turn of the 21st century saw a peak oil scare [138] and a subsequent surge in the interest and subsequent drive in research for alternative, clean, and renewable energy production that was competitive versus conventional sources. This was enhanced by increasingly alarming evidence for anthropogenic based climate change. [139] One of the proposed methods for supplanting current energy ecosystems is to harvest solar energy. It is estimated that 4 TW of energy from the sun hits the Earth every day. Light harvesting can be harnessed through physical (e.g. heat-
ing), electrical (photovoltaics), or chemical methods. Using the latter technique, the proposed method is to use photons to drive chemical reactions that produce fuel in a renewable or energy efficient manner. One of the most simple and elegant, but difficult approaches to employing this technique is to use sunlight to break down water into its constituent atoms, hydrogen and oxygen. Once generated, these gases can be stored or recombined to generate energy. The thermodynamics of water are such that the decomposition process is very energy intensive (Gibbs free energy ($\Delta G$) large and positive). The energy necessary for water splitting requires 237 kJ/mol and is an endothermic reaction (Hess’ law). Furthermore, the decomposition process is entropy driven. 1 mole equivalent of water becomes 1.5 mole equivalents of gas, and requires a phase change under ambient conditions. This is a tall order. Lastly, for proper decomposition to occur, both an oxidation and a reduction half reaction must occur: hydrogen reduced and oxygen oxidized. Their half reactions, at $p\text{H} = 0$ (standard conditions), are as follows:

$$2\text{H}_2\text{O}(l) \rightarrow \text{O}_2(g) + 4\text{H}^+_{(aq)} + 4e^-_{(aq)} = 1.23V (E_{\text{red}} = 1.23V)$$ (2)

$$2\text{H}^+_{(aq)} + 2e^- \rightarrow \text{H}_2(g) E_{\text{red}} = 0.00V$$ (3)

To find out how the actual potential in a given solution differs from the standard potential, Gibbs free energies are integrated and the Nernst equation is employed to give:

$$E = E^0(\frac{RT}{nF}) \cdot \ln(Q)$$ (4)

This can be simplified to find the redox potentials for the given half reaction at any pH:

$$(4)E = E^00.059 \cdot p\text{H}$$ (5)

These are the minimum potentials required if the aim is electrolysis of water. To promote this reaction using the energy provided by the sun, a catalytic approach is necessary. To achieve this a compound must be able to achieve a metastable state that can bind or interact with water strongly enough to weaken the O-H bonds or at least facilitate efficient charge transfer from the compound to water, but that is still stable enough to not react with itself or the products. Equations 2 and 3 show that the sum of these reactions requires 4 holes and 2 electrons. The desired photocatalytic system would inject both holes and electrons constantly during illumination from the sun, satiating those demands. By examining a standard reduction potential table, it becomes
apparent that water has been well studied. There are many reactions involving \( \text{H}_2\text{O}, \) \( -\text{OH}, \) or \( \text{H}^+ \) that can change the equilibrium of the system (Le Chatelier effects). This complicates the system and therefore pH changes in an aqueous photocatalytic system must be monitored or controlled carefully.

**Proof of Concept for Photocatalysis**

Semiconductors have been identified as possible candidates for the generation of holes and electrons necessary to facilitate the decomposition of water. This is enabled by the photonic excitation of an electron from a ground state, the valence band (VB) to an excited state, the conduction band (CB). In the 1970s, Fujishima and Honda were the first researchers to demonstrate that water splitting is possible using a semiconductor photocatalyst (TiO\(_2\)) to drive the reaction photoelectrochemically \([140]\). This research was embarked upon during the first peak oil shortage, when concerns for the premature termination of petroleum as a fuel source were high, resulting in the first big governmental funding push to discover alternative energy sources. While the TiO\(_2\) example is not a true photocatalytic one it represents a historic landmark none the less. A fever pitch existed in the global research community then. Since then, many examples of pure photocatalysts have been reported. Most of the examples dating from that time employ the use of wide-band-gap semiconductors and insulators. \([141]\) In order for a catalyst to be functional the conduction band must reside at energies greater (more positive) than the water reduction potential, and the valence band needs to be at an energy less (more negative) than the water oxidation potential. No straightforward way exists to compare the energy of the absolute band positions of a compound with the redox potentials of water, but an approximation does exist. It is based upon the idea of an absolute electrode potential. \([142]\) This potential is the difference in energy between the Fermi level of a given electrode and a point outside of the system (\( E_{\text{vac}} \)). This can be bracketed to the standard hydrogen electrode where:

\[
E_a^{Mbs} = E_S^M\text{HE} + (4.44 + / - 0.02)V
\]  

A given catalyst can have its absolute band positions determined using a suite of instrumental techniques (Kelvin probe force microscopy, UV-Visible diffuse reflectance, and X-ray photoelectron spectroscopy at a minimum), which, in turn, can then be
evaluated and understood with respect to its ability to effectively split water into hydrogen and oxygen. Recall that for a photocatalyst to split water, the VB and the CB must straddle the respective redox potentials. The first generation of photocatalysts for water splitting were effective because they had wide band gaps. The separation between the conduction band of the catalyst and the water reduction potential is large; likewise for the separation between the valence band and the water oxidation potential. This provides an over potential that can drive the photocatalytic water decomposition reaction forward. Very efficient and highly active wide-gap photocatalysts have been identified and widely studied. \[143\] The drive for next-generation photocatalysts is to better utilize the solar spectrum. The sun at the center of our solar system emits black body radiation. The solar spectrum (Figure A.1) has a maximum photon flux centered near 0.8 eV and decreases in either direction. To fully utilize the sunlight reaching earth the perfect photocatalyst would have a minimum band gap (energy separation between VB and CB) of 1.23 eV, limited by the minimum required energy to split water. A significant over-potential (0.4 V per half reaction) in often required, however, to decompose water. \[144\] An ideal, efficient next-generation photocatalyst would have a band gap just greater than 1.23 V. An approach in this work to achieve a reduced semiconductor band gap is through the aliovalent substitution of oxides to form nitride oxides (Section 1.1.2).

**Co-catalyst**

The number of requisites necessary for a photocatalyst to be exceptional is high, but some of the dilemmas encountered can be skirted by modification of a catalyst that meets many of the requirements. The addition of a co-catalyst is designed to compartmentalize and streamline the photocatalytic process. The choice of the proper photocatalyst should reflect the desire to have it act as an excited carrier sink (hole or electron), passivate the catalyst surface against unwanted side reactions, be well band-matched with the catalyst, and prevent back reaction of products. Noble metals used previously as selective catalysts are a natural choice because they satisfy the majority of the above stipulated requirements. In fact, co-catalysts have been readily employed that utilize noble metal derivatives, and it is common to screen catalysts with a suite of them to test and optimize them for activity. \[145\] Co-catalyst design and attachment to the photocatalyst evokes the use of core-shell moieties to achieve the desired properties. Wet impregnation \[146\], dry impregnation \[147\], or photodeposition
Figure A.1: Incident solar spectrum photon flux -
techniques uniformly deposit a target metal onto the surface of the photocatalyst. Heat treatment can then oxidize the outer layer of the co-catalyst, yielding a core-shell moiety. There are a variety of different configurations of this approach, all with the same end goal. The completed manifold (Figure A.2) should allow for excited carriers to be favourably transferred from the catalyst to the co-catalyst and lastly to water. The chosen catalyst should have a Fermi level that is energetically appropriate for the desired half reaction, lying in-between the redox potential for water and the band position of the catalyst. This energetically favors forward transfer of the carriers, acts to promote charge separation, and can help prevent back transfer. Charge transfer from the catalyst to the co-catalyst is favourable when executed in this way. Because the co-catalyst core is a metal, it allows relatively free movement (high mobility) of the carriers within the medium. The shell is oxidized to prevent back reaction of the photogenerated products. To facilitate charge injection through the outer shell and on into the electrolyte (water), it needs to be thin enough prevent inhibition of carrier transfer (no drastic changes in electronic structure or Fermi level) but must be thick enough to prevent back reaction to water from the products (passivation layer).

![Figure A.2: Proper selection of semiconductor (green), oxygen co-catalyst (red), and hydrogen co-catalyst (purple) will result in efficient charge transfer to water. Holes travel up in energy while electrons travel down in energy.](image-url)
Common co-catalysts for these systems use Pt \[(\text{149})\] and Ir \[(\text{150})\] derivatives for H\textsubscript{2} generation, while Co \[(\text{151})\], Ru \[(\text{152})\], and again, Ir derivatives are used to promote the O\textsubscript{2} half reaction. NiO \[(\text{148})\] and Rh-Cr \[(\text{153})\] blends have been used for simultaneous generation of both gases. Interfaces and exposed facets of a photocatalyst can also play a significant role in the activity of the catalyst. Special care should be taken to ensure that this is accounted for in experiments. It has been shown that the photocatalyst BiVO\textsubscript{4} shows activity towards each half reaction on different facets. \[(\text{154})\] Furthermore, the overall structure and nanostructure of the compound can also have a profound impact on the observed properties. In the NaTaO\textsubscript{3} photocatalyst, a terrace like surface structure was observed and correlated with the high overall activity of the compound \[(\text{143})\].

**Sacrificial Donors and Acceptors:**

The overall complexity of the photocatalytically assisted water decomposition can be simplified by examining each half reaction individually. An experiment can then be designed to examine the ability of a compound to reduce water, or to oxidize water. This can be helpful when the exact band positions of a catalyst are not yet determined, are in question, or are not favorable for overall water splitting. This technique is exceedingly important for the latter point. If the band positions are favourable for one but not both of the half reactions, the water splitting system as a whole will not proceed, because it is effectively short circuited by the immediate build-up of left-over carriers (and subsequent band bending) in the semiconductor, which prevents further charge migration and transfer. To coax out water reduction activity (requiring photogenerated electrons), a foreign species can be added to the reaction vessel that will serve as a hole scavenger. Small chain alcohols (methanol and ethanol) serve this purpose quite well. These electron donors have a single hole, multiple step degradation process. Methanol degrades to formaldehyde, formic acid, bicarbonate, and finally CO\textsubscript{2}. \[(\text{155})\] Choice of a sacrificial reagent is not limited to these molecules, but should be chosen on the basis that it is more easily oxidized (has a more favourable oxidation potential) than water. This ensures that the photocatalytic reduction of water is not impeded by its reciprocal half reaction, water oxidation. On the other hand, to evaluate the water oxidation activity of a compound, the added agent needs to be an electron scavenger. Silver nitrate (AgNO\textsubscript{3}) is typically used as the sacrificial reagent in these photocatalytic reactions. As the Ag\textsuperscript{+} is photoreduced on the surface of the compound, it accepts an
electron. When a photocatalyst has adequate band positions to oxidize water, but does not have the correct positioning for reduction of water, a sacrificial reagent should be chosen that has more energetically favorable redox potential than the reduction of water (Figure A.3). This will kick-start the process by now preventing the build-up of electrons on the surface of the catalyst and allow them to be transferred to the sacrificial reagent where they react. This occurs in support of the main objective: to observe the water oxidation rates that would otherwise not be possible to observe.

Figure A.3: Choosing a correct sacrificial donor relies on favourable band position placement.

Occasionally, other sacrificial donors are used for/in specialized situations. Methylene blue, methyl orange, and rhodamine are industrial organic dyes that are often found as persistent contaminants in water systems where they are present. For the concerned reader: modern, advanced water treatment processes using ozone and UV have no problems in removing these contaminants. Nonetheless, they are often used in drinking and waste water test systems as an indicator of the efficacy of a given treatment method. So it goes for testing photocatalytic compounds as well. If a sample can successfully degrade these compounds, the logic is that it may be possible to successfully apply this technique to current water treatment processes. Other additives to a given system can assist in remedying the shortcomings of a photocatalyst. $\Gamma^-/I_3^-$ \cite{156} and $\text{Fe}^{2+}/\text{Fe}^{3+}$ \cite{157} are used as redox shuttles. Dye sensitized solar cells...
often employ these electrolytes. [158] These molecules reside in solution and react at the surface of the photocatalyst, to be either reduced or oxidized by a targeted redox catalyst, and can then be carried off into solution, to go and be regenerated in the reverse redox direction at an adjacent reactive site that is designed for that.

**Considerations in Photocatalyst Design**

All of the above conditions (experimental, physical, or otherwise) need to be planned and accounted for in order to permit an efficient photocatalytic system for overall water splitting. The most urgent aspects of the design of a good catalyst are: conduction and valence band placement, susceptibility to electrochemical bias, efficient charge separation, photostability, surface area, and cost. Valence band placement has been thoroughly discussed for the substitution of nitrogen into an oxide lattice. There are other substitutions that are possible, incorporating other elements, notably fluoride or sulfide. Incorporation of fluoride into an oxide lattice increases the breadth of the valence band, or if a fluoride is used out-right, it would push down the position (lower the energy) of the valence band. Tantalum compounds provide an excellent example, demonstrating how the band (gap) picture changes on going from a fluoride oxide (TaO$_2$F) to an oxide (Ta$_2$O$_5$) to a nitride oxide (TaON) [491]. The incorporation of sulfide into an oxide lattice should yield similar results to a nitride oxide. The valence band is moved up (higher in energy) on account of having similar electronegativity to nitrogen. They differ by their relative stability on illumination in water. Oxide sulfides tend to have issues with decomposition via photo-oxidation [159]. On the other hand, the (solid state) physical properties are superior, with high conductivity and mobility. The choice elements for the placement of the conduction band has been largely simplified by compilation of the data available in the literature. Schoonen et al. have given the absolute band positions of all the usual semiconductors [160], and if a more blank slate is preferred Keszler et al. have taken the time to compile the average band positions occupied by a given ion (with both cations and anions presented). [161] These two combined works provide an excellent template to design derivatives or new photocatalysts. If the designed compounds are intended to be perovskites, the A-site cation choice is also important. This is not entirely intuitive, because the A-site ion does not make any orbital contributions to the conduction band minimum. As mentioned previously (Section 1.1.1.3), tilting of the B-site octahedra are influenced by the size of the
A-site cation. This same tilting has a strong influence on the orbital overlap between the B-site d cation - p anion anti-bonding interaction that makes up the conduction band minimum \([162]\). Systems that are more tilted result in less dispersion of the bands due to less overlap in general, while less tilted octahedra have wide bands due to better overlap. This undulation from narrow to wide band widths, going from tilted to not tilted octahedra, is what causes the drastic, systematic change in band gap on going from CaTaNO\(_2\) (3.0 eV) \(\rightarrow\) SrTaNO\(_2\) (2.5 eV) \(\rightarrow\) BaTaNO\(_2\) (2.0 eV). \([42]\) Designing a compound that can be processed easily into an electrode has the benefit that the band positions can be manipulated. A straightforward, simple synthesis procedure tends to lend itself to the ability to fabricate an electrode from a target compound, and, in turn, facilitates the making of a photoelectrochemical cell. Now, instead of the system being completely reliant on photo-processes for operation, electrical processes can help supplement and drive a reaction forward that would otherwise not be possible. We refer to the classic example by Honda \textit{et al.} \([140]\) on TiO\(_2\). Using linear sweep voltammetry and with the electrode illuminated, the potential at which the photocurrent is initialized can be monitored. The observed photocurrent indicates the mobility of the carriers upon illumination, which are necessary for the water redox reaction to occur. Experiments can then be designed to determine the flat band potential, where the electronic bands at the solid-electrolyte interface are perfectly horizontal \([163]\). Band manipulation can then occur to engineer the outcomes of the photoelectrochemical reactions. For example, a forward or reverse bias can be applied to facilitate (enhance) water decomposition rates. The idea is that photo-assisted water splitting will occur at a lower voltage than the electrolysis of water (<1.23 V), translating into higher efficiencies and cost savings. Effective charge separation requires the excitons to be decoupled into its respective parts, an electron and hole. This can be achieved by a variety of the above discussed approaches: band-structure control, enabling charge transfer at interfaces, and preventing the re-combination of carriers. Bands with high dispersion at the conduction band minimum and valence band maximum provides the excited electron and/or hole with mobility to traverse the crystal and ideally react to produce the target products. Proper choice of coupling agents is important, such as with good pairing of the Fermi levels of the catalyst and co-catalyst. This induces mobility at an interface, allowing electrons to be shuttled away by moving down in energy (and conversely, the holes to be shuttled away by moving up in energy). This also
assists with preventing the recombination of carriers. Photostability can be ensured by selection of structures, facets, or compounds that are expected to have good resilience with respect to the reaction conditions of the water splitting system. Because of the thermodynamics and the electronegativity of oxygen, the main culprit for the degradation of a catalyst is photo-oxidation. This, however, doesn’t exclude the danger of photoreduction occurring in the sample. During water splitting experiments for one of the most successful systems (10% solar to hydrogen efficiency), the thin film catalyst compound, InGaP₂, experienced pitting due to photo-oxidative degradation. This, in turn, can have both an adverse and a beneficial effect on the catalyst. In the previous example, the effect is adverse, slowly reducing the turn-over number of the process and causing a gradual loss of function. The solution proposed for this problem is to separate the components responsible for each half reaction and enable cathodic protection in one case and anodic protection in the other. In nitride oxides, photooxidation at the onset of photocatalysis has been reported to experience the liberation of a minute amount of nitrogen gas. This is attributed to surface passivation of the catalyst. Oxide or hydroxide replaces terminal or surface adsorbed nitrogen species, but does so in a nondestructive, predictable manner, allowing photocatalysis to continue unimpeded thereafter. The field of nanotechnology has been steadily emerging over the last two decades, with serious inroads made into crystal engineering. Hydrothermal techniques have paved the way and offered strong control of the facets that grow and persist during a heat treatment. High surface area, single crystal products with active facets exposed are the desired product. In systems where a comparison is to be made between two compounds, it is important to control and account for differences in the surface area and crystal morphology. Ideally, the two compounds need to be identical to eliminate these effects as contributing factors to the photocatalytic properties of these compounds. Conversely, for any one compound, a series of compounds in terms of surface areas, crystal sizes and exposed facets can be grown to optimize the conditions for the highest active catalytic rate. A comprehensive review on these topics has been prepared elsewhere.

Set-up
The photocatalytic products evident from water splitting in nitride oxides are ideally hydrogen and oxygen. Nitrogen is commonly observed due to surface degradation of
the nitride oxides (discussed above), and if methanol is used as a sacrificial reagent, then carbon oxides (mainly, CO and CO$_2$) are also formed. A gas chromatograph is used to quantify the amount of these products (integrated peak area) generated per unit time. Detection can be provided by a variety of methods: thermal conductivity, flame ionization, catalytic combustion, electron capture, infrared spectroscopy, mass spectroscopy, etc. Thermal conductivity is robust and provides adequate sensitivity for most photocatalytic work. This technique measures conductivity changes in the flowing gas as it passes over a filament with a current passing through it. The carrier gas keeps this filament cool, uniformly resistive, and electrically efficient. As the sample is eluted over this piece, a response in the voltage is measured, and can be (internally or externally) standardized to give individual sample data results. The correct column choice must provide suitable resolution between each product (reactant, and side product). In photocatalysis, columns packed with compounds within the aluminosilicate zeolite class often give adequate separation between analytes. A chosen vessel must be penetrable by the desired wavelengths of light. For this reason, it is quite common to use quartz as the vessel medium. It has high transparency to UV and visible radiation regimes. Other more common glasses (borosilicate) more readily adsorb UV light. The choice of light source is dependent on the type of experiment intended to be carried out. For instance, proof-of-concept compounds that have not yet been optimized require more input to yield measurable results. There are five common light sources: W, Hg, Xe arc, lasers, and light emitting diodes (LEDs). Of those listed, the Xe arc lamps have an emission spectrum most similar to the solar spectrum. The photon flux can be adjusted by lamp wattage (directly correlated), and also by manipulating the light power through optical concentration (spot size adjustment). For reference, the sun has an incident power rating near 100 mW/cm$^2$, and this should be used as a benchmark. Lastly, it must be confirmed that the vessel is gas-tight and not prone to leaks. Once these three criteria are judiciously considered the vessel is filled with water (sacrificial reagent, pH buffers,) and the photocatalyst. This mixture is illuminated and suspended by stirring. The head space can then be collected and injected (inline sampling port or by syringe) to the GC. The entire instrumental schematic (Figure A.4) works simultaneously to produce experimental data at regularly times intervals.
Figure A.4: Tandem photocatalytic-GC schematic -
A recent review contains a wealth of information regarding the experimental set-up, current state of the art, techniques, and strategies. 

*Magnetism Walkthrough*

Magnetic behaviour makes up a fairly large aspect of the compounds studied in this work. Therefore it is necessary to present a more expansive walkthrough of the guiding principles, magnetic properties, characterization, and instrumentation.

**History**

Scholars and academics have contributed to the body of work relating to magnetism over the last few millennia, but the science of magnetism did not start until science, logic, and rational thought caught on during the Renaissance era. In 1550, Girolamo Cardano’s work entitled *De Subtilitate Rerum* distinguished between magnetic and electrical forces. Some 50 years later, William Gilbert published his work *On the Magnet and Magnetic bodies, and on that Great Magnet the Earth* which was a literature and spoken word review presenting the then state-of-the-art knowledge on magnetism in Europe. Much has happened since then, all events notable and tremendous, but not included here. A history of magnetism in its full form has been beautifully told by Brian Scott Baigrie [169]. More recently, but still a little over 100 years ago, Hieke Kamerlingh Onnes discovered superconductivity. Using liquid helium to cool mercury, the scientist observed that the resistivity of the sample dropped to zero at temperatures below 4.2 K. This introduces the current era of magnetism that is still in full force today. The ability to cool substances to very low temperatures has opened up the field of low temperature physics. It is in this realm that most magnetic systems, inclusive of the ones contained herein, are studied.

**Fundamentals**

There are two main contributors in magnetism: electron and nuclear magnetic moments. The latter contributor is much smaller in magnitude than the former, and therefore, will not be thoroughly discussed here. Electron magnetic moments are made up of spin and orbital derived contributions. The orbital moments can be arrived at by considering (Figure A.5) where an electron revolves about an atom’s nucleus with a radius, \( r \), and an angular velocity, \( \omega \). The magnetic moment \( (\mu_L) \) contributed by orbital motion is then calculated by:
\[ \mu_l = \frac{\mu_0}{2} \cdot i \]  \hspace{1cm} (7)

where \( A \) is the area of a circle, \( \mu_0 \) is the vacuum permeability, and \( i \) is current. By inserting \( A = \pi r^2 \) and \( i = -e\omega/2\pi \) into Equation 7, we obtain:

\[ \mu_l = \mu_0 \pi r^2 \left( -\frac{e\omega}{2\pi} \right) = -e\mu_0 r^2/2 \]  \hspace{1cm} (8)

This can be further reduced by noting that the angular momentum of an electron is given by \( P_l = mr^2\omega \). Thus, magnetic moment by an electron’s orbital motion is:

\[ \mu_l = -(\mu_0 e/2m)P_l \]  \hspace{1cm} (9)

Quantum mechanics states that electron orbital motion about an atomic nucleus is quantized. Orbital angular momentum can therefore be given by using the orbital angular momentum number, \( l \).

\[ P_l = \hbar l \]  \hspace{1cm} (10)

where \( \hbar \) is Planck’s constant. The magnetic moment due to orbital motion of an electron can now be reduced to:

\[ \mu_l = \mu_0 \left( -\frac{e\hbar}{2m} \right) l = -\mu_B l \]  \hspace{1cm} (11)

where \( \mu_B \) is a Bohr magneton. On the other hand, magnetic moment originating from an electron’s spin (\( \mu_s \)) is given using the spin angular momentum number, \( s \), from the Dirac equation:

\[ \mu_s = -(\mu_0 e/m)P_s = -(\mu_0 e/m)\hbar s = -2\mu_B s \]  \hspace{1cm} (12)

where \( P_s = \hbar s, s = \pm \frac{1}{2} \). Total magnetic moment (\( \mu \)) contributed by an electron can be arrived at by combination of Equations 11 and 12:

\[ \mu = \mu_l \mu_s = -(l2s)\mu_B = -g_l \mu_B \]  \hspace{1cm} (13)
where $j = l + s$ (total angular momentum) and $g$ is the g-factor (note: $g = 2$ for $l = 0$).

The above example is for a single electron system. As electrons are added, the Pauli Exclusion Principle comes into effect. It states that it is impossible for two electrons to have quantum numbers ($n$, $l$, $m_l$, and $m_s$) where values would be identical to each other. It is for this reason that electrons spontaneously pair within a given subshell with spins anti-parallel, exactly opposite to each other and with $m_s$ corresponding to $\frac{1}{2}$ and $-\frac{1}{2}$. This pairing occurs under ambient conditions for all core electrons. Full pairing occurs in the outer shell when it is completely empty or filled ($s^0$, $p^0$, $d^0$, $f^0$, etc.). When this occurs throughout an entire electronic system, it is not eligible for electron driven magnetism and is said to be diamagnetic (Figure A.6a; compared to other magnet types). Side note: There is still a very small magnetic moment associated with the movement of an electron about the nucleus.

![Figure A.6: Types of magnetism](image)

The vast majority of magnetic properties comes from outer-shell electrons and their associated interactions (locally and globally). How multiple electrons are arranged for a given configuration is governed by Hund’s rules:

For the lowest energy state to be achieved...

1. The multiplicity ($2S + 1$), where $S$ is total spin angular momentum, must be maximized.

2. The largest possible choice for the total orbital angular momentum quantum number, $L$, must be chosen.
3. When the outer shell is less than or equal to half filled, the total angular momentum quantum number \((J)\) must be the lowest value possible. On the other hand, a more than half filled outer shell must have a maximized \(J\).

These rules assume \(L\)-\(S\) (Russel-Saunders) coupling in, which the total spin-momentum quantum number \((S)\) and the total orbital-momentum quantum number \((L)\) are summed and then combined to yield the total angular-momentum quantum number \((J)\). This is because the interactions between the orbital angular momenta of individual electrons is stronger than the spin-orbital coupling between spin and orbital angular momenta. It is commonly evoked for situations where low (middle, and high) \(Z\) atoms are involved. In fact, this approach still works well for compounds containing lanthanoids. As \(Z\) becomes quite large, so does the nuclear charge, driving the need to adopt a different method instead, \(j\)-\(j\) coupling. The \(j\) for each electron is calculated from \(l\) and \(s\), and then summed to achieve \(J\). This approach becomes necessary when the spin-orbit interactions become as strong as the interactions between individual spins or orbital angular momenta. In multi-electron systems the amount of magnetic cooperation depends on the choice of the elements in a compound, the structural arrangement, temperature, external magnetic field, etc. For determining the factors that drive the magnetic interactions of a system it is often easiest to start with the simplest calculations and add in more complex components as they are needed. Initially, the experimentally determined magnetic moment of a sample should be compared to the calculated effective magnetic moment \((\mu_{\text{eff}})\) with spin only considerations:

\[
\mu_{\text{eff}} = 2(S(S + 1))^{\frac{3}{2}} \cdot \mu_B
\]  

(14)

When the two values are not in agreement, however, then the spin and orbital momentum contributions can be calculated (neglecting spin-orbit coupling):

\[
\mu_{\text{eff}} = (4S(S + 1) + L(L + 1))^{\frac{1}{2}} \cdot \mu_B
\]  

(15)

If better agreement is still warranted, full treatment of the system for \((L\)-\(S)\) coupling may be necessary:

\[
\mu_{\text{eff}} = g_J(J(J + 1))^{\frac{1}{2}} \cdot \mu_B
\]  

(16)
Otherwise, it will be necessary to carry out calculations of the moment with $j\cdot j$ coupling in mind:

$$J = \sum j_i = \sum (l_i + s_i)$$  \hspace{1cm} (17)

where $i$ is the number of electrons in the system. $J$ is then inserted into the previous equation (above) and computed.

Systems with unpaired electrons that do not order and have random orientation are called paramagnetic (Figure A.6b). Transition metal or f-block ions consistently contribute unpaired electrons to a compound. The magnetic moment of a compound is often in good agreement with the spin-only calculated moment. \[(40)\] This occurs because ligands, routinely the diamagnetic anions in a compound, quench the orbital angular momentum. Deviation from the spin-only value occurs when the orbital contribution is large or if spin-orbit coupling occurs. The former can occur in partially filled $t_{2g}$ orbitals (barring the half-full case). Spin-orbit contributions increase (decrease) the moment for greater (less) than half-filled orbitals. In the remaining bulk of cases, a permanent atomic moment can exist with either cooperative or non-cooperative (paramagnetic) behavior. There are three main groupings of cooperative, spontaneous permanent atomic moments: ferromagnetism, antiferromagnetism, and ferrimagnetism. Ferromagnetism (FM) occurs when unpaired electrons spontaneously orient themselves in the same direction (Figure A.6c). Antiferromagnetism (AFM) occurs in a system where two spins align antiparallel to each other, canceling out the effective moment [Figure A.6d]. Ferrimagnetism (FiM) has the same configuration as antiferromagnetism, but often occurs in a heterogeneous system (e.g., ternary compound with two different magnetic ions exist with different magnetic moments) where the spins do not cancel each other out [Figure A.6f]. A net magnetic moment then is able to persist. In order for cooperative ordering to occur, the spins on one magnetic ion must be interacting with the spins on another magnetic ion. This can occur between adjacent atoms in a metal, for example, and is called magnetic (direct) exchange. If the coupling is strong, interactions will persist even when diluted by inserting a chemically bonded (diamagnetic) ligand between the two atoms, e.g. an $MXM$ bond where $M$ is a magnetic cation and $X$ is a non-magnetic anion [Figure A.7]. This is called a superexchange interaction. It is semi-covalent and is typically observed in oxides, nitrides, halides, and other hybrid motif compounds (such as nitride oxides). The interaction is formed from two
direct exchange interactions, $MX$ and $XM$, where the anion is an intermediary. The up or down orientation of the unpaired electron’s spin is influenced by preservation of the Pauli principle across the bonding orbitals.

**Determination of magnetic properties**

External magnetic field and temperature are the two most prominent variables that have a significant effect on determining if the magnetic properties of a given compound or solid are readily observable by experiment. The magnetic properties of a material determine how it interacts with an applied external magnetic field ($H$), and this is how most magnetic measurements are carried out. A diamagnet will have repulsive effect towards $H$, while a paramagnet will have an attractive effect. The magnetic induction (or internal field strength; $B$) depends on $H$ and the magnetization intensity (or field derived from the sample; $I$) where:

$$B = H + 4\pi I$$  \hspace{1cm} (18)$$

It follows then that the permeability ($P$), the ability to support the formation of a magnetic field within itself is $B/H$. This can then be worked back into the above equation to find that:

$$P = 1 + 4\pi \chi$$  \hspace{1cm} (19)$$

where $\chi$ is the volume susceptibility but is an extrinsic property that is most directly related in this case to the amount of sample present. To account for this effect, and find the intrinsic susceptibility, the molar susceptibility ($\chi_m$) is needed:

$$\chi_m = (\chi \cdot M_w)/\rho$$  \hspace{1cm} (20)$$

where $M_w$ is the molar mass and $\rho$ is density.

During the initial characterization of a compound, this is the most commonly measured magnetic property. Magnetic susceptibility can be measured with respect to external applied field ($H$). From this plot, the coercivity, a gauge of the field strength required to flip the polarity of the spins within a sample, can be understood. Typically, this measurement is carried out via a hysteresis loop. Though most useful for probing a ferromagnetic material, the data from all types of magnetic materials can be
Figure A.7: Magnetic direct and super exchange between $dz^2$ and $p_z$ orbitals in an M-X-M bonded solid - In the hypothetical system (top) an electron would be driven by super exchange to orient spin down (bottom)
informative (Figure A.8) and provide confirmation of conclusions from other magnetic tests.

![Figure A.8: Magnetic hysteresis loops ($M$ v $H$ curves) for different types of magnets.](image)

Magnetic susceptibility serves as a pivot into other magnetic studies, e.g., the changes in the magnetic susceptibility with respect to temperature. As temperature increases, so does thermal motion which decouples the magnetic interactions. When the temperature exceeds the coupled spin alignment energy throughout the lattice, this causes the spins to no longer hold a specific orientation (random, fluxional arrangement; similar to thermal smearing of atomic positions), and paramagnetism dominates. At temperatures below this point, the converse is true, magnetic order dominates, and an organized arrangement of the spins occurs or is induced by an applied magnetic field. The temperature at which this ordering occurs in a ferromagnet is called the Curie temperature ($T_C$), while for an antiferromagnet, it is called the Nel temperature ($T_N$). While varying the temperature, the magnetic susceptibility for a magnetic compound class can be significantly altered during a transition from magnetic disorder to order (Figure A.9). In a diamagnetic or a paramagnetic system, however, no ordering event occurs and susceptibility trends are preserved.

![Figure A.9: Temperature dependent magnetic susceptibility plots for various types of magnets.](image)
In a solid, the temperature at which ordering of magnetic moments occurs varies greatly. For strongly correlated systems, the highest temperature at which magnetism has been reported to exist, 1400 K, is found in metallic cobalt. Industrial applications often require oxides, which tend to be more stable and inert during fabrication or device processing. Some examples of compounds with high ordering temperatures are Fe$_2$O$_3$ at 948 K and CrO$_2$ at 386 K. Very strong magnetic interactions with high ordering temperatures have a good figure of merit, but there are not many examples ranked near the best-of-class. In reality, a majority of the magnetic compounds reported in the literature have weak magnetic interactions, which only become evident below ambient temperatures, and typically < 100 K. Temperature regimes where disordered arrangements dominate and thus paramagnetism is observed can also provide valuable information about the general magnetic properties of a compound. Molar magnetic susceptibility with respect to temperature is driven by the relation:

$$\chi_m = C/(T + \theta_w)$$  \hspace{1cm} (21)

where $C$ is the Curie constant and $\theta_w$ is the Weiss constant. An ideal paramagnet should yield a straight line in a plot of inverse susceptibility ($\chi_m^{-1}$) versus temperature when the magnetic interactions are localized and weakly interacting. When this occurs, a material is said to obey the Curie-Weiss law. Deviations from this indicate more complex interactions. $C$ and $\theta_w$ can be extracted from this plot as the slope and $x$-intercept, respectively. The Curie constant indicates the size of the magnetic moment per formula unit, while the Weiss constant evidences short range magnetic interactions. For antiferromagnetic (AFM) interactions a negative Weiss constant is observed, and will be positive for a ferromagnetic (FM) one (Figure A.10). Also, the ordinary plots of other magnetic types).

Figure A.10: Weiss constants for a variety of magnet types derived from temperature dependent inverse susceptibility plots.
Below the ordering temperature of a magnetic material, the arrangement of spins throughout a solid can help to explain how spins interact and sort. For instance, the distances between spins on nearby atoms can illuminate competing interactions and define which coupling dominates. It can also determine the orientation of spins with respect to one another. Largely, this can all be achieved through the use of neutron powder diffraction (NPD). This technique is typically used for nuclear refinement of compounds containing low \( Z \), but it is also a powerful technique relative to magnetic characterization. The neutrons have a non-zero spin and are therefore able to interact with the unpaired electrons, which gives rise to cooperative (ordered) magnetic structures. When the neutrons are scattered by unpaired electrons, a magnetic diffraction event occurs, which, like nuclear diffraction, can be solved to yield a magnetic structure. The advantages of NPD are that the big picture is obtained, the propagation vector can be determined, and extinction issues are minimized. Conversely, the disadvantages include difficulty in indexing, information is lost due to powder averaging, phase determination can be difficult, and no domain or multi-\( k \) information is gained.

**Set-up**

The effects resulting in a material’s inherent magnetism have been thoroughly discussed (see above). The importance of obtaining this information helps in the determination of the physical properties of a given material or device. How and what is used to measure these properties has not been covered. When an instrument is designed to measure the magnetization (magnetic moment) of a material, it should ideally do so as a vector, accounting for direction and strength (relative to the spatial orientation of the device). A laboratory magnetometer achieves this, and to do so requires a sample to be placed inside of the instrument where the temperature and magnetic field can be controlled and insulated against external factors. A general schematic illustration for a (vector) magnetometer is provided in Figure A.11.

There are many types of magnetometer instrumentation but the two types normally found in laboratories are a vibrating sample magnetometer (VSM) and a superconducting quantum interference device (SQUID). The former detects magnetization by mechanically oscillating a sample inside of an inductive pick up coil. The resulting change in flux or induced current is correspondingly measured. This technique is approximately one order of magnitude less sensitive than for a SQUID, which has its
Figure A.11: SQUID magnetometer schematic -
sensitivity enhanced by the use of Josephson junction(s). Although a more technical description and discussion exist, a gross over-simplification would be to say that the SQUID device operates by measuring a sample induced voltage change against a biased current looped about said sample. Proper sample preparation is important. The correct amount of sample must be selected to give a proper response within the detection range for the instrument, and it must be mounted in a manner that does not allow for it to move. Small displacements of the sample can affect measurement outcomes. A sample holder that has minimum mass and magnetic moment with stability at low temperatures is also necessary. The types of measurements these instruments are capable of are (partially) covered in the introduction to magnetism (above). The disadvantages to magnetic measurements is that they often require large amounts of helium, are prone to breakage (magnet can be quenched), and require advanced training to properly operate.

Instrumentation and Characterization
A brief overview and reference to a more technical review for each technique used in this work is given below. The depth of discussion will scale with relevance to this work.

Diffraction
This phenomena occurs whenever a wave (photon, neutron, etc.) interacts with an obstacle or slit that is comparable to its wavelength. Three common diffraction techniques exist that are useful to a scientist, each in their own way: X-ray, synchrotron, and neutron diffraction. The invention of a way to harness X-ray radiation by Wilhelm Rontgen in 1895 paved the way for X-ray diffraction (XRD). The X-rays had wavelengths on the same order as the spacings typical for crystal lattices. The technique was fleshed out first by the Bragg family, starting in 1912, and they went on to define and develop much of the physics necessary for the mentioned diffraction techniques. The geometrical relation between the atomic layer spacing in a crystal and the wavelength used to probe it with diffraction resulted in Bragg’s law:

\[ 2d \sin(\theta) = n\lambda \]  

(22)

where \( d \) is the \( d \)-spacing, \( \theta \) is the angle of incident radiation relative to the crystal plane, \( n \) is an integer, and \( \lambda \) is the wavelength of the radiation used.

Ideal samples are randomly arranged polycrystalline powders with zero preferred orientation. The typical experimental set-up for an X-ray diffractometer (Figure A.12)
has a source, sample, and detector. To systematically check for d-spacings in a given crystalline powder, the X-ray source is scanned about an arc ($\theta$) relative to the sample. At different values of $\theta$, constructive interference of X-rays due to the ordered arrangement of atoms in the solid (diffraction event) results in an observed signal at the detector. In a given full scan, each signal corresponds to a different crystal orientation (Miller indices). The difference between these d-spacings can then be used to deduce information about a sample’s type (cubic, tetragonal, orthorhombic, monoclinic, etc.) and intrinsic lattice parameters ($a$, $b$, $c$, $\alpha$, $\beta$, and $\gamma$).

Figure A.12: X-ray Diffractometer schematic -

X-ray diffraction occurs because the light interacts with the electrons about an
atom. Higher $Z$ atoms have more electrons present, scatter X-rays more frequently, and therefore give more counts at the detector. This can, in turn, be used to provide additional information about a given crystal, such as ion type and position within a unit cell. For additional concepts and technique with respect to XRD techniques, the reader should see Cullity and Stock. In the case of laboratory XRD, the X-rays are generated using a process similar to how light is generated from a light bulb, except instead of using tungsten as the filament, where visible light is observed, other metals that emit x-rays are used. Metal sources arranged from more common as a source to less common are as follows: Cu ($\lambda = 1.54 \text{ Å}$) $>>$ Mo ($\lambda = 0.71 \text{ Å}$) $>>$ Co ($\lambda = 1.78 \text{ Å}$) $>$ Cr ($\lambda = 2.28 \text{ Å}$). The reason to choose one over the other is that the emitted x-ray wavelengths of a given source can be more or less prone to matching the energy needed to cause some elements to fluoresce. This phenomenon needs be suppressed to keep background intensity low in the data set. A prescient choice of source can prevent this issue from occurring. X-rays are also used in synchrotron diffraction (SXRD), but they are generated using a different mechanism. Electrons are accelerated to nearly the speed of light about a (circular) path, guided by large magnets. At each guide, the interaction of the electrons being bent with the magnetic field results in a burst of high energy X-rays, ($\lambda \sim 0.4 \text{ Å}$). These X-rays are then used to effect diffraction. The benefits to this technique are: high brightness, high energy, and high intensity. These things combine to give the highest resolution and penetration depth with the smallest sample size. Additionally, SXRD also enables time resolved studies and Laue experiments (one shot, instead of a full scan) to occur. The result is more precise and accurate information about the chemical system being probed. Further inquiry regarding the applications of synchrotron light on diffraction in materials should be sought elsewhere. A coherent source of neutrons can also be used to execute a diffraction experiment, dubbed neutron powder diffraction (NPD). This necessitates a nuclear reactor or spallation source, which limits the number of facilities that offers this technique. Filters can be used to achieve a single wavelength of neutrons or a time of flight can also be used to sort the energies of the incident neutrons. Supplementary information regarding this technique and its applications are provided by Bacon. The benefits from the use of neutrons as an experimental technique, in addition to the resolution of the magnetic structure discussed below, are: sensitivity to low $Z$ atoms, the ability to resolve different isotopes of the same atom, and the absence of
radiation damage. On the other hand, the technique is not well suited to small single crystal work, is difficult to access, and depending on the sample’s composition, can result in prolonged levels of radioactivity in the sample.

Diffraction and microscopy are combined in a single instrument, a transmission electron microscope (TEM), whereby the user is able to interchangeably switch between the two techniques. To achieve this feat a technique that harnesses a very small De Broglie wavelength is required and satisfied by the use of electrons. They are generated at a source (high voltage W filament or LaB$_6$ single crystals), focused/collimated, exposed to a sample, and then the output recorded or observed (Figure A.13). The sample must be thin, transparent enough for some of the electrons to travel through the object unimpeded (∼< 100 nm), and vacuum stable (the best medium for unimpeded electron movement).

When microscopy of a sample is desired, an image is generated based upon the observed intensity contrasts of electrons being adsorbed by the sample. These imaged particles are helpful for resolving particle size and morphology. In high resolution TEM, enough magnification can be achieved to image individual atoms in a crystal lattice, where dislocations and defects can be examined, amongst other things. Additionally, electron diffraction (ED) can be conducted. Differing from the above diffraction techniques, the spot size of the incident electron beam is small, allowing for focus on a region of a polycrystalline particle that is uniform, coherent, and often singly crystalline. The patterns generated are a projection of the reciprocal lattice (spots corresponding to lattice reflections). This can be used to solve crystal structures (or provide supporting conclusions in tandem with other techniques), evaluate twinning, ordering, and superstructures, and examine defects (See Section 2.3.1.3). An authoritative text by Williams on this subject provides deeper insight on TEM than that provided here. TEM is a versatile technique that yields powerful information about a sample. Notable within this instrumental suite, electron energy loss spectroscopy (EELS) can be used to determine atom type. It is not without its drawbacks, however. Some disadvantages to the use of TEM are: high upfront expense, nontrivial sample preparation, expert technical
Figure A.13: TEM schematic -
training required for use, sample size constraints, and the instruments are high maintenance. Scanning electron microscopy (SEM) is similar to TEM in that electrons are used to probe a medium, but differs by imaging the material using scattered electrons (instead of transmitted ones). A benefit of the former is that the electron generation and focusing optics of the two techniques are basically identical. Consequently, the sample platform and the detector type as well as configuration are different. Less stringent sample size constraints exist in SEM, because samples are no longer limited by the need to be thin. SEM resolution is lower. SEM yields information about the surface and morphology of a sample, whereas TEM is optimized for atomic level attributes. A useful add-on technique to SEM is called energy dispersive x-ray spectroscopy (EDXS), which enables identification of the elemental make up on the sample’s surface. SEM and X-ray microprobe analysis are thoroughly covered elsewhere by Goldstein.\cite{179}

**UV-visible Diffuse Reflectance**

Just as SEM uses the back-scatter of electrons from a material to produce data, diffuse reflectance instead uses electromagnetic radiation with energies near the visible (200 – 800 nm) to illuminate the surface of a material. A detector is used to detect reflected light or the absence of reflected (absorbed) light. There are two types of reflected light: specular and diffuse. The former glances off the incident surface with a mirror-like interaction, such that the angle of incidence is equal to the angle of reflection. Diffusely reflected light on the other hand is indicated by a luminous distribution of reflected light at the spot of incident radiation, i.e. the diffuse light is reflected in a multitude of directions. The mechanism driving the diffuse reflectance phenomenon is sub-surface scattering centers/interfaces.\cite{180} Light reaches a randomly arranged interface particle or otherwise, that has features on the same order of magnitude as the wavelength of light. Some of the incident light undergoes reflection, some is transmitted, and the process repeats enough times that a randomly oriented luminal distribution of light is reflected back. In addition to reflection, if the energy of an incident photon is greater in energy than the band gap ($E_g$) of the compound, adsorption can occur. The band gap is the energy separation between the conduction band of a material and the valence band:

$$E_g = E_{CB} - E_{VB}$$ \hspace{1cm} (23)
Other adsorption events can occur as well that don’t involve the band gap but are the result of light induced charge transfer. The important information obtained from a typical UV-visible diffuse reflectance measurement then is the energy separation between the selected electronic states within a compound. This is also the minimum energy needed to facilitate photon driven charge transfer. Transition metal compounds often have octahedral $e_g$ and $t_{2g}$ splitting energies that are resolved in the energy range probed. Absorption(s) due to these electronic states are what gives a given compound its apparent color (reflected color sans absorbed wavelengths of photons). The instrumental set up is straightforward (Figure A.14) and has been streamlined by the invention of fiber optics, which supplant the need for an integrating sphere. Recent progress in this technique is presented by Schoonheydt. [181]

X-ray photoelectron spectroscopy (XPS)
Dr. Kai Siegbahn is credited with the invention of this instrument in the 1960s. Owing to the versatility of the technique and the relative ease of operation, the instruments became ubiquitous. A Nobel Prize (Physics) acknowledging this contribution was awarded in 1981. XPS is a non-destructive surface technique that is capable of measuring the
composition, empirical formula, chemical and; electronic states, and uniformity of a given compound or film. Both insulating and conducting samples can be probed. The instrumental set up requires a high vacuum, sample stage, directed high energy X-rays, and an ejected electron capture detector (Figure A.15). In order for a detection event to occur, an electron must be ejected from the sample. This can be achieved if a high energy X-ray (Al K$_\alpha$) collides with a core electron and the X-ray is of greater energy than the binding energy of the given core electron. This event must occur near the surface of the compound, so that the electron can traverse through the vacuum, be collected, sorted by energy, and then detected. A composite profile yielding the binding energies of each element contained within the sample can be ascertained. The energies of the ejected, sorted electrons can probe electronic states up to the valence band of the material. In this capacity, it can be used to gauge the energy separation between the valence band (featured in XPS spectra) and the Fermi level (zero binding energy). Moreover, this can help to identify comparative differences near the valence band within a series of related compounds. There are many caveats to this experimental technique. The front runner is that it is very surface sensitive, surfaces are usually dirty, so results can be adversely affected by this. Adventitious carbon is almost unavoidable in sample analysis, but on the other hand, it is well documented as a result of this. The binding energy of the C 1s electron at 284.6 eV is then used to normalize the rest of the data obtained. Other difficulties associated with XPS are that valence band fine structure cannot be obtained (so ultraviolet photoelectro spectroscopy (UPS) should be used), it requires the bulk to be similar to the surface for accurate results, and is limited by the probe area (10 $\mu$m minimum). For a more thorough analysis of this technique, Watts has authored a review. [(182)]

**Time-resolved Infrared Spectroscopy (TRIR)**

The emergence of this technique is predicated on the addition of time resolution, a relatively new innovative technique, to an older technology, spectroscopy. This was driven by the invention of devices that are capable of operating under very fast and short time constraints, which has also been aided by lasers that have binary-like on-off responses. Additionally, with rapid advances in the computing (transistor) industry, limitations associated with response time for a given device have been increasingly
Figure A.15: XPS schematic
repealed. The time intervals available for analysis have decreased from micro- to nano-, pico-, and even into the femtosecond regime. To understand how this technique works, it should be broken down into its 3 respective parts: pump, probe, and time resolution. There are a variety of different pump (laser, LED, lamp, etc.) and probe (UV, visible, IR, etc.) combinations that can be chosen to understand different dynamic effects that occur when light interacts with a sample. In the case of time-resolved infrared spectroscopy, the technique provides structural information on the excited-state kinetics. Both dark and emissive states can be understood in this way. For this work, the decay time of photogenerated carriers is employed. The time regime at which these effects are measured is in the picoseconds. In a typical run sequence, the sample is pulsed with an intense, usually coherent light (pump) for a duration of time. The wavelength of light should be chosen such that it is of suitable energy to facilitate the adsorption of said light by the sample. Often times, this corresponds to laser energy that is equivalent to or slightly greater than the band gap of the material. Simultaneously, the sample will also be exposed to a pulse of infrared light (probe). The pump is sequentially turned off, and the infrared light remains. Changes in adsorption of the compound in the infrared (∼1700 cm⁻¹) are recorded per unit time. Usually the investigated spectroscopic features grow in intensity or decay away. Schematically (Figure A.16), the technique is straightforward, but experimentally complicated. The reader is urged to consult the literature for additional information as it continues to evolve and develop. \[183\]

Electronically, the explanation of what is occurring during the time resolved infrared spectroscopy process is that the pump excites a carrier (electron) from the valence band maximum to the conduction band minimum. The probe is then utilized to further excite that carrier in higher energy states within the conduction band. As the probe is shut off, no new carriers are generated. What happens to the already excited population of carriers is observed. A variety of processes can occur with the excited carriers such as being transferred to a defect or carrier recombination. These effects occur on different time scales, with the relevant latter instance occurring on very short time scales (tens of picoseconds).

**BET Surface Area** The year 1938 saw what would go on to be a very successful analytical technique for the determination of the total exposed surface existing on a given
solid. It was presented by Brunauer, Emmett, and Teller (BET), and they showed that determination of specific surface area can be achieved by examining the multi-layer adsorption of non-corrosive gases (N$_2$, CO$_2$, Ar) on a sample surface. In addition to the surface area, the pore volume, area, and diameter can be obtained from this technique. These data are helpful in characterizing the effects of sample surface porosity and particle size. In turn, these can aid in the design of catalytic, filtration, and adsorbent systems, as well as in sintering and reactivity studies. Enough sample should be provided for a given measurement such that at least 1 m$^2$ of total surface is exposed. A standard is often used in tandem to confirm results. To execute a measurement, the sample is placed in a vessel (Figure A.17). It is heated to desorb any residual surface species and then proceeds to lower the pressure to a set point, usually near 5 Pa. The dead volume of the vessel is determined, and the temperature of the vessel is cooled to 77 K. A sufficient amount of N$_2$ gas should be allowed into the vessel to yield the lowest desired relative pressure. By adjusting the $P/P_0$ values, the volume of adsorbed gas can be monitored and converted to the surface areas. An additional reference is available by Shields and Lowell. [184]
Note on the Instrumentation

The above sections exist to aid in fully understanding the concepts presented later in this thesis. They are used as individual measurements to aid in characterization or property measurements. In other circumstances, a multitude of techniques are used and summed as a whole to give conclusive results. Basic knowledge of how the data are generated, collected, and used are important precursors for understanding and then explaining the observed chemical properties, not to mention for optimizing them.
APPENDIX B: SUPPORTING INFORMATION FOR THE STRUCTURAL AND MAGNETIC PROPERTIES OF $RTiNO_2$ ($R = \text{Ce, Pr, Nd}$) PEROVSKITE NITRIDE OXIDES

Structure refinements for XRD data
Final XRD Rietveld refinements for CeTiNO$_2$ and PrTiNO$_2$ (Figure B.1 and B.2) leads to a $Pnma$ space group assignment. For $RTiNO_2$, refinement of the 8d Wyckoff position results in divergence as a result of the poor sensitivity of the XRD to weak peak splittings typically found in pseudocubic structures [34]. It was accounted for by weighting Ti-N bond distances to values similar to those reported by Clarke et. al. for NdTiNO$_2$, with which our prepared Nd sample is in agreement [55]. The $Pnma$-indicating $<\text{eo}>$ indice are more distinct in the PrTiNO$_2$. The CeTiNO$_2$ may be near a transition from $Pnma$ to $I\bar{1}$, the space group observed for LaTiNO$_2$ (refinements still yield the best fit in $Pnma$). The anomaly in the difference curve at $ca.$ 28 °2θ for CeTiNO$_2$ is due to a small amount ($<1\%$) of starting material, Ce$_2$Ti$_2$O$_7$.

A Rietveld refinement on XRD data for PrTiNO$_2$ carried out with $Pnma$ symmetry converged to a good fit ($R_{wp} = 8.19\%$). For the sake of completeness, refinements were
Figure B.1: Rietveld refinement of XRD data of CeTiNO$_2$ - Black = observed, red = calculated, blue = difference, green hashes = indexed reflections. Inset shows the $<eoo>$ peak at ca. 53 °2θ.

Figure B.2: Rietveld refinement of XRD data of PrTiNO$_2$ - Black = observed, red = calculated, blue = difference, green hashes = indexed reflections. Inset shows the $<eoo>$ peak at ca. 53 °2θ.
carried out in space groups corresponding to other patterns of tilting—\(a^+b^+c^- (Pnmn\) symmetry, \(R_{wp} = 21\%\)), \(a^+b^-c^- (P2_1/m\) symmetry \(R_{wp} = 13.53\%\)), \(a^0a^0c^- (I4/mcm\) symmetry, \(R_{wp} = 9.39\%\)), and \(a^0a^0a^0 (Pm\bar{3}m\) symmetry, \(R_{wp} = 9.55\%\)— but all other symmetries gave inferior fits and thus can be ruled out.

**Anion order**

Different ordering models for a perovskite with an \(a^-b^+a^-\) tilting arrangement and \(–XY_2\) anion stoichiometry have been worked out previously [(40)] and are applied here. The models can be broken into three groups: random (1: \(Pnma\) disordered), trans (2a: \(Pnma\) and 2b: \(P2_1/m\)), and cis (3a: \(Pmn2_1\), 3b: \(Pmc2_1\), and 4: cis 2D-chains \(Pnma\)). Triclinic ordering models are also possible, but were excluded due to a lack of experimental evidence for their existence.

To analyze \(\text{CeTiNO}_2\) and \(\text{PrTiNO}_2\), each of the ordering models (1 – 4) was used to refine the NPD data. The goodness of fit was then compared to each other (Table 1). Similar conclusions to previous work were arrived at [(40)]. The best fits per ordering model are trans < cis disorder. \(\text{CeTiNO}_2\) was best fit by model 1 and 4, with anion occupancies set to 33\% N / 67\% O at all anion Wyckoff positions and occupancies allowed to refine stoichiometrically, respectively. Similarly, model 1 and 4 were found to be equivalent for \(\text{PrTiNO}_2\). When anion occupancies for this compound were allowed to refine freely they arrived at similar anion occupancies to model 4, in which partial anion order exists as 2D-cis chains comprised of \(- \text{N} – \text{Ti} – \text{N} – \text{Ti} – \) linkages. XRD derived lattice parameters of our \(\text{NdTiNO}_2\) are in agreement with a previous NPD study [(55)], which suggests that \(RT\text{TiNO}_2\) (\(R = \text{La}\) and Nd) favors a disordered anion arrangement (model 1).

There is a pitfall in the refinement process that explains different ordering conclusions for these compounds: the insensitivity of refined occupancies in a pseudo-tetragonal system. While a more pronounced orthorhombic system (\(\text{NdTiNO}_2\) or \(\text{CeTiNO}_2\)) has adequate peak splittings that allow for refinement of occupancy dependent reflections for an array of nitrogen/oxygen ratios (Figure B.3), the pseudo-tetragonal system (\(\text{PrTiNO}_2\)) has overlapping reflections that lead to identical intensities regardless of occupancy distribution, preventing accurate refinement. By comparing \(a\) and \(c\) lattice parameters, the proximity of these \(Pnma\) systems to a pseudo-tetragonal unit cell is ascertained. For \(a/c = 1\), no distortion occurs and the system
is tetragonal. In $RTiNO_2$, the $a/c$ values increase from 0.9951 (Ce), to 0.9990 (Pr), to 1.0027 (Nd), passing through a pseudo-tetragonal phase near $PrTiNO_2$. Simulated NPD patterns have shown that changes in occupancy are nuanced when $a/c = 1$ (comparisons of simulated NPD for lattice and occupancy changes in $PrTiNO_2$, Figure B.4), in agreement with previous findings \[(34)\]. In pseudo-tetragonal $PrTiNO_2$, freely refined occupancies drift to what best fits a fully tetragonal nitride oxide perovskite, i.e. occupancies matching $I4/mcm$ SrTaNO$_2$ (2D-cis ordered; model 4). Conversely, the Nd and Ce analogues have adequate orthorhombic distortions and the anion occupancies for N and O bear weight in the refinement. This explains why model 4 fits $PrTiNO_2$ well but provides a less adequate fit versus model 1 in CeTiNO$_2$.

Figure B.3: Simulated NPD intensity outcomes based on various anion occupancies in a generic a) orthorhombic and b) pseudo-tetragonal perovskite nitride oxide - The simulated pattern (purple) is derived from the summed contributions of oxygen (red) and nitrogen (blue).

Simulated neutron powder diffraction patterns
The .cif files from the final NPD Rietveld refinement for $PrTiNO_2$ were imported into Diamond 3.0 (Crystal Impact; Bonn, Germany). Lattice parameters as well as the occupancies were adjusted accordingly to assess changes in the NPD patterns (Figure B.4).

Rietveld Refinements of NPD patterns at low angles
Fitting of the peaks at low angles gave a good fingerprinting approach to properly identifying the correct space group. This region had reflections that were sensitive to the various ordering models. Each of the various models were refined against the NPD data for $PrTiNO_2$ (Figure B.5) and CeTiNO$_2$ (Figure B.6).
Figure B.4: Investigating anion order by simulated NPD patterns for PrTiNO$_2$ of varying \(\alpha/c\) and anion occupancy. - Pseudo-tetragonal (\(\alpha/c = 1\)) simulations with anion ordering model a) 4 and b) 1 are compared to orthorhombic distortions (\(\alpha/c = 1.003\)) with anion model c) 4 and d) 1.
Figure B.5: NPD Rietveld refinement fits for anion ordering models at low angles in PrTiNO$_2$. Experimental (black dots) and calculated colored line are shown.
Figure B.6: NPD Rietveld refinement fits for anion ordering models at low angles in CeTiNO$_2$. - Experimental (black dots) and calculated colored line are shown.
**TEM supporting data**

TEM images of the PrTiNO$_2$ samples (Figure B.7) indicate the morphology and size distribution of the as synthesized particles. Long range anion ordering was evaluated by comparison of experimental electron diffraction patterns to simulated patterns for both the CeTiNO$_2$ (Figure B.8) and PrTiNO$_2$ (Figure B.9). Evidence from the ED data suggests long range order; however, the Rietveld refinements of CeTiNO$_2$ (Figure B.10, top) and PrTiNO$_2$ (bottom) in the specified system do not provide a better fit versus the disordered *Pnma* model.

**Magnetic measurements of RTiNO$_2$**

The temperature dependent magnetic susceptibility of the $R$TiNO$_2$ compounds under field cooled and zero field cooled conditions (Figure B.11) yields paramagnetic behaviour. In support of these findings the isothermal magnetization curves (Figure B.12) also confirm paramagnetic behaviour.

**Additional bond parameters**

Individual bond distances and angles are provided (Table B.1) as a supplement to the averaged distances provided in the main text.

<table>
<thead>
<tr>
<th>Compound</th>
<th>M-X (Å)</th>
<th>M-X-M (°)</th>
</tr>
</thead>
<tbody>
<tr>
<td>CeTiNO$_2$</td>
<td>2x 1.991(3)</td>
<td>2x 1.995(6)</td>
</tr>
<tr>
<td>PrTiNO$_2$</td>
<td>2x 1.995(4)</td>
<td>2x 1.995(4)</td>
</tr>
<tr>
<td>NdTiNO$_2$</td>
<td>2x 1.9951(7)</td>
<td>2x 1.9963(2)</td>
</tr>
<tr>
<td>CeGaO$_3$</td>
<td>2x 1.93(2)</td>
<td>2x 1.998(3)</td>
</tr>
<tr>
<td>PrGaO$_3$</td>
<td>2x 1.977(2)</td>
<td>2x 1.9798(7)</td>
</tr>
<tr>
<td>NdGaO$_3$</td>
<td>2x 1.9729(5)</td>
<td>2x 1.975(1)</td>
</tr>
<tr>
<td>CeAlO$_3$</td>
<td>2x 1.897(9)</td>
<td>4x 1.898(5)</td>
</tr>
<tr>
<td>PrAlO$_3$</td>
<td>6x 1.8957(5)</td>
<td></td>
</tr>
<tr>
<td>NdAlO$_3$</td>
<td>6x 1.8931(2)</td>
<td></td>
</tr>
</tbody>
</table>

**Table B.1:** Bond parameters for $R$TiNO$_2$ and analogous oxide compounds
Figure B.7: TEM images of agglomerated particles of PrTiNO₂.
Figure B.8: Experimental (black dots) and simulated (red dots) electron diffraction patterns for CeTiNO$_2$. - A major zone axis [010] (top row) is complemented by a minor zone axis [301] (bottom row). Experimental patterns (a and d) are matched to simulations in $Pnma$ (b and e) and $P\bar{1}12_1/m$ (c and f). Electron diffraction patterns suffer from crystal twinning (white arrow). Weak reflections (black arrow) are thought to be due to anion ordering.
Figure B.9: TEM (black dots) and simulated (red dots) electron diffraction patterns for PrTiNO$_2$ - A major zone axis [100] (top row) is complemented by a minor zone axis [210] (bottom row). Experimental patterns (a and d) are matched to simulations in $Pnma$ (b and e) and $P112_1/m$ (c and f). Electron diffraction patterns suffer from crystal twinning (black arrow). Weak reflections (white arrow) are thought to be due to anion ordering.
Figure B.10: Rietveld refinements of NPD data for CeTiNO$_2$ (top) and PrTiNO$_2$ (bottom) in $P112_1/m$. 
Figure B.11: ZFC cooled paramagnetic behaviour down to 5 K in $RTiNO_2$ where $R = Ce$ (green), Pr (red), and Nd (blue) - FC data yield identical plots (not shown here).
Figure B.12: Isothermal magnetization curves at 10 (black) and 300 K (red) for $RTiNO_2$ where $R$ is a) Ce, b) Pr, and c) Nd.
APPENDIX C: SUPPORTING INFORMATION FOR ELECTRONIC STRUCTURE AND PHOTOCATALYTIC WATER OXIDATION BY $R\text{TiNO}_2$ ($R = \text{Ce, Pr and Nd}$) PEROVSKITE NITRIDE OXIDES

**BET measurements**

N$_2$ isotherms for $R\text{TiNO}_2$ ($R = \text{La [Figure C.1], Ce [C.2], Nd [C.3]}$) show Type IV behavior. Pore size distribution (inset) is comparable between these samples. As pore diameter decreases pore volume increases. CeTiNO$_2$ has a slight deviation from this trend, with a pore diameter weighting more heavily about 55 nm.

**SEM/EDXS measurements**

SEM/EDXS analysis on $R\text{TiNO}_2$ ($R = \text{La [Figure C.4], Ce [C.5], Pr [C.6]}$) shows that particle size distribution is consistent between all samples and each contains both large ($50$–$100\ \mu$m) and small ($100\ \text{nm}–10\ \mu$m) particles. There is an even distribution of each constituent element, including the wet-impregnated CoO$_x$ co-catalyst.
Figure C.1: N₂ isotherm and pore size distribution (inset) for LaTiNO₂
Figure C.2: N\textsubscript{2} isotherm and pore size distribution (inset) for CeTiNO\textsubscript{2}.
Figure C.3: $N_2$ isotherm and pore size distribution (inset) for NdTiNO$_2$. 
**Time resolved IR transient adsorption**

The mid-IR absorption in $RTiNO_2$ (Figures C.7 – C.10) is attributed to free electrons in the conduction band or intra-band gap trap states.

**Photocatalysis**

Continuous photocatalytic activity measurement for the $RTiNO_2$ compounds over three cycles (Figure C.11) demonstrates the samples are catalytic. XRD patterns of the samples before and after the reaction remain the same. Rates reported for each $RTiNO_2$ compound are an average of the rates determined for each of the three continuous cycles.

Before the start of each illumination session, the samples were held in the dark for 2 hours to test for any reactions (gas formation); no gas was observed for all cases. After samples illuminated for 8 hours the sample system was vented. Prior to the next cycle, solutions were bubbled with Ar gas, and the vessel was purged until GC spectrum yields an ambient background.
Figure C.4: SEM image and EDX mapping for LaTiNO$_2$ -
Figure C.5: SEM image and EDX mapping for CeTiNO$_2$. 
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Figure C.6: SEM image and EDX mapping for PrTiNO$_2$ -
Figure C.7: Femtosecond TRIR spectra of LaTiNO$_2$ collected at room temperature, $\lambda_{ex} = 600$ nm -
Figure C.8: Femtosecond TRIR spectra of CeTiNO\textsubscript{2} collected at room temperature, $\lambda_{ex} = 600$ nm.
Figure C.9: Femtosecond TRIR spectra of PrTiNO\(_2\) collected at room temperature, \(\lambda_{ex} = 600\) nm
Figure C.10: Femtosecond TRIR spectra of NdTiNO$_2$ collected at room temperature, $\lambda_{ex} = 600$ nm.
Figure C.11: Cycled photocatalysis of $RTiNO_2$ ($R = a)$ La, b) Ce, c) Pr, d) Nd) - 150 W Xe arc lamp illuminating 100 mg CoO$_2$-$RTiNO_2$ and La$_2$O$_3$ suspended in 100 mL of 0.05M AgNO$_3$. Dashed vertical lines indicate a purge. Data points contained within the red boxes are taken in the dark.
APPENDIX D: SUPPORTING INFORMATION FOR THE STRUCTURAL, MAGNETIC, AND OPTICAL PROPERTIES OF $A_3V_4(PO_4)_6$ ($A = \text{Mg, Mn, Fe, Co, and Ni}$)

**Rietveld Refinement of XRD data**

Final XRD Rietveld refinements for $A_3V_4(PO_4)_6$, where $A$ is Mg (Figure D.1), Mn (Figure D.2), Fe (Figure D.3), Co (Figure D.4), and Ni (Figure D.5), leads to a $P\bar{1}$ space group assignment. To maximize the degrees of freedom, rigid body $PO_4$ tetrahedra were used. Thermal parameters were not refined and were instead set to reasonable values. Rietveld refinement on XRD data for $A_3V_4(PO_4)_6$ where $A$ is Mg, Mn, Fe, Co, and Ni resulted in respective 1.07 ($R_{wp} = 14.5$), 1.14 (11.5), 1.25 (3.5), 1.05 (6.5), 1.09 (14.7) goodness of fit values. Incident X-rays generate background fluorescence, resulting in elevated noise and making adequate fits challenging.

**Combined sXRD and NPD refinements**

Combined Rietveld refinements of synchrotron and neutron powder diffraction data have been carried out for $A_3V_4(PO_4)_6$ where $A$ is Mn (Figure D.6), Fe (Figure D.7), Co (Figure D.8), and Ni (Figure D.9). Unidentified peaks were investigated and indexed during Rietveld refinement of synchrotron data (Table D.1). In Mg$_3$V$_4$(PO$_4$)$_6$, they are attributed to V$_2$O$_3$, however, in the remaining $A_3V_4(PO_4)_6$ compounds, the peaks
Figure D.1: Rietveld refinement of laboratory XRD data for Mg$_3$V$_4$(PO$_4$)$_6$ - Observed (black dots), calculated (red), difference (blue), and indexed peaks (green vertical bars) are compared.

Figure D.2: Rietveld refinement of laboratory XRD data for Mn$_3$V$_4$(PO$_4$)$_6$ - Observed (black dots), calculated (red), difference (blue), and indexed peaks (green vertical bars) are compared.
Figure D.3: Rietveld refinement of laboratory XRD data for Fe$_3$V$_4$(PO$_4$)$_6$ - Observed (black dots), calculated (red), difference (blue), and indexed peaks (green vertical bars) are compared.

Figure D.4: Rietveld refinement of laboratory XRD data for Co$_3$V$_4$(PO$_4$)$_6$ - Observed (black dots), calculated (red), difference (blue), and indexed peaks (green vertical bars) are compared.
did not produce matches to any known compounds in the ICSD. The NPD fit for \( \text{Ni}_3\text{V}_4(\text{PO}_4)_6 \) has unaccounted peaks at \( 2\theta = 64^\circ, 120.5^\circ, \) and \( 145^\circ \) \( 2\theta \), but these are presumed to be from secondary phase contributions as well. Atomic positions resulting from those refinements for \( A_3\text{V}_4(\text{PO}_4)_6 \), where \( A \) is Mn (Table D.2), Fe (Table D.3), Co (Table D.4), and Ni (Table D.5) are reported.

**Magnetization measurements**

\( \chi(T) \) (left vertical axis) and \( \chi^{-1}(T) \) (right vertical axis) for \( A_3\text{V}_4(\text{PO}_4)_6 \), where \( A \) is Mg (Figure D.10), Mn (Figure D.11), Fe (Figure D.12), and Ni (Figure D.13) convey adherence to Curie-Weiss behavior, indicating the ordering temperature and magnetic character. Coercivity of this series of compounds was also probed for \( A_3\text{V}_4(\text{PO}_4)_6 \), where \( A \) is Mn (Figure D.14), Fe (Figure D.15), and Ni (Figure D.16).

**Individual bond parameters of \( A_3\text{V}_4(\text{PO}_4)_6 \)**

Rietveld refined data allowed the extraction of bond parameters (Table D.6) and bond angles (Table D.7) for the series.
Figure D.6: Combined room temperature NPD (top) and SXRD (bottom) Rietveld refinements of Mg$_3$V$_4$(PO$_4$)$_6$ - Observed (black dots), calculated (red), difference (blue), indexed peaks (green vertical bars), and vanadium can (purple vertical bars) are compared.
Figure D.7: Combined room temperature NPD (top) and SXRD (bottom) Rietveld refinements of Fe$_3$V$_4$(PO$_4$)$_6$ - Observed (black dots), calculated (red), difference (blue), indexed peaks (green vertical bars), and vanadium can (purple vertical bars) are compared.
Figure D.8: Combined room temperature NPD (top) and SXRD (bottom) Rietveld refinements of Co$_3$V$_4$(PO$_4$)$_6$ - Observed (black dots), calculated (red), difference (blue), indexed peaks (green vertical bars), and vanadium can (purple vertical bars) are compared.
Figure D.9: Combined room temperature NPD (top) and SXRD (bottom) Rietveld refinements of Ni$_3$V$_4$(PO$_4$)$_6$ - Observed (black dots), calculated (red), difference (blue), indexed peaks (green vertical bars), and vanadium can (purple vertical bars) are compared.
Table D.1: Secondary phase peaks indexed in SXRD patterns. The most intense peak (*) is noted.

<table>
<thead>
<tr>
<th></th>
<th>Mg$_3$V$_4$(PO$_4$)$_6$</th>
<th>Mn$_3$V$_4$(PO$_4$)$_6$</th>
<th>Fe$_3$V$_4$(PO$_4$)$_6$</th>
<th>Co$_3$V$_4$(PO$_4$)$_6$</th>
<th>Ni$_3$V$_4$(PO$_4$)$_6$</th>
</tr>
</thead>
<tbody>
<tr>
<td>D-spacing (Å)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3.66</td>
<td>3.83</td>
<td>6.635</td>
<td>4.9</td>
<td>5.79</td>
<td></td>
</tr>
<tr>
<td>2.715*</td>
<td>3.31*</td>
<td>6.18</td>
<td>3.26*</td>
<td>5.49*</td>
<td></td>
</tr>
<tr>
<td>2.475</td>
<td>3.065</td>
<td>5.78</td>
<td>3.22</td>
<td>5.25</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>5.485*</td>
<td>3.08</td>
<td>4.22</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>5.27</td>
<td>2.45</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>4.225</td>
<td>1.61</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>3.92</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>3.665</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>3.57</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>3.525</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>3.4</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>3.21</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>3.08</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>3.025</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>2.84</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>2.745</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>2.635</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Figure D.10: $\chi(T)$ (left y-axis) and $\chi^{-1}(T)$ (right y-axis) for Mg$_3$V$_4$(PO$_4$)$_6$. 
### Table D.2: Room temperature combined SXRD and NPD derived atomic parameters for Mg$_3$V$_4$(PO$_4$)$_6$.

<table>
<thead>
<tr>
<th>ion</th>
<th>site</th>
<th>x</th>
<th>y</th>
<th>z</th>
<th>occ</th>
<th>$U_{eq}$(Å$^2$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mg$_1$/V$_1$</td>
<td>1a</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0.740.26</td>
<td>0.0027(6)</td>
</tr>
<tr>
<td>Mg$_2$</td>
<td>2i</td>
<td>0.2835(4)</td>
<td>0.9138(3)</td>
<td>0.2396(3)</td>
<td>1</td>
<td>0.0027(6)</td>
</tr>
<tr>
<td>V$_2$/Mg$_3$</td>
<td>2i</td>
<td>0.3885(2)</td>
<td>0.4627(2)</td>
<td>0.1157(2)</td>
<td>0.870.13</td>
<td>0.0027(6)</td>
</tr>
<tr>
<td>V$_3$</td>
<td>2i</td>
<td>0.9526(2)</td>
<td>0.2848(2)</td>
<td>0.4784(1)</td>
<td>1</td>
<td>0.0027(6)</td>
</tr>
<tr>
<td>P$_1$</td>
<td>2i</td>
<td>0.2243(3)</td>
<td>0.1422(3)</td>
<td>0.7594(2)</td>
<td>1</td>
<td>0.0055(4)</td>
</tr>
<tr>
<td>P$_2$</td>
<td>2i</td>
<td>0.0877(3)</td>
<td>0.5889(2)</td>
<td>0.8344(2)</td>
<td>1</td>
<td>0.0015(6)</td>
</tr>
<tr>
<td>P$_3$</td>
<td>2i</td>
<td>0.6085(3)</td>
<td>0.7595(3)</td>
<td>0.6330(2)</td>
<td>1</td>
<td>0.0043(4)</td>
</tr>
<tr>
<td>O$_1$</td>
<td>2i</td>
<td>0.2250(5)</td>
<td>0.1983(4)</td>
<td>0.9447(4)</td>
<td>1</td>
<td>0.010(4)</td>
</tr>
<tr>
<td>O$_2$</td>
<td>2i</td>
<td>0.0135(6)</td>
<td>0.1859(4)</td>
<td>0.6590(4)</td>
<td>1</td>
<td>0.010(4)</td>
</tr>
<tr>
<td>O$_3$</td>
<td>2i</td>
<td>0.4567(6)</td>
<td>0.2596(4)</td>
<td>0.7797(4)</td>
<td>1</td>
<td>0.010(4)</td>
</tr>
<tr>
<td>O$_4$</td>
<td>2i</td>
<td>0.2066(6)</td>
<td>0.9403(4)</td>
<td>0.7053(4)</td>
<td>1</td>
<td>0.010(4)</td>
</tr>
<tr>
<td>O$_5$</td>
<td>2i</td>
<td>0.1045(6)</td>
<td>0.7876(4)</td>
<td>0.9186(4)</td>
<td>1</td>
<td>0.0092(6)</td>
</tr>
<tr>
<td>O$_6$</td>
<td>2i</td>
<td>0.0573(5)</td>
<td>0.5432(4)</td>
<td>0.6497(4)</td>
<td>1</td>
<td>0.0092(6)</td>
</tr>
<tr>
<td>O$_7$</td>
<td>2i</td>
<td>0.8733(6)</td>
<td>0.4575(4)</td>
<td>0.8308(4)</td>
<td>1</td>
<td>0.0092(6)</td>
</tr>
<tr>
<td>O$_8$</td>
<td>2i</td>
<td>0.3090(6)</td>
<td>0.5389(4)</td>
<td>0.9184(4)</td>
<td>1</td>
<td>0.0092(6)</td>
</tr>
<tr>
<td>O$_9$</td>
<td>2i</td>
<td>0.546(6)</td>
<td>0.8309(4)</td>
<td>0.7152(4)</td>
<td>1</td>
<td>0.0083(6)</td>
</tr>
<tr>
<td>O$_{10}$</td>
<td>2i</td>
<td>0.7340(5)</td>
<td>0.9830(4)</td>
<td>0.7892(4)</td>
<td>1</td>
<td>0.0083(6)</td>
</tr>
<tr>
<td>O$_{11}$</td>
<td>2i</td>
<td>0.3733(5)</td>
<td>0.7733(4)</td>
<td>0.5091(4)</td>
<td>1</td>
<td>0.0083(6)</td>
</tr>
<tr>
<td>O$_{12}$</td>
<td>2i</td>
<td>0.7605(6)</td>
<td>0.7226(4)</td>
<td>0.5376(4)</td>
<td>1</td>
<td>0.0083(6)</td>
</tr>
</tbody>
</table>
Table D.3: Room temperature combined SXRD and NPD derived atomic parameters for Fe$_3$V$_4$(PO$_4$)$_6$.

<table>
<thead>
<tr>
<th>Ion</th>
<th>Site</th>
<th>x</th>
<th>y</th>
<th>z</th>
<th>occ</th>
<th>$U_{eq}$ (Å$^2$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fe1/V1</td>
<td>1a</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0.94/0.06</td>
<td>0.0033(4)</td>
</tr>
<tr>
<td>Fe2</td>
<td>2i</td>
<td>0.2823(2)</td>
<td>0.8156(2)</td>
<td>0.2917(2)</td>
<td>1</td>
<td>0.0033(4)</td>
</tr>
<tr>
<td>V2/Fe3</td>
<td>2i</td>
<td>0.3875(3)</td>
<td>0.4612(2)</td>
<td>0.1142(2)</td>
<td>0.97/0.03</td>
<td>0.0033(4)</td>
</tr>
<tr>
<td>V3</td>
<td>2i</td>
<td>0.9554(3)</td>
<td>0.2861(2)</td>
<td>0.4751(2)</td>
<td>1</td>
<td>0.0033(4)</td>
</tr>
<tr>
<td>P1</td>
<td>2i</td>
<td>0.6012(5)</td>
<td>0.7542(4)</td>
<td>0.6326(3)</td>
<td>1</td>
<td>0.0044(9)</td>
</tr>
<tr>
<td>P2</td>
<td>2i</td>
<td>0.0950(5)</td>
<td>0.5925(4)</td>
<td>0.8382(3)</td>
<td>1</td>
<td>0.0065(9)</td>
</tr>
<tr>
<td>P3</td>
<td>2i</td>
<td>0.2263(5)</td>
<td>0.1446(4)</td>
<td>0.7642(3)</td>
<td>1</td>
<td>0.0050(9)</td>
</tr>
<tr>
<td>O1</td>
<td>2i</td>
<td>0.3605(9)</td>
<td>0.7539(6)</td>
<td>0.5071(6)</td>
<td>1</td>
<td>0.0079(9)</td>
</tr>
<tr>
<td>O2</td>
<td>2i</td>
<td>0.5526(9)</td>
<td>0.5362(7)</td>
<td>0.7224(6)</td>
<td>1</td>
<td>0.0079(9)</td>
</tr>
<tr>
<td>O3</td>
<td>2i</td>
<td>0.7548(9)</td>
<td>0.7131(7)</td>
<td>0.5401(6)</td>
<td>1</td>
<td>0.0079(9)</td>
</tr>
<tr>
<td>O4</td>
<td>2i</td>
<td>0.7249(8)</td>
<td>0.9633(7)</td>
<td>0.7613(6)</td>
<td>1</td>
<td>0.0079(9)</td>
</tr>
<tr>
<td>O5</td>
<td>2i</td>
<td>0.1238(8)</td>
<td>0.7935(7)</td>
<td>0.9205(6)</td>
<td>1</td>
<td>0.011(1)</td>
</tr>
<tr>
<td>O6</td>
<td>2i</td>
<td>0.8746(9)</td>
<td>0.4669(7)</td>
<td>0.8381(6)</td>
<td>1</td>
<td>0.011(1)</td>
</tr>
<tr>
<td>O7</td>
<td>2i</td>
<td>0.3110(9)</td>
<td>0.5414(7)</td>
<td>0.9192(6)</td>
<td>1</td>
<td>0.011(1)</td>
</tr>
<tr>
<td>O8</td>
<td>2i</td>
<td>0.0626(9)</td>
<td>0.5429(7)</td>
<td>0.6522(6)</td>
<td>1</td>
<td>0.011(1)</td>
</tr>
<tr>
<td>O9</td>
<td>2i</td>
<td>0.2053(8)</td>
<td>0.9443(7)</td>
<td>0.7030(6)</td>
<td>1</td>
<td>0.0045(9)</td>
</tr>
<tr>
<td>O10</td>
<td>2i</td>
<td>0.455(9)</td>
<td>0.2705(7)</td>
<td>0.7703(6)</td>
<td>1</td>
<td>0.0045(9)</td>
</tr>
<tr>
<td>O11</td>
<td>2i</td>
<td>0.2226(8)</td>
<td>0.2054(7)</td>
<td>0.9404(6)</td>
<td>1</td>
<td>0.0045(9)</td>
</tr>
<tr>
<td>O12</td>
<td>2i</td>
<td>0.0155(8)</td>
<td>0.1803(6)</td>
<td>0.6534(6)</td>
<td>1</td>
<td>0.0045(9)</td>
</tr>
</tbody>
</table>
Table D.4: Room temperature combined SXRD and NPD derived atomic parameters for Co$_3$V$_4$(PO$_4$)$_6$.

<table>
<thead>
<tr>
<th>ion</th>
<th>site</th>
<th>x</th>
<th>y</th>
<th>z</th>
<th>occ</th>
<th>$U_{eq}(\text{Å}^2)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Co1/V1</td>
<td>1a</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td></td>
<td>0.00000(4)</td>
</tr>
<tr>
<td>Co2</td>
<td>2i</td>
<td>0.2016(2)</td>
<td>0.3146(2)</td>
<td>0.2923(1)</td>
<td>1</td>
<td>0.0009(4)</td>
</tr>
<tr>
<td>V2/Co3</td>
<td>2i</td>
<td>0.3887(3)</td>
<td>0.4526(2)</td>
<td>0.1149(2)</td>
<td>0.94(0.06)</td>
<td>0.0009(4)</td>
</tr>
<tr>
<td>V3/Co4</td>
<td>2i</td>
<td>0.9544(3)</td>
<td>0.2347(2)</td>
<td>0.4739(2)</td>
<td>0.94(0.06)</td>
<td>0.0009(4)</td>
</tr>
<tr>
<td>P1</td>
<td>2i</td>
<td>0.2203(4)</td>
<td>0.1411(3)</td>
<td>0.7678(3)</td>
<td>1</td>
<td>0.0009(4)</td>
</tr>
<tr>
<td>P2</td>
<td>2i</td>
<td>0.0506(4)</td>
<td>0.3831(3)</td>
<td>0.8319(3)</td>
<td>1</td>
<td>0.0009(4)</td>
</tr>
<tr>
<td>P3</td>
<td>2i</td>
<td>0.6112(4)</td>
<td>0.7595(3)</td>
<td>0.6392(3)</td>
<td>1</td>
<td>0.0009(4)</td>
</tr>
<tr>
<td>O1</td>
<td>2i</td>
<td>0.2274(7)</td>
<td>0.2015(6)</td>
<td>0.9478(5)</td>
<td>1</td>
<td>0.0010(9)</td>
</tr>
<tr>
<td>O2</td>
<td>2i</td>
<td>0.0123(8)</td>
<td>0.1814(6)</td>
<td>0.6582(5)</td>
<td>1</td>
<td>0.0010(9)</td>
</tr>
<tr>
<td>O3</td>
<td>2i</td>
<td>0.4567(8)</td>
<td>0.2858(6)</td>
<td>0.7740(5)</td>
<td>1</td>
<td>0.0010(9)</td>
</tr>
<tr>
<td>O4</td>
<td>2i</td>
<td>0.2121(7)</td>
<td>0.9421(6)</td>
<td>0.7091(5)</td>
<td>1</td>
<td>0.0010(9)</td>
</tr>
<tr>
<td>O5</td>
<td>2i</td>
<td>0.8713(8)</td>
<td>0.4561(6)</td>
<td>0.8348(5)</td>
<td>1</td>
<td>0.0012(8)</td>
</tr>
<tr>
<td>O6</td>
<td>2i</td>
<td>0.0649(7)</td>
<td>0.5436(6)</td>
<td>0.6520(5)</td>
<td>1</td>
<td>0.0012(8)</td>
</tr>
<tr>
<td>O7</td>
<td>2i</td>
<td>0.3141(8)</td>
<td>0.5416(6)</td>
<td>0.9240(5)</td>
<td>1</td>
<td>0.0012(8)</td>
</tr>
<tr>
<td>O8</td>
<td>2i</td>
<td>0.1077(7)</td>
<td>0.7866(6)</td>
<td>0.9196(5)</td>
<td>1</td>
<td>0.0012(8)</td>
</tr>
<tr>
<td>O9</td>
<td>2i</td>
<td>0.5505(7)</td>
<td>0.5299(6)</td>
<td>0.7154(5)</td>
<td>1</td>
<td>0.0006(8)</td>
</tr>
<tr>
<td>O10</td>
<td>2i</td>
<td>0.7343(7)</td>
<td>0.9647(6)</td>
<td>0.7656(5)</td>
<td>1</td>
<td>0.0006(8)</td>
</tr>
<tr>
<td>O11</td>
<td>2i</td>
<td>0.372(8)</td>
<td>0.7078(5)</td>
<td>0.5092(5)</td>
<td>1</td>
<td>0.0006(8)</td>
</tr>
<tr>
<td>O12</td>
<td>2i</td>
<td>0.7562(8)</td>
<td>0.7202(6)</td>
<td>0.5386(5)</td>
<td>1</td>
<td>0.0006(8)</td>
</tr>
<tr>
<td>Ion</td>
<td>Site</td>
<td>x</td>
<td>y</td>
<td>z</td>
<td>occ</td>
<td>$U_{iso}$(Å$^2$)</td>
</tr>
<tr>
<td>---------</td>
<td>------</td>
<td>-------</td>
<td>-------</td>
<td>-------</td>
<td>------</td>
<td>------------------</td>
</tr>
<tr>
<td>Ni1/V1</td>
<td>1a</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0.52/0.48</td>
<td>0.0026(4)</td>
</tr>
<tr>
<td>Ni2</td>
<td>2i</td>
<td>0.2765(2)</td>
<td>0.8100(2)</td>
<td>0.2854(2)</td>
<td>1</td>
<td>0.0026(4)</td>
</tr>
<tr>
<td>V2/Ni3</td>
<td>2i</td>
<td>0.3930(5)</td>
<td>0.4632(4)</td>
<td>0.1183(3)</td>
<td>0.76/0.24</td>
<td>0.0026(4)</td>
</tr>
<tr>
<td>V3</td>
<td>2i</td>
<td>0.9556(3)</td>
<td>0.2331(3)</td>
<td>0.4786(3)</td>
<td>1</td>
<td>0.0026(4)</td>
</tr>
<tr>
<td>P1</td>
<td>2i</td>
<td>0.2265(5)</td>
<td>0.1395(4)</td>
<td>0.7715(4)</td>
<td>1</td>
<td>0.008(1)</td>
</tr>
<tr>
<td>P2</td>
<td>2i</td>
<td>0.0873(6)</td>
<td>0.5913(4)</td>
<td>0.8349(4)</td>
<td>1</td>
<td>0.005(1)</td>
</tr>
<tr>
<td>P3</td>
<td>2i</td>
<td>0.6018(6)</td>
<td>0.7694(4)</td>
<td>0.6322(4)</td>
<td>1</td>
<td>0.010(1)</td>
</tr>
<tr>
<td>O1</td>
<td>2i</td>
<td>0.2265(3)</td>
<td>0.1932(7)</td>
<td>0.9512(7)</td>
<td>1</td>
<td>0.007(1)</td>
</tr>
<tr>
<td>O2</td>
<td>2i</td>
<td>0.012(1)</td>
<td>0.1796(7)</td>
<td>0.6847(7)</td>
<td>1</td>
<td>0.007(1)</td>
</tr>
<tr>
<td>O3</td>
<td>2i</td>
<td>0.454(1)</td>
<td>0.2579(7)</td>
<td>0.7730(7)</td>
<td>1</td>
<td>0.007(1)</td>
</tr>
<tr>
<td>O4</td>
<td>2i</td>
<td>0.2173(9)</td>
<td>0.9393(8)</td>
<td>0.7072(7)</td>
<td>1</td>
<td>0.007(1)</td>
</tr>
<tr>
<td>O5</td>
<td>2i</td>
<td>0.122(1)</td>
<td>0.7806(8)</td>
<td>0.9197(7)</td>
<td>1</td>
<td>0.014(1)</td>
</tr>
<tr>
<td>O6</td>
<td>2i</td>
<td>0.054(1)</td>
<td>0.5447(8)</td>
<td>0.6519(7)</td>
<td>1</td>
<td>0.014(1)</td>
</tr>
<tr>
<td>O7</td>
<td>2i</td>
<td>0.869(1)</td>
<td>0.4558(8)</td>
<td>0.8382(7)</td>
<td>1</td>
<td>0.014(1)</td>
</tr>
<tr>
<td>O8</td>
<td>2i</td>
<td>0.305(1)</td>
<td>0.5362(7)</td>
<td>0.9203(7)</td>
<td>1</td>
<td>0.014(1)</td>
</tr>
<tr>
<td>O9</td>
<td>2i</td>
<td>0.539(1)</td>
<td>0.6278(7)</td>
<td>0.7087(7)</td>
<td>1</td>
<td>0.001(1)</td>
</tr>
<tr>
<td>O10</td>
<td>2i</td>
<td>0.7322(9)</td>
<td>0.9601(7)</td>
<td>0.7696(7)</td>
<td>1</td>
<td>0.001(1)</td>
</tr>
<tr>
<td>O11</td>
<td>2i</td>
<td>0.366(1)</td>
<td>0.7660(7)</td>
<td>0.5008(7)</td>
<td>1</td>
<td>0.001(1)</td>
</tr>
<tr>
<td>O12</td>
<td>2i</td>
<td>0.762(1)</td>
<td>0.7210(7)</td>
<td>0.5341(7)</td>
<td>1</td>
<td>0.001(1)</td>
</tr>
</tbody>
</table>

Table D.5: Room temperature combined SXRD and NPD derived atomic parameters for Ni$_3$V$_4$(PO$_4$)$_6$. 
Figure D.11: $\chi(T)$ (left y-axis) and $\chi^{-1}(T)$ (right y-axis) for Mn$_3$V$_4$(PO$_4$)$_6$. -
Figure D.12: $\chi(T)$ (left y-axis) and $\chi^{-1}(T)$ (right y-axis) for Fe$_3$V$_4$(PO$_4$)$_6$.
Figure D.13: $\chi(T)$ (left y-axis) and $\chi^{-1}(T)$ (right y-axis) for $\text{Ni}_3\text{V}_4(\text{PO}_4)_6$.
Figure D.14: Isothermal magnetization of Mn$_3$V$_4$(PO$_4$)$_6$ -
Figure D.15: Isothermal magnetization of Fe$_3$V$_4$(PO$_4$)$_6$ -
Figure D.16: Isothermal magnetization of Ni₃V₄(PO₄)₆ -
Table D.6: Combined SXRD and NPD derived bond parameters for $A_3V_4(PO_4)_6$ where $A$ is Mg, Mn, Fe, Co, and Ni.

<table>
<thead>
<tr>
<th>Polyhedra</th>
<th>$MgV_4(PO_4)_6$</th>
<th>$Mn_3V_4(PO_4)_6$</th>
<th>$Fe_3V_4(PO_4)_6$</th>
<th>$Co_3V_4(PO_4)_6$</th>
<th>$Ni_3V_4(PO_4)_6$</th>
</tr>
</thead>
<tbody>
<tr>
<td>A1-O</td>
<td>2x 2.182(3)</td>
<td>2x 2.281(3)</td>
<td>2x 2.024(3)</td>
<td>2x 2.189(4)</td>
<td>2x 2.121(5)</td>
</tr>
<tr>
<td></td>
<td>2x 1.977(3)</td>
<td>2x 2.226(3)</td>
<td>2x 2.253(3)</td>
<td>2x 2.197(4)</td>
<td>2x 2.027(5)</td>
</tr>
<tr>
<td></td>
<td>2x 2.165(3)</td>
<td>2x 2.161(3)</td>
<td>2x 2.280(3)</td>
<td>2x 1.966(4)</td>
<td>2x 2.153(5)</td>
</tr>
<tr>
<td>A2-O</td>
<td>2.081(4)</td>
<td>2.145(3)</td>
<td>2.136(5)</td>
<td>2.126(4)</td>
<td>2.027(6)</td>
</tr>
<tr>
<td></td>
<td>1.891(4)</td>
<td>2.034(3)</td>
<td>2.012(5)</td>
<td>2.008(4)</td>
<td>2.014(5)</td>
</tr>
<tr>
<td></td>
<td>2.064(4)</td>
<td>2.052(3)</td>
<td>2.099(5)</td>
<td>1.976(4)</td>
<td>2.033(6)</td>
</tr>
<tr>
<td></td>
<td>2.035(4)</td>
<td>2.161(3)</td>
<td>2.120(5)</td>
<td>2.033(4)</td>
<td>2.063(5)</td>
</tr>
<tr>
<td>V1-O</td>
<td>2.077(3)</td>
<td>2.039(3)</td>
<td>1.869(5)</td>
<td>2.040(4)</td>
<td>2.092(6)</td>
</tr>
<tr>
<td></td>
<td>1.872(3)</td>
<td>1.883(3)</td>
<td>1.981(5)</td>
<td>1.875(4)</td>
<td>1.900(6)</td>
</tr>
<tr>
<td></td>
<td>2.040(3)</td>
<td>2.053(3)</td>
<td>2.034(5)</td>
<td>2.028(4)</td>
<td>2.041(6)</td>
</tr>
<tr>
<td></td>
<td>2.016(3)</td>
<td>1.982(3)</td>
<td>2.007(5)</td>
<td>1.962(4)</td>
<td>2.010(6)</td>
</tr>
<tr>
<td></td>
<td>2.025(3)</td>
<td>2.005(3)</td>
<td>2.045(5)</td>
<td>1.984(4)</td>
<td>2.006(6)</td>
</tr>
<tr>
<td>V2-O</td>
<td>2.052(3)</td>
<td>2.005(3)</td>
<td>2.042(5)</td>
<td>2.009(4)</td>
<td>2.060(6)</td>
</tr>
<tr>
<td></td>
<td>2.070(3)</td>
<td>2.057(3)</td>
<td>1.922(5)</td>
<td>2.079(4)</td>
<td>2.073(5)</td>
</tr>
<tr>
<td></td>
<td>2.055(3)</td>
<td>2.037(3)</td>
<td>1.895(5)</td>
<td>2.057(4)</td>
<td>2.080(6)</td>
</tr>
<tr>
<td></td>
<td>2.025(3)</td>
<td>2.074(3)</td>
<td>2.035(5)</td>
<td>2.045(4)</td>
<td>2.037(6)</td>
</tr>
<tr>
<td></td>
<td>1.878(3)</td>
<td>1.897(3)</td>
<td>2.062(5)</td>
<td>1.896(4)</td>
<td>1.828(6)</td>
</tr>
<tr>
<td></td>
<td>1.926(3)</td>
<td>1.952(3)</td>
<td>2.041(5)</td>
<td>1.948(4)</td>
<td>1.919(6)</td>
</tr>
<tr>
<td>P1-O</td>
<td>1.569(3)</td>
<td>1.580(3)</td>
<td>1.579(5)</td>
<td>1.603(4)</td>
<td>1.605(6)</td>
</tr>
<tr>
<td></td>
<td>1.562(4)</td>
<td>1.563(3)</td>
<td>1.535(5)</td>
<td>1.539(4)</td>
<td>1.544(6)</td>
</tr>
<tr>
<td></td>
<td>1.572(3)</td>
<td>1.589(3)</td>
<td>1.540(5)</td>
<td>1.594(5)</td>
<td>1.547(6)</td>
</tr>
<tr>
<td></td>
<td>1.522(3)</td>
<td>1.524(3)</td>
<td>1.559(5)</td>
<td>1.503(4)</td>
<td>1.515(6)</td>
</tr>
<tr>
<td>P2-O</td>
<td>1.523(3)</td>
<td>1.574(3)</td>
<td>1.521(5)</td>
<td>1.581(5)</td>
<td>1.489(6)</td>
</tr>
<tr>
<td></td>
<td>1.596(3)</td>
<td>1.600(3)</td>
<td>1.561(5)</td>
<td>1.566(4)</td>
<td>1.571(6)</td>
</tr>
<tr>
<td></td>
<td>1.550(3)</td>
<td>1.571(3)</td>
<td>1.545(5)</td>
<td>1.579(5)</td>
<td>1.577(6)</td>
</tr>
<tr>
<td></td>
<td>1.548(3)</td>
<td>1.497(3)</td>
<td>1.590(5)</td>
<td>1.520(4)</td>
<td>1.558(6)</td>
</tr>
<tr>
<td>P3-O</td>
<td>1.549(3)</td>
<td>1.536(3)</td>
<td>1.508(5)</td>
<td>1.540(4)</td>
<td>1.513(6)</td>
</tr>
<tr>
<td></td>
<td>1.560(3)</td>
<td>1.517(3)</td>
<td>1.569(5)</td>
<td>1.544(4)</td>
<td>1.547(6)</td>
</tr>
<tr>
<td></td>
<td>1.576(3)</td>
<td>1.587(3)</td>
<td>1.594(5)</td>
<td>1.583(4)</td>
<td>1.581(6)</td>
</tr>
<tr>
<td></td>
<td>1.536(3)</td>
<td>1.561(3)</td>
<td>1.549(5)</td>
<td>1.520(4)</td>
<td>1.598(5)</td>
</tr>
</tbody>
</table>
Table D.7: Combined SXRD and NPD derived bond angles for $A_3V_4(PO_4)_6$ where $A$ is Mg, Mn, Fe, Co, and Ni.

**Kubelka-Munk UV-visible diffuse reflectance**

To help elucidate the contributions of individual d-d transitions, the Kubelka-Munk UV-visible diffuse reflectance was collected for the starting materials (Figure D17). The charge transfer between the non-bonding 2p oxygen atoms and the phosphorous 3p is the most prominent feature for all compounds at energies greater than 3.7 eV. At lower energies the d-d transitions, if present, are observed and closely resemble the adsorption spectra of the 2+ transition metals in aqueous media (e.g. $V(H_2O)_{6}^{+3}$, $Mn(H_2O)_{6}^{+2}$, $Fe(H_2O)_{6}^{+2}$, etc.). d-d transitions associated with cobalt and nickel make up the two doublets that are observed at 2.25 and 2.6 eV as well as at 2.65 and 2.9 eV, respectively.
Figure D.17: Kubelka-Munk UV-visible diffuse reflectance of VPO$_4$ and $A_3$(PO$_4$)$_2$, where $A$ is Mg, Mn, Fe, Co, and Ni - See chart key for sample identification.
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