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Abstract

Machine learning has been extensively investigated over the last three decades for its capability to learn mapping of functions from patterns. Nowadays, machine learning is routinely used in systems ranging from decision making to pattern recognition. However, with the emergence of ever-growing amount of information, machine learning techniques, such as neural networks and support vector machines, become unpractical or inefficient to solve large-scale problems. The main research of this thesis therefore focuses on analyzing the sparse signal representation algorithms and their application to machine learning.

Three major problems of machine learning are addressed in this thesis: structural (model) optimization, supervised training and feature selection. A variety of sparsity-based algorithms are proposed to tackle these problems. The proposed algorithms are capable of representing salient information using few elements, thereby saving memory storage and enhancing the generalization ability of the machine learning algorithms.

The first contribution is to optimize the structure of neural networks by finding a sparse representation for the network architecture. The proposed method starts with a very large network, and then a forward selection criterion is derived to identify important network parameters that minimize the residual output error. One advantage is that the algorithm makes no use of the problem-dependent
parameters, nor does it impose constraints on the network type.

The second contribution is the sparsity-based network training algorithm that extends the structural optimization method. The proposed training algorithm consists of two sub procedures: architecture optimization using sparse representation and weight update using dictionary learning. As a result, the algorithm is capable of training the network and optimizing the architecture simultaneously.

The sparsity-based training strategy is then applied to least squares support vector machine (LS-SVM). The model of LS-SVM is first reformulated as a sparse structure, and then the sparse representation is employed to reconstruct the learning model. The main advantage is that the proposed algorithm iteratively builds up the compact topology, while maintaining the training accuracy from the original large architecture.

The last contribution is to address the problem of dimensionality reduction via sparse signal representation. The presented algorithm regards the original feature set as the basis function, and selects discriminative features that minimize the residual error. The selected features have a direct correspondence to the performance requirement of the given problem. Experimentally, the proposed algorithm is tested with several benchmark classification tasks and a pedestrian detection problem. The results show that the sparsity-based algorithm achieves good classification accuracy and is also robust against variations in the number of training patterns.
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Over the past few decades, research on machine learning has received much attention from the signal processing and computer science communities. Although there have been some fundamental and groundbreaking advances in this field, many problems remain unsolved to date, such as processing the high-dimensional data. The thesis presented here proposes an investigation into the machine learning field which exploits the new paradigm of sparse representation to improve the generalization ability of machine learning algorithms. This chapter first introduces the background of machine learning and sparse representation. Second, the motivation for this research in machine learning is presented. Then the novel contributions of the thesis are summarized, followed by the thesis organization.
1.1 Machine learning

Machine learning has become very popular in recent years. Given training data samples, the machine learning algorithm is used to establish the potential model between the observed input and output samples. With these training samples, a machine learning algorithm will adjust its internal parameters to produce a function that approximates the implicit relationship between the input and output data.

There are various kinds of machine learning techniques, such as neural networks [1–4], support vector machines [5], [6], least squares support vector machines [7–9], decision tree [10–13], etc. Typically, the design of machine learning algorithms comprises two major phases: training phase and test phase. During training, a mapping model is induced based on the training patterns. The test phase is used for evaluation of the generalization ability of the machine learning algorithm.

Due to their learning capability from data, machine learning algorithms have been applied for problem-solving and decision-making in many areas. They can be employed either in data mining programs to detect network intrusion or fraudulent credit card transactions [14], [15], or in speech recognition systems to recognize spoken keywords [16], [17], or in computer version applications to track a moving object [18], [19], etc. In this thesis, we employ the new paradigm of sparse signal representation to the design of robust machine learning algorithms.

1.2 Sparse signal representation

Recently, a significant research effort has been devoted to finding the compact or sparse representation for target signals, and to enhancing the processing ability for large-scale data. Sparse representation indicates that a signal can be decomposed into a linear combination of a few elementary signals. The resulting sparse
solution only consists of few nonzero elements that are capable of representing
the majority information conveyed by the target signal.

Sparse representation has several advantages, including the fact that it en-
courages an efficient model providing a simple interpretation for the target data. The inferred sparse coefficients also often have biological/physical meaning, re-
vealing the hidden structure from the data. Sparse representation has therefore
become a very important tool for many applications, such as signal reconstruction [20], [21], analog-to-information conversion [22], [23], radar imaging [24–27], and
audio processing [28], [29].

There are mainly three sparse models employed in various applications. The
single measurement vector (SMV) model is used to represent one-dimensional
signals. For more complex applications that require multiple measurements,
the multiple measurement vector (MMV) model is applied to enforce the same
sparsity profile across several channels. The third sparse model is the infinite
measurement vector (IMV) model, in which an infinite set of jointly sparse vectors
(with nonzero elements occurring in the same location set) is considered.

So far the sparse representation is widely applied to the topic of signal re-
construction. Its main objective is to find the compact or sparse representation
for target signal. The thesis presented here offers an alternative for developing
novel algorithms using the sparse representation to solve complex and high-
dimensional machine learning problems.

1.3 Motivations of the research

Research in developing novel machine learning algorithms is motivated by two
major pitfalls: solving high-dimensional problems and addressing the structural
optimization.

The amount of information generated by acquisition devices is always huge
and ever-growing. For instance, thousands of images and transaction sale records
are generated every single second. This typically leads to gigabytes of data that
exceeds the processing capacity of the most sophisticated machine learning al-
gorithms. When solving large-scale or high-dimensional problems, the learning
techniques such as neural networks or support vector machines become ineffi-
cient due to the computational complexity and memory storage requirements.
Meanwhile, before applying any specific machine learning algorithm, one is faced
with the question of determining the most suitable model, which is also known
as model selection. For instance, in neural network, the network topology must
be built ahead by fixing the number of hidden neurons and layers. Given the
same problem, the performance obtained using different network structures may
greatly differ from each other. However, there is not a theoretical formula giving
clear insight for how to choose the optimal model. The model selection is typ-
ically solved by trial-and-error experiments or cross validation, but this process
is computationally demanding. Hence, designing advanced machine learning
algorithms that address the aforementioned problems is the primary motivation
of this thesis. In general, the following problems need addressing:

1. What is the best criterion to describe the saliency or significance of the
   information?

2. How to eliminate unimportant elements from the learning model with min-
   imal influence on the algorithm performance?

3. How to accelerate the algorithm convergence?

1.4 Novel research contributions

This thesis aims to address the machine learning problems using sparse represen-
tation. The key contributions are summarized as follows:

- Neural network pruning using sparse representation. A new technique for op-
timizing the structure of feed-forward neural networks is presented. The
important network parameters are selected by finding the sparse representation for the network structure.

• *Neural network training using sparse representation.* Develop a sparse-based supervised learning algorithm that combines sparse representation and network training. The advantage is that the proposed method generates a sparse network architecture and minimizes the training error simultaneously.

• *A sparse training algorithm for least squares support machine machines (LS-SVM).* To improve the solution sparsity of the LS-SVM model, a sparse training algorithm is proposed by minimizing the output error and the model structure simultaneously.

• *Feature selection using sparse representation.* A sparse-based feature selection algorithm is proposed which aims to find fewer but more discriminative features.

### 1.5 Thesis organization

This thesis consists of seven chapters, with the current chapter presenting the introduction. Below is the general outline and structure of the remainder of the thesis.

• *Chapter 2* gives a comprehensive literature review of sparse representation and its extension compressed sensing. Three sparse models are presented, namely SMV, MMV and IMV. Accordingly, a review of sparsity measures and numerical algorithms for solving the sparse representation problem is given. Dictionary learning methods used in the sparse representation and compressed sensing are also presented.
• **Chapter 3** presents the application of the sparse representation to optimize the structure of neural networks. A brief review about feed-forward neural network and conventional pruning algorithms is given. Then the sparse-based pruning algorithm is proposed by establishing the link between the structural optimization and the sparse representation.

• **Chapter 4** proposes a novel supervised learning model to train the neural network and generate a sparse architecture simultaneously. The dictionary learning strategy is also employed to achieve the optimal trade-off between the model performance and architecture complexity.

• **Chapter 5** addresses the problem of training least squares support vector machines. Important support vectors are selected iteratively based on the similarity between support vectors and the residual error. The results show that the proposed method achieves comparable performance with typically a much sparser model.

• **Chapter 6** presents a novel algorithm for feature selection. This chapter first presents a brief review of existing feature reduction algorithms. Then the feature selection is reformulated as the sparse representation model for original features. The proposed algorithm is tested on benchmark classification tasks and a pedestrian detection problem.

• **Chapter 7** summarizes the research activities. This chapter also provides the concluding remarks and suggestions for future research directions.

### 1.6 Publications

The research undertaken in this thesis and during my PhD studies has resulted in the following publications:

1. J. Yang, A. Bouzerdoum, F. H. C. Tivive, M. G. Amin, “Multiple measurement
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2.1 Introduction

Over the past decade, sparse (signal) representation has drawn increasing attention in the signal processing community [30–38]. The reason is that many natural signals have a sparse or compressible representation in a special domain, such as Fourier, discrete cosine transform (DCT) or wavelet domain. A signal is called sparse if it admits a transform domain representation in which most coefficients are zero. Similarly, a signal is said to be compressible if it can be closely approximated by a sparse signal. Finding the sparse signal representation allows the design of high performance algorithms for source separation [33], data compression [39], and data fusion [40].

Compressed sensing (CS), a special case of sparse signal representation, is proposed to reconstruct signals when fewer measurements are available than the dimension of the signal [41–46]. Traditionally, a signal is reconstructed using Shannon-Nyquist sampling theorem. That is, an analogue signal can be reconstructed perfectly if it is sampled at a rate at least twice the highest frequency present in the signal [47, 48]. However, for some signals, such as audio signals or images, the sampling rate can be very high, which may result in a very large number of samples. To address this problem, compressed sensing is applied to reconstruct a signal using far fewer measurements than required by the Shannon-Nyquist sampling theorem.

In this chapter, we review the key theories and algorithms that form the basis of sparse representation and compressed sensing. The chapter is organized as follows. Section 2.2 focuses on the concept of sparse signal representation. Section 2.3 gives an overview of compressed sensing and introduces three main sparse models, namely single measurement vector (SMV), multiple measurement vector (MMV) and infinite measurement vector (IMV). A review of existing sparsity measures and numerical algorithms for solving the sparse representation is also presented. Section 2.4 presents several dictionary learning methods used in the
sparse representation and compressed sensing. Finally, Section 2.5 presents a summary of the chapter.

2.2 Sparse representation

Sparse representation aims to decompose a signal using a linear combination of relatively few basis elements. It offers a rigorous mathematical framework to analyze high-dimensional data: few coefficients are capable of representing the majority information from the target signals. The next example illustrates the power of sparse signal representation.

Example 1 Consider the “Lena” image of size 256 × 256 pixels and its discrete wavelet transform (DWT). The DWT analyzes the image at different frequency bands with different resolutions, and decomposes it into a coarse approximation and detail information. Without loss of generality, we apply the Haar wavelet to perform the wavelet transform.

Figure 2.1: Sparse representation for a signal: (a) original “Lena” image; (b) reconstructed image using 30% wavelet coefficients with large magnitudes; (c)DWT coefficients of the original image; (d) reduced DWT Coefficients.
2.3 Compressed sensing

The original “Lena” image is presented in Fig. 2.1 (a), and its corresponding wavelet transform coefficients are given in Fig. 2.1 (c). Although the total number of the wavelet transform coefficients is over 68,644, the majority have relatively small magnitudes. Insignificant coefficients can be removed without degrading the image quality. For instance, Fig. 2.1 (b) shows the reconstructed image using only 30% of the wavelet coefficients. Accordingly, the reduced coefficients after removing 70% of the coefficients with small magnitudes are shown in Fig. 2.1 (d); clearly the reconstructed image is visually close to the original image. This example shows that when a natural signal is highly compressible, it can be compressed efficiently while maintaining the salient information.

Consider a signal $s \in \mathbb{R}^N$ and an orthonormal basis $\Psi = [\psi_1, \cdots, \psi_N]$, where $\psi_n \in \mathbb{R}^N$, for $n = 1, 2, \cdots, N$. Then the signal $s$ can be expressed as follows:

$$s = \sum_{n=1}^{N} x_n \psi_n \quad \text{or} \quad s = \Psi x, \quad (2.1)$$

where $x \in \mathbb{R}^N$ is the weight vector. The element $x_n$ can be obtained from the inner product between $s$ and $\psi_n$: $x_n = \langle s, \psi_n \rangle$. Furthermore, we assume that the underlying solution $x$ has a compact or sparse structure. When only $K$ coefficients from $x$ are nonzero, the vector $x$ is referred to as $K$-sparse. In this case, the $N$-dimensional signal $s$ can be perfectly represented using only $K$ coefficients. That is, only a small subset of the coefficients is sufficient to capture the signal information. As a result, the sparse structure results in efficient data compression, fast transmission, and accurate statistical analysis [32–37, 49].

2.3 Compressed sensing

A novel sensing (sampling) paradigm, known as compressive sampling or compressed sensing (CS), has been developed as an extension of the sparse representation [42, 50–56]. The CS model allows a target signal to be recovered from fewer
measurements than required by the Shannon-Nyquist theorem. Note that CS can be regarded as a special case of sparse representation when fewer measurements are available than the number of signal samples to be recovered. According to the number of measurement vectors or channels, the sparse representation framework is categorized into three models.

1. **Single measurement vector** (SMV) model is applied when only one measurement vector is available [50, 57];

2. **Multiple measurement vector** (MMV) model considers more than one measurement vector simultaneously, where the solution is a two-dimensional array [58–60];

3. **Infinite measurement vector** (IMV) model consists of an infinite set of jointly sparse vectors that share the indices of nonzero elements [61].

In the past decade, these models have attracted a great amount of research effort, resulting in many exciting new applications. We refer the readers to [43, 51, 61–63] for a more detailed discussion on CS and its wide applications.

### 2.3.1 Single measurement vector model

In SMV model, the aim is to recover a sparse signal $x \in \mathbb{R}^N$ from few linear measurements $y \in \mathbb{R}^M$, where $M \ll N$. If a signal $s$ is not sparse, it can usually be represented by a sparse vector $x$ using a transformation $\Psi \in \mathbb{R}^{N \times N}$:

$$s = \Psi x.$$  \hspace{1cm} (2.2)

Given a linear measurement matrix $\Phi \in \mathbb{R}^{M \times N}$, the measurement vector is given by

$$y = \mathcal{D}x,$$  \hspace{1cm} (2.3)
where $\mathcal{D} = \Phi \Psi$ is known as the dictionary. The SMV model can then be expressed as

$$ P : \min S(x) \text{ subject to } y = \mathcal{D}x, $$

(2.4)

where $S(x)$ denotes a sparsity measure. The SMV model is also illustrated in Fig. 2.2.

Figure 2.2: The SMV model aims to minimize a vector sparsity. In the sparse signal $x \in \mathbb{R}^N$, only $K$ entries are nonzero. Thus, the signal is $K$-sparse. The rectangular areas from the dictionary $\mathcal{D}$ are associated with nonzero coefficients from $x$.

One simple strategy for solving Eq. (2.4) is to minimize the $l_0$-norm of $x$, i.e., $S(x) = \|x\|_0$. The $l_0$ pseudo-norm is the cardinality or number of nonzero elements in $x$. Thus Eq. (2.4) is rewritten as

$$ P_0 : \min \|x\|_0 \text{ subject to } y = \mathcal{D}x. $$

(2.5)

Next we discuss the situation when a unique solution to Eq. (2.5) exists. First, the notion of a matrix spark is introduced [64].

**Definition 1** Given an arbitrary matrix $A$, its matrix spark $\sigma(A)$ is defined as the smallest integer such that there exist $\sigma$ columns of matrix $A$ that are linearly dependent.

Based on the matrix spark, Donoho et al. proved the following theorem that guarantees the existence of a unique solution of Problem $P_0$ [65].

**Theorem 1** Problem $P_0$ given in Eq. (2.5) admits a unique solution if there exists a sparse vector $x^*$ satisfying the following conditions: $y = \mathcal{D}x^*$ and $\|x^*\|_0 < \sigma(\mathcal{D})/2$, where $\sigma(\mathcal{D})$ is the spark of $\mathcal{D}$. 
The solution uniqueness depends on the dictionary $\mathcal{D}$ and the solution sparsity, rather than the measurement vector $y$. However, the calculation of $K$ sparse coefficients is NP-hard because the solution requires an exhaustive enumeration of all $\binom{K}{N}$ possible locations for nonzero elements in $x$. More importantly, the computational complexity of Problem $P_0$ grows exponentially with $N$, the dimension of $x$.

To address the computational issue, the $l_1$-based optimization is introduced. Problem $P_0$ in (2.5) is reformulated as

$$P_1 : \min ||x||_1 \text{ subject to } y = \mathcal{D}x,$$

(2.6)

where $||x||_1$ denotes the $l_1$-norm of $x$. Since the optimization of (2.6) is no longer an NP-hard problem, the calculation can be found in linear time. Furthermore, if the solution of Problem $P_0$ is sufficiently sparse, it is identical with the solution of Problem $P_1$. Before describing a theorem about the equivalence of the two solutions, the definition of mutual coherence is first presented [43].

**Definition 2** The mutual coherence $\mu(\mathcal{D})$ of a dictionary $\mathcal{D}$ with $N$ columns (atoms) is defined as the maximum normalized cross-correlation between the atoms of $\mathcal{D}$:

$$\mu(\mathcal{D}) = \max_{1 \leq i,j \leq N, i \neq j} \frac{|d_i^T d_j|}{||d_i|| ||d_j||},$$

(2.7)

where $d_i$ is the $i$-th column vector of $\mathcal{D}$.

The equivalence of solutions between problems of (2.5) and (2.6) is established by the following theorem [52].

**Theorem 2** Given a dictionary $\mathcal{D}$ and the measurement vector $y$, Problems $P_0$ and $P_1$ have exactly the same solution $x^\star$, if

$$y = \mathcal{D}x^\star \text{ and } ||x^\star||_0 < \frac{1 + \mu(\mathcal{D})^{-1}}{2},$$
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where \( \mu(D) \) is the mutual coherence of the dictionary \( D \).

Furthermore, to better analyze the solution from Eq. (2.6), the restricted isometry property (RIP) constraint is introduced [66].

**Definition 3** Given \( 0 < \epsilon < 1 \), the dictionary \( D \) obeys the RIP constraint given any \( K \)-sparse vector \( x \) if

\[
(1 - \epsilon) \|x\|_2^2 \leq \|Dx\|_2^2 \leq (1 + \epsilon) \|x\|_2^2.
\]

An alternative explanation of the RIP constraint is that any combination of column vectors from \( D \) is nearly orthogonal. Note that \( D \) can not be orthogonal since it has more columns than rows. Furthermore, the results from [41, 66, 67] show that a dictionary \( D \in \mathbb{R}^{M \times N} \) obeys the RIP constraint with high probability if \( M \geq O(K \log (N/K)) \), where \( K \) is the number of nonzero elements. Candes et al. proved the following theorem [67].

**Theorem 3** Suppose that \( D \) from (2.6) obeys the RIP constraint, and \( x_K \) is the best \( K \)-sparse approximation of the underlying solution \( x^0 \). There exists some constant \( c_0 \) such that the solution \( x^* \) of (2.6) obeys

\[
\|x^* - x^0\|_2 \leq c_0 \frac{\|x^0 - x_K\|_1}{\sqrt{K}},
\]

and

\[
\|x^* - x^0\|_1 \leq c_0 \|x^0 - x_K\|_1.
\]

According to Theorem 3, if a dictionary obeys the RIP constraint and the underlying solution \( x^0 \) is exactly \( K \)-sparse (i.e., \( x^0 = x_K \)), then the \( l_1 \)-based model generates the accurate sparse solution: \( x^* = x^0 \). On the other hand, even if \( x^0 \) is not exactly \( K \)-sparse, the reconstruction error is constrained by \( x^0 \) and its best \( K \)-sparse approximation \( x_K \). Furthermore, the calculation of \( x^* \) is based on solving a convex problem, which requires no prior information about the underlying solution. If the additive measurement noise is taken into account, Eq. (2.6) is rewritten as
follows:

\[
P_{1,\eta} : \min \|x\|_1 \quad \text{subject to} \quad \|y - Dx\|_2 < \eta,
\]

where \(\eta\) bounds the amount of additional noise. Candes et al. further proved the following theorem given the additive noise \(\eta\) [67].

**Theorem 4** When \(D\) satisfies the RIP constraint, there exist some positive constants \(c_1\) and \(c_2\) such that the solution \(x^*\) to Problem \(P_{1,\eta}\) obeys:

\[
\|x^* - x^0\|_2 \leq c_1 \frac{\|x^0 - x_K\|_1}{\sqrt{K}} + c_2 \eta,
\]

where \(x_K\) is the best \(K\)-sparse approximation of the underlying solution \(x^0\).

More discussion can be found in [41, 66, 67].

### 2.3.1.1 Geometric interpretation

We now explain the reason that the \(l_1\)-based minimization is an effective way for solving the problem of sparse representation, rather than the \(l_2\)-based reconstruction. The conventional \(l_2\)-norm method takes the energy minimization into account, in which the least squares method is applied to generate the solution:

\[
P_2 : \min \|x\|_2 \quad \text{subject to} \quad y = Dx.
\]

The \(l_2\)-based solution is usually given by: \(\hat{x} = D^T (DD^T)^{-1} y\).

Figure 2.3 presents geometric illustrations of the \(l_1\) and \(l_2\)-based minimization. The straight line \(\mathcal{H}\) expresses the linear constraint \(y = Dx\). The \(l_1\) ball in the \(\mathbb{R}^2\) space is a hyperplane that is “pointy along the axes” with a certain radius [68] (see Fig. 2.3 (a)). When the \(l_1\)-based optimization is considered, the problem becomes that of determining the positions of points from the \(l_1\) ball reaching the line \(\mathcal{H}\). For the \(l_1\) ball, the intersection occurs at the point near the coordinate axes, as shown in Fig. 2.3 (a). The intersection point denotes the \(K\)-sparse solution vector.
On the other hand, the $l_2$ ball (see Fig. 2.3(b)), considering the standard Euclidean distance, is spherical and isotropic. Thus the $l_2$-norm minimization aims to find the closest points from the $\mathcal{H}$ line to the origin. As a result, the generated solution is not sparse; it has two non-zero components in Fig. 2.3(b).

![Fig. 2.3: Geometry illustration for the $l_1$ and $l_2$-based minimization. (a) Visualization of the $l_1$ minimization. (b) Visualization of the $l_2$ minimization with the hypersphere $l_2$ ball.](image)

**Example 2** To better compare the performance between the $l_1$- and $l_2$-based solutions, a sparse signal $x$ was generated with length equal to 2048. Thirty spikes with the value 1 were initialized at random indices, while the remaining elements were set to zero. Furthermore, a random dictionary was generated and the number for sampling measurements was set to 300. Both $l_1$ and $l_2$-based models were employed and the results are shown in Fig. 2.4. As observed from Fig. 2.4 (c), the $l_2$-based method fails to obtain the sparse solution, whereas the $l_1$-based method succeeds in recovering the sparse solution (Fig. 2.4 (b)).

### 2.3.1.2 Numerical algorithms for SMV

In this section, we discuss practical algorithms for finding the sparse solution of Problems $P_0$ and $P_1$. Various pursuit algorithms have been developed which are divided into two main groups: greedy algorithms and non-convex local optimization approaches. Greedy methods include *orthogonal matching pursuit* (OMP) [50], *matching pursuit* (MP) [57], and *stage-wise weak gradient pursuits* (SWGP) [69]. They first measure the similarity between the residual error and the dictionary atoms, and then select the atom that minimizes the residual error at each iteration.
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Figure 2.4: Reconstructed signals using the $l_1$ and $l_2$-based minimization. A dictionary was randomly initialized with 2048 atoms.
Among greedy methods, the OMP algorithm is the most commonly used algorithm. It starts from an empty set and adds a new atom iteratively for the sparse representation. Then, the sparse solution is calculated using the least squares method or orthogonal projections. More details about the OMP algorithm can be found in [50, 62]. In particular, Tropp et al. proved the convergence property of the OMP algorithm [50].

**Theorem 5** Assume that an arbitrary K-sparse signal \( x \in \mathbb{R}^N \) \((N \geq K)\) and a random \( M \times N \) linearly independent matrix \( D \). If \( M \geq cK \log (N/\delta) \), then OMP recovers \( x \) with the probability exceeding \( 1 - \delta \), where \( \delta \in (0, 0.36) \) and \( c \) is a positive constant.

Non-convex local methods, on the other hand, offer an alternative for solving the SMV model using re-weighted minimum norm. One of the most popular convex relaxation-based techniques is the FOCUSS algorithm. It employs Lagrange multiplier method for solving an \( l_p \)-norm \((p \leq 1)\) minimization problem. The problem is reformulated as minimizing the Lagrangian function \( \mathcal{L}(x, \lambda) \) given by

\[
\mathcal{L}(x, \lambda) = \|x\|_p^p + \lambda^T (y - Dx),
\]

where \( \lambda \) is the Lagrange multiplier vector. The solution that minimizes \( \mathcal{L}(x, \lambda) \) satisfies the following conditions:

\[
\nabla_\lambda \mathcal{L} (x, \lambda) = p \prod x^T x - D^T \lambda = 0 \quad \text{and} \quad \nabla_x \mathcal{L} (x, \lambda) = y - Dx = 0.
\]

Apart from numerical algorithms for solving the sparse representation, the SMV model has been extensively used for various applications, such as analog-to-information conversion [22, 23], radar imaging [24–27], and audio processing [28, 29]. Although the SMV model achieves quantitatively favorable performance, further research requires the extension by considering multiple measurements. One reason is that the solution sparsity can be better reinforced when multiple...
measurements are available with the same set of constraints. In the next subsection, we will introduce the multiple measurement vector model.

2.3.2 Multiple measurement vector model

The SMV model discussed in Section 2.3.1 aims to solve the sparse representation for a vector, whereas the multiple measurement vector (MMV) model is to find a joint-sparse representation for several signals, or a sparse matrix representation [59, 60]. Originally, the MMV model was motivated by a neuromagnetic inverse problem that arises in magnetoencephalography (MEG) [70].

Given the measurement matrix $Y \in \mathbb{R}^{M \times L}$ and the dictionary $D \in \mathbb{R}^{M \times N}$ ($M \ll N$), the MMV model seeks to find a sparse matrix $X \in \mathbb{R}^{N \times L}$ by solving the following problem:

$$ Q : \min S(X) \quad \text{subject to} \quad Y = DX, \quad (2.15) $$

where $S(X)$ is the matrix sparsity. Different choices for $S(X)$ are provided later. Obviously, when $L = 1$, Eq. (2.15) becomes the SMV model given in (2.4). Thus, the MMV model is considered as an extension of the SMV model by addressing the sparse representation for multiple SMV problems simultaneously. The MMV model is also described graphically in Fig. 2.5.

![Figure 2.5: The MMV model aims to minimize a matrix sparsity. Multiple measurements are available which share the same set of constraints. The rectangular areas from the dictionary $D$ are associated with nonzero rows from the sparse matrix $X$.](image-url)
In the following, we discuss the MMV model with different sparsity measures. Then numerical algorithms are discussed, followed by a comparison between the SMV and MMV model.

The matrix sparsity is measured in terms of the number of nonzero rows. A non-zero row must have at least one non-zero entry. Let \( r_i \) be the \( i \)-th row of the matrix \( X \), i.e., \( X = [r_1, r_2, \ldots, r_N] \). Let \( v \) be a column vector whose \( i \)-th element \((i = 1, 2, \ldots, N)\) is given by:

\[
v_i = \|r_i\|_p,
\]

where \( \|\cdot\|_p \) denotes the vector \( p \)-norm \((0 \leq p \leq 1)\). The sparsity of the matrix \( X \) can be expressed in terms of the sparsity of the vector \( v \),

\[
S(X) = \|v\|_0.
\]

The MMV model is then to find a sparse \( N \times L \) matrix \( X \) by solving the following problem [59]:

\[
Q_0 : \min \|v\|_0 \quad \text{subject to} \quad Y = DX.
\]

The principle of the MMV problem is that columns from the solution matrix \( X \) possess the same sparsity profile. That is, the columns of \( X \) share the indices of nonzero elements. The solution to Problem \( P_0 \) in Eq. (2.5) is a special case of (2.18) if only one measurement vector is available \((L = 1)\). Again, solving (2.18) requires enumerating any possible subsets from all \( N \) rows, which is an NP-hard problem.

Note that in the SMV model, the solution equivalence between \( l_0 \) and \( l_1 \) minimization was established, which shows an efficient replacement for the \( l_0 \)-based minimization. If the solution vector is sufficiently sparse, the result obtained from the \( l_1 \)-norm minimization is identical with the solution from the \( l_0 \)-norm minimization. Jie et al. extended the solution equivalence from SMV to MMV model [59]. Given an arbitrary matrix, the \( l_1 \)-based sparsity measure for a matrix ...
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is defined by

\[
\text{Relax}(X) = \|v\|_1.
\] (2.19)

Note that the major difference between \(S(X)\) and \(\text{Relax}(X)\) is that we consider \(l_1\)-norm for each row \(r_i\) rather than \(l_0\)-norm. Therefore, Problem \(Q_0\) is rewritten as follows:

\[
Q_1 : \min \text{Relax}(X) \quad \text{subject to} \quad Y = DX.
\] (2.20)

The following theorem establishes the solution equivalence between the models (2.18) and (2.20) [59].

**Theorem 6** Given a dictionary \(D\), Problems \(Q_0\) and \(Q_1\), given in (2.18) and (2.20), have exactly the same sparse solution \(X\) if

\[
S(X) < \frac{1 + \mu(D)^{-1}}{2},
\]

where \(\mu(D)\) is the mutual coherence of dictionary \(D\).

The above theorem indicates that the solution equivalence depends on the dictionary and the matrix sparsity, rather than the measurement matrix \(Y\).

2.3.2.1 Numerical algorithms for MMV

The recovery algorithms for the SMV model, such as the OMP and FOCUSS, are extended to the MMV model by making various implementations. In this section, we briefly discuss two main groups of algorithms developed for MMV: forward selection algorithms and regularization methods.

The forward selection algorithms make use of a small subset of atoms (columns from the dictionary) to represent the measurement matrix. Examples of forward selection algorithms are M-BMP and M-OMP [60] (also known as OMP-MMV [59]). At each iteration, only one atom is selected according to the similarity between the atom and the residual signal. Each selected atom corresponds to a nonzero row from the solution matrix \(X\). The algorithms then employ different
projection or optimization methods to calculate the sparse solution. The forward selection iteration continues until a predefined criterion is satisfied.

Let $E_t$ denote the residual signal or reconstruction error at the $t$-th iteration ($E_0 = Y$) and $S_t$ be the set of selected atoms from $D$ ($S_0 = \emptyset$, i.e., the empty set). The basic procedures for M-BMP and M-OMP algorithms are summarized in Algorithms 1 and 2, respectively.

**Algorithm 1: M-BMP Algorithm to solve the MMV model.**

- **input**: A dictionary $D$, the residual error $E_{t-1}$ and maximal iteration $T$;
- **output**: Selected atoms $S_T$ and the residual error $E_T$;

for $t = 1$ to $T$ do
  
  Compute $A_{t-1} = D^T E_{t-1}$;
  
  Select from $D$ the column (or atom) $d_t^i$, which corresponds to the row with the largest magnitude in $A_{t-1}$;
  
  Set $S_t = d_t^i$;
  
  Update $E_t = E_{t-1} - S_t (S_t)'^T E_{t-1}$;

end

**Algorithm 2: M-OMP Algorithm to solve the MMV model.**

- **input**: A dictionary $D$, the residual error $E_{t-1}$ and maximal iteration $T$;
- **output**: Sparse solution $X_T$ and the residual error $E_T$;

for $t = 1$ to $T$ do
  
  Compute $A_{t-1} = D^T E_{t-1}$;
  
  Select from $D$ the column (or atom) $d_t^i$, which corresponds to the row with the largest magnitude in $A_{t-1}$;
  
  $S_t = S_{t-1} \cup d_t^i$;
  
  $E_t = Y - S_t X_t$, where $X_t = [S_t^T S_t]^{-1} S_t^T Y$;

end

Another class of numerical algorithms is proposed in which the $l_p$-norm
(0 < p ≤ 1) is considered; When \( p = 0 \), Eq. (2.16) becomes a direct measure of the matrix sparsity (number of nonzero rows). The M-FOCUSS algorithm is proposed to minimize the following sparsity measure [60]:

\[
J^{(p,q)}(X) = \sum_{i=1}^{N} (||r_i||_p)^q, \quad 0 < p \leq 1, q \geq 1,
\]

where \( r_i \) denotes the \( i \)-th row of the solution matrix \( X \). The procedure of M-FOCUSS is given in Algorithm 3.

**Algorithm 3: M-FOCUSS Algorithm to solve the MMV model.**

**input:** A dictionary \( D \), the residual error \( E_{t-1} \), and maximal iteration \( T \);  
**output:** Sparse solution \( X_T \) and the residual error \( E_T \);

**for** \( t = 1 \) **to** \( T \) **do**

- Compute \( X_{t-1} = D^T E_{t-1} \);
- \( W_t = \text{diag} \left( \left( \sum_{j=1}^{L} (x_{ij}^{t-1})^2 \right)^{1-p/2} \right) \), where \( x_{ij}^{t-1} \) denotes the element in the \( i \)-th row and the \( j \)-th column from \( (X_{t-1})^T \), and \( \text{diag} \) represents a diagonal matrix;
- \( Q_t = (Z_t)^T (Z_t (Z_t)^T + \lambda I)^{-1} Y \), where \( Z_t = DW_t, \lambda > 0 \), and \( I \) is the identity matrix;
- \( E_t = Y - DX_t \) and \( X_t = W_t Q_t \);

**end**

Cotter et al. have evaluated the performance of the M-BMP, M-OMP, and M-FOCUSS algorithms using a series of simulations [60]. Their experimental results indicate that M-FOCUSS performs better than the forward selection methods in terms of signal reconstruction. As for the computational complexity, the forward selection methods are more affordable than the regularization-based methods that are required to optimize all elements in the matrix solution at each iteration.
2.3.2.2 Comparison with SMV

Although the only difference between the SMV and MMV model is the number of measurements, there is no evidence that the solution for the MMV model can be obtained by solving the SMV model column-by-column. If the recovery algorithm from the SMV model is applied to solve the MMV model, the location for nonzero elements may be different in each solution vector. By contrast, the MMV approach considers all the measurement vectors simultaneously. Therefore, the solution vectors from the MMV model share the same sparsity profile: columns from the solution matrix share the indices of nonzero elements.

Eldar et al. proposed a measurement constraint, called the block Restricted Isometry Property (or block-RIP), to analyze the performance of the MMV model [71]. When the dictionary $\mathcal{D} \in \mathbb{R}^{M \times N}$ satisfies the block-RIP constraint, the sparse matrix $X$ can be recovered using approximately $O\left(-K \log \left(\frac{K}{N}\right)\right)$ measurements, where $S(X) \leq K$. For the SMV model, if all $L$ solution vectors are arranged as a composite column vector, then this $K \times L$-sparse vector requires $O\left(-KL \log \left(\frac{K}{N}\right)\right)$ measurements. Compared to the SMV model, the MMV model requires $L$ times fewer measurements to compute the sparse solution. In other words, given the same amount of measurements, the MMV-based algorithm has a higher probability to achieve the better solution than the SMV model.

2.3.3 Infinite measurement vector model

Recently, the MMV model has been extended to an infinite set of jointly sparse vectors with nonzero elements occurring in a common location set. The resulting model, termed infinite measurement vector (IMV) model, consists of countable (single or multiple elements) or uncountable measurements (such as a continuous interval) [61]. Obviously, the MMV model is a special case of the IMV model. Given a dictionary $\mathcal{D} \in \mathbb{R}^{M \times N}$ with $M \ll N$, the IMV model is formulated as
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follows:

$$y(\lambda) = Dx(\lambda), \quad \lambda \in \Lambda,$$

(2.21)

where $\Lambda$ denotes an infinite set. Figure 2.6 shows the IMV model. In the IMV model, a jointly sparse solution is $K$-sparse in the sense that each column $x(\lambda)$ is a $K$-sparse vector and nonzero elements from all columns are condensed in the same rows.

Figure 2.6: The IMV model consists of countable (single or multiple elements) or uncountable measurements. The solution is an infinite set of jointly sparse vectors with nonzero elements occurring in a common location set. The rectangular areas from the dictionary $D$ represent the selected atoms, which are associated with nonzero rows.

Table 2.1 summarizes the relationships among three sparse models: SMV, MMV and IMV. The major difference among the three sparse models comes from the joint sparsity prior or number of measurements.

<table>
<thead>
<tr>
<th>Model</th>
<th>Linear System</th>
<th>Solution Dimension</th>
</tr>
</thead>
<tbody>
<tr>
<td>SMV</td>
<td>$y = Dx$</td>
<td>1-D vector</td>
</tr>
<tr>
<td>MMV</td>
<td>$Y = DX$</td>
<td>2-D matrix</td>
</tr>
<tr>
<td>IMV</td>
<td>$y(\lambda) = Dx(\lambda)$</td>
<td>2-D matrix with infinite columns</td>
</tr>
</tbody>
</table>

With more columns than rows, there is an infinite number of solutions to the underdetermined model of (2.21). In particular, the sparsity constraint is introduced so that a unique solution exists. The result turns out to be similar to that of the SMV and MMV models: a sufficient sparsity is the necessary condition for the solution uniqueness [61].
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**Theorem 7** The \( \hat{x}(\Lambda) \) is the unique solution to the optimization of Eq. (2.21), if \( \hat{x}(\Lambda) \) is a \( K \)-sparse solution satisfying \( y(\Lambda) = D\hat{x}(\Lambda) \), and

\[
K \leq \frac{\sigma(D) + \dim(\text{span}(y(\Lambda))) - 1}{2},
\]

where \( \sigma(D) \) is the matrix spark for the dictionary \( D \), \( \text{span}(y(\Lambda)) \) represents the subspace of minimal dimension containing the set \( y(\Lambda) \), and \( \dim(\cdot) \) returns the dimension of its argument.

Next, a robust recovery method is developed to solve the IMV model, in which the location for nonzero elements is the key. Once the indices of nonzero rows are identified, the IMV problem can be translated into a finite MMV model. In other words, there is an explicit MMV counterpart with the same nonzero location set for any IMV problem. The result is summarized by the theorem below [61].

**Theorem 8** Suppose that \( \hat{x}(\Lambda) \) is the \( K \)-sparse solution to Eq. (2.21). Then \( \hat{x}(\Lambda) \) has the same nonzero-location set with the matrix \( U \), which satisfies the following linear system:

\[
V = DU \quad \text{subject to} \quad VV^T = \int_{\lambda \in \Lambda} y(\lambda)y^T(\lambda) d\lambda.
\]

Theorem 8 provides an alternative method for finding the locations of nonzero elements. Thus the infinite structure of the IMV model is converted to a specific MMV model.

The IMV model is especially useful to address problems with a large jointly-sparse matrix. For instance, the IMV model can be used in radar [72] or array processing [73] to simulate the sensor discretization. Furthermore, consider the sampled-delay Doppler spread function for the underwater acoustic sensing, the discrete snapshots can be replaced by a continuous estimate using the IMV model [74].
2.4 Dictionary learning

The performance of the sparse representation relies heavily on the dictionary structure [43, 46, 75–79]. In the previous section, the dictionary $\mathcal{D} \in \mathbb{R}^{M \times N}$ is randomly initialized and fixed during the sparse representation. Intuitively, a randomly generated dictionary may not obtain an accurate reconstruction. In this section, the dictionary learning techniques are discussed.

Another way to consider the mutual coherence (presented in Eq. (2.7)) is from the Gram matrix $\mathcal{G}$. A new dictionary $\tilde{\mathcal{D}}$ is first obtained by normalizing all the atoms of the original dictionary $\mathcal{D}$. The mutual coherence is given by the largest magnitude of the off-diagonal entries of the Gram matrix $\mathcal{G} = \tilde{\mathcal{D}}^T \tilde{\mathcal{D}}$. A dictionary consisting of more similar atoms has a higher $\mu(\mathcal{D})$ value, whereas a dictionary with smaller $\mu(\mathcal{D})$ has a higher probability to generate a sparser and more accurate solution. To optimize the dictionary structure, a variety of methods are proposed which are grouped into three categories [80]: clustering-based, Learning with specific structure, and probabilistic methods.

1. Clustering-based learning algorithms are based on vector quantization (VQ) that is similar to the K-means clustering [75, 81–93]. The implicit assumption is that each measurement can be represented by one single atom, thereby converting the dictionary learning to a K-means clustering.

2. Learning with specific structure algorithms separate the dictionary into two parts: one part is fixed during the sparse representation, while the other part is adaptable [43, 46, 94–96].

3. Probabilistic algorithms reformulate the problem of dictionary optimization into a parameter-search model, in which the dictionary is optimized to minimize the reconstruction error [54, 97, 98].
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2.4.1 Clustering-based learning algorithms

The clustering-based learning algorithms are based on vector quantization (VQ) method. The measurements are grouped to train the dictionary such that the reconstruction error to a given atom is minimal. The implicit assumption here is that each measurement can be represented by a single atom, which converts the learning procedure to a $K$-means clustering. A generalization of the $K$-means algorithm for dictionary learning, called the KSVD algorithm, has been firstly proposed in [75]. Then various KSVD-based methods were developed [82–87]. In KSVD, the atoms and their relevant coefficients are updated via the singular value decomposition (SVD) at each iteration; thus, the KSVD algorithm not only finds a sparse solution, but also updates simultaneously the dictionary $\mathcal{D}$.

Consider an $M \times L$ matrix $\mathbf{Y}$ comprising $L$ measurement vectors, and a dictionary $\mathbf{D} \in \mathbb{R}^{M \times N}$ to be optimized. In the KSVD method, each column $\mathbf{y}_i$ of $\mathbf{Y}$ is extracted and the traditional SMV method is applied on the pair $(\mathbf{y}_i, \mathbf{D})$ to solve the following problem:

$$
\min \| \mathbf{x}_i \|_p \quad \text{subject to} \quad \mathbf{y}_i = \mathbf{Dx}_i,
$$

(2.22)

where $\| \cdot \|_p$ denotes the vector $p$-norm ($0 \leq p \leq 1$). The updating strategy from the KSVD method is shown in Algorithm 4.

**Example 3** For comparison purposes, Fig. 2.7 illustrates the dictionary atoms from the discrete cosine transform (DCT) and the KSVD method extracted from the “Boat” image. The overcomplete DCT dictionary is established by sampling the cosine wave with different frequencies, as shown in Fig. 2.7 (b). Compared to the DCT dictionary, the atoms from the KSVD-based dictionary consist of more image details (Fig. 2.7 (c)). Experimental results presented in [75] show that the KSVD-based method leads to a better performance in terms of the image reconstruction.
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Figure 2.7: Resulting dictionary atoms using the “Boat” image. It can be observed that the learned dictionary consists of more image details, which leads to a better image representation.
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**input**: The initial dictionary \( D \), measurement matrix \( Y \), and sparse solution \( X \).

**output**: Optimized dictionary \( D \).

**repeat**

- Find one atom \( d_i \) from \( D \) that is associated with a nonzero row \( (r_i) \) from \( X \);
- Calculate the error without \( d_i \): \( E_s = Y - DX + d_i r_i \);
- Apply the SVD operation on \( E_s \) to update \( d_i \) and \( r_i \):
  - \( \{U, \Sigma, V\} = \text{SVD}(E_s) \), where \( U \) and \( V \) are orthogonal matrices, and \( \Sigma \) is a diagonal matrix of the same dimension as \( E_s \);
  - Take the first column from \( U \) and \( \Sigma \times V \) to replace \( d_i \) and \( r_i \), respectively;
- **until** all non-zero rows in \( X \) have been processed;

Overall, the clustering-based algorithms outperform the traditional sparse representation techniques without dictionary optimization. However, they are time-consuming as the computational complexity grows exponentially with increasing number of measurements and size of the dictionary.

2.4.2 Learning with specific structure algorithms

The dictionary learning algorithms can also be optimized according to specific structure to satisfy predefined criteria, such as dictionary coherence. For instance, one can optimize the dictionary so that it gets close to an equiangular tight frame (ETF). In [46], a dictionary is learned based on a Gammatone generating function. The method optimizes a dictionary to achieve a minimal dictionary coherence, which tiles the time-frequency plane more uniformly than the original Gammatone filter bank.

However, the optimization using dictionary coherence is time-consuming because it considers all elements from \( D \). To address the computational issue, a heuristic approach is proposed in [43] based on the *averaged mutual coherence*.
Definition 4 For a dictionary $\mathcal{D}$ with $N$ atoms, its $\tau$-averaged mutual coherence $\mu_\tau(\mathcal{D})$ considers elements of the Gram matrix $G$ of the dictionary that are above the threshold $\tau$:

$$
\mu_\tau(\mathcal{D}) = \frac{\sum_{1 \leq i,j \leq N, i \neq j} \left( |g_{ij}| \geq \tau \right) |g_{ij}|}{\sum_{1 \leq i,j \leq N, i \neq j} \left( |g_{ij}| \geq \tau \right)},
$$

(2.23)

where $g_{ij}$ is the element from the $i$-th row and $j$-th column of the Gram matrix $G$.

If $\tau = 0$, $\mu_\tau(\mathcal{D})$ is the average value of the absolute entries of $G$. Note that $\mu_\tau(\mathcal{D}) \leq \mu(\mathcal{D})$; for more relationship between $\mu_\tau(\mathcal{D})$ and $\mu(\mathcal{D})$, readers are referred to [43]. Then, one part of the dictionary $\mathcal{D}$ is fixed and the updating strategy is applied on the other part to minimize the dictionary coherence. More precisely, given the dictionary $\mathcal{D} = \Phi \Psi$, the sensing matrix $\Psi$ is fixed during the sparse representation and $\Phi$ is the selection matrix to be optimized. The dictionary optimization is achieved by a “shrink” operation over $\Phi$ so that $\mu_\tau(\Phi \Psi)$ is minimized. Algorithm 5 shows the procedure for the averaged mutual coherence-based dictionary optimization.

**Algorithm 5**: Optimization for the selection matrix $\Phi$.

- **input**: Sensing matrix $\Psi$ and threshold $\tau$;
- **output**: Optimized selection matrix $\hat{\Phi}$;

Initialize the selection matrix $\Phi$ randomly.

Calculate the dictionary $\mathcal{D} = \Phi \Psi$ and obtain the Gram matrix $G$.

Update $G$ by shrinking its elements according to the threshold $\tau$ to generate $\hat{G}$.

Apply the SVD operation to ensure the rank of $\hat{G}$ is equal to $K$ and calculate the squared root of $\hat{G}$, i.e., $UU^T = \hat{G}$.

Obtain the selection matrix: $\hat{\Phi} = \arg \min \|U - \Phi \Psi\|_2$.

Empirical results from [43] show that the performance of the sparse representation is improved using the shrink-based learning strategy. In other words, with the same recovery algorithm, the optimized dictionary leads to a much sparser
solution. The reason is that when the dictionary coherence is reduced, more independent atoms are involved. Therefore, fewer atoms are required and the performance of the sparse representation is enhanced.

2.4.3 Probabilistic algorithms

The probabilistic algorithms maximize the likelihood that measurements have efficient and sparse representations given a redundant dictionary [54, 97, 98]. Under the assumption that the primary visual area in the human cortex probably follows a sparse model, the maximum likelihood (ML) algorithm was firstly developed in [54]. Given a single measurement $\mathbf{y}$, the probabilistic-based method assumes that

$$\mathbf{y} = \mathbf{D} \mathbf{x} + \mathbf{e}, \quad (2.24)$$

where $\mathbf{e}$ represents the reconstruction error, or measurement noise. Then with $L$ examples ($Y = \{\mathbf{y}_i\}_{i=1}^L$), probabilistic algorithms aim to maximize the likelihood function $P(Y|\mathbf{D})$. To simplify the problem, two assumptions are introduced. The first is that the measurements are drawn independently, therefore we have:

$$P(Y|\mathbf{D}) = \prod_{i=1}^L P(\mathbf{y}_i|\mathbf{D}). \quad (2.25)$$

The second assumption is that the noise can be modeled as a Gaussian zero-mean noise. Then the ingredients of the likelihood function could be computed as follows:

$$P(\mathbf{y}_i|\mathbf{D}) = \int P(\mathbf{y}_i, \mathbf{x}_i|\mathbf{D}) d\mathbf{x} = \int P(\mathbf{y}_i|\mathbf{x}_i, \mathbf{D}) d\mathbf{x}. \quad (2.26)$$

The dictionary learning problem is solved by iterating between two steps. In the first step, we look for the sparse coefficients, also known as sparse coding, based on the dictionary [54]. It can be solved by the convex optimization for each $\mathbf{y}_i$. The second step is the learning step which keeps the coefficients from the first
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step constant, while optimizing the dictionary as follows:

$$D = \arg \min_{\mathcal{D}} \sum_{i=1}^{L} P(y_i, x_i | \mathcal{D}) = \arg \min_{\mathcal{D}} \sum_{i=1}^{L} \|Dx_i - y_i\|_2^2,$$  \hspace{1cm} (2.27)

where \(L\) is the number of measurements.

Similar to the ML algorithm, the method of optimal directions (MOD), was presented in [98]. The main contribution of the MOD method is the simple way of updating the dictionary. Assume that the matrix \(X_t\) is the sparse solution at the \(t\)-th iteration. In the MOD algorithm, the dictionary is updated as follows:

$$D_{t+1} = YX_t (X_t^T (X_t) (X_t^T)^{-1} . \hspace{1cm} (2.28)$$

In [97], another probabilistic algorithm was proposed, termed Maximum A-Posteriori Probability (MAP). However, rather than optimizing the likelihood function \(P(Y|\mathcal{D})\), the posterior \(P(\mathcal{D}|Y)\) is used. Firstly, the overall mean square error is expressed in the matrix form:

$$E_t = Y - \mathcal{D}X_t.$$  

Then at the \(t\)-th iteration, the dictionary is updated as follows:

$$\mathcal{D}_{t+1} = \mathcal{D}_t + \eta E_t X_t + \eta (X_t E_t \mathcal{D}_t) \mathcal{D}_t,$$ \hspace{1cm} (2.29)

where \(\eta\) is a small constant. The last term from Eq. (2.29) allows different columns to have different norm values [97]. Despite the dictionary variety, the MAP algorithm provides slower training compared to the MOD method.

In both the MOD and MAP methods, the entire measurements \(Y\) and reconstruction error \(E_t\) is considered. Therefore, the dictionary optimization is time-consuming, when more measurements are employed. More recently, a fast dictionary online training algorithms have been proposed [99]. The online al-
algorithms consider only a subset of the measurements iteratively. The dictionary repeats updating the atoms until all training measurements have been used. This is quite beneficial in terms of computational complexity in practical applications.

2.5 Conclusion

In this chapter, we have briefly reviewed the concept of the sparse representation and compressed sensing. Three sparse models have been discussed based on the number of available measurements. We have also reviewed numerical algorithms to recover the sparse solution. In addition, the dictionary learning methods, which aim to optimize the dictionary structure, have been discussed briefly.

One promising property for the sparse model is that only few nonzero elements are required to represent the majority information from the target signal. Sparse representation and compressed sensing therefore have increasingly become recognized as providing extremely high performance for different applications. In the rest of the thesis, we will focus on the applications of sparse signal representation to machine learning problems. The next chapter introduces a pruning algorithm for feed-forward neural networks based on sparse representation.
Chapter 3

Neural Network Pruning using Sparse Representation
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3.1 Introduction

Neural networks (NNs) have been employed in many applications, such as time series prediction [3], pattern recognition [4, 18], decision making [100], modeling [101], and clustering [102], to name few. The success of their applications has motivated a growing interest in developing efficient training methods with fast convergence and good generalization ability. However, the performance of the network training algorithm depends on the network structure. For instance, using the same training method, a large structure may result in a fast convergence to a local minimum, but exhibits poor generalization performance because of overfitting the training samples. On the other hand, a too small network architecture may not be able to find the proper fit to the data. A variety of algorithms have been developed to optimize the network structure, including network pruning [103–107], network construction [108, 109], network regularization [110–112] and evolutionary computation-based optimization [113, 114]. Some of these algorithms will be reviewed in Section 3.2.4.

In this chapter, a new algorithm for network pruning based on sparse representation is presented. The proposed method, termed sparse representation pruning (SRP), is capable of creating a sparse network structure with good generalization ability. To the best of our knowledge, it is the first attempt to solve the structural optimization problem for NNs using sparse representation. The key properties of SRP are as follows:

1. Network structural optimization is done by iteratively selecting important elements (hidden neurons) that minimize the residual error. By contrast, traditional pruning algorithms eliminate redundant elements from the original architecture, which could be time-consuming particularly for large networks.
2. The SRP-based structural optimization method does not require the smoothness of the objective function, in contrast to some other techniques which depend on the assumption of smoothness [105–107].

The remainder of the chapter is organized as follows. Section 3.2 presents a brief review of feed-forward neural networks and existing network pruning algorithms. Section 3.3 describes the proposed SRP algorithm and establishes the link between the structural optimization and the sparse representation. Section 3.4 discusses implementation issues and presents experimental results, followed by concluding remarks in Section 3.5.

### 3.2 Feed-forward neural networks

Neural networks have been inspired by biological observations of the human brain function [115]. Over the past several decades, neural networks have evolved into powerful computation systems, which are able to learn complex nonlinear input-output relationship from data. There are two general types of network topology: *feedback* or *recurrent neural networks* and *feed-forward networks*. In recurrent networks, the connections between neurons can form directed cycles. Feed-forward neural networks, on the other hand, process the information only in the forward direction, from the input layer to the output layer. In this chapter, we focus on feed-forward networks. Subsections 3.2.1 and 3.2.2 present the basic concept of the perceptron neuron and feed-forward network structure, respectively. Then, Subsections 3.2.3 and 3.2.4 briefly describe conventional training and pruning algorithms developed for feed-forward neural networks.

#### 3.2.1 Perceptron neuron

The perceptron is the basic information processing unit in neural networks. It takes input signals, combines them linearly, and then applies a nonlinearity to
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produce the output signal. The general structure of a perceptron with \( Q \) inputs is shown in Fig. 3.1.

![Diagram of the perceptron model](image)

Figure 3.1: The perceptron model.

Each input component receives a signal \( p_i \), which is transmitted along a synapse or connection link characterized by a weight \( v_i \). An adder is employed to sum all the weighted input signals \( v_i p_i \). Another input \( b \), known as the bias, is also introduced to adjust the input signals. An activation function \( f(\cdot) \), also known as transfer function, is used to control the amplitude range of the neuron output and provide a non-linear mapping from input to output. There are a number of activation function types, including the linear, sigmoid, logistic sigmoid and hyperbolic tangent functions [115]. The response of the perceptron to an input vector \( p \) can be expressed as

\[
z = f(v^T p + b),
\]

where \( v \) is the weight vector, \( b \) is the bias, \( T \) denotes the transpose operator, and \( f(\cdot) \) is the activation function.

3.2.2 Network structure

A multilayer perceptron (MLP) or multilayer feed-forward neural network consists of a set of input neurons, one or more hidden layers of perceptrons, and an output layer of linear or sigmoid type neurons. Each neuron is connected to all
neurons in the succeeding layer. Signals only propagate through the network in the feed-forward direction.

For simplicity, we consider a network architecture with one hidden layer. Figure 3.2 shows the general structure of a fully connected network containing one hidden layer. On the left hand side, the input layer receives signals from the external environment. In the middle is the hidden layer, which receives signals from the input layer and sends its output signals to the output layer. The output layer processes the signals received from the hidden layer and produces the network response.

Figure 3.2: A feed-forward neural network with one input, hidden, and output layer.

Let \( \mathbf{p} = [p_1, p_2, p_3, \ldots, p_Q]^T \) denote the input vector to a neural network with \( N \) hidden units and \( M \) output neurons. The output vector of the hidden layer \( \mathbf{x} \) can be expressed as

\[
\mathbf{x} = f (V \mathbf{p} + \mathbf{b}_1),
\]

(3.2)

where \( f (\cdot) \) is the activation function, \( \mathbf{b}_1 \) is the bias vector, and \( V \) is an \( N \times Q \) weight matrix between the input and hidden layers. The \( i \)-th \( (i = 1, 2, \ldots, N) \) row of \( V \) represents the weights of the \( i \)-th hidden neuron. The final output of the network is given by

\[
\mathbf{z} = g (W \mathbf{x} + \mathbf{b}_2),
\]

(3.3)

where \( g (\cdot) \) is the output activation function, \( W \in \mathbb{R}^{M \times N} \) comprises the weight
vectors between the hidden and output layers, and $b_2$ is the bias vector of the output neurons.

### 3.2.3 Network training

During network training, the actual network outputs are compared with the desired outputs or targets from the training patterns. The difference between the actual and desired outputs is treated as the network error that is later propagated back to adjust the network free parameters, i.e., weights and biases. That is, the training process adjusts the network free parameters so as to make the actual outputs of the network closer to the targets or desired outputs. There are a number of error criteria that can be minimized during training, the most common of which is the mean squared error (MSE):

$$E = \frac{1}{L} \sum_{i=1}^{L} (y_i - z_i)^2,$$

where $L$ is the number of training patterns, and $y_i$ and $z_i$ are, respectively, the $i$-th desired and actual outputs. To minimize the error in Eq. (3.4), different training algorithms are applied, such as first order [116–119], second order [119, 120], hybrid methods [121–123] and evolutionary computation-based algorithms [113, 124, 125].

Next, we briefly describe the resilient back-propagation (RPROP) training algorithm in [117], which is used in the experimental result section of this chapter. The RPROP algorithm is one of the most commonly used first-order methods. Let $E(t)$ be the MSE between the actual and desired output at the $t$-th iteration. Each network parameter is updated according to the rule

$$\xi(t + 1) = \xi(t) - \text{sign} \left( \frac{\partial E(t)}{\partial \xi(t)} \right) \Delta(t),$$

where $\xi(t)$ is the parameter vector at the $t$-th iteration containing all adaptable weights and biases from the network, $\Delta(t)$ is the step-size, and $\text{sign}(\cdot)$ is the
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3.2.4 Network pruning

Before training the neural network, one is faced with the question of determining a suitable network structure. However, there exists no systematic way of choosing the optimum network structure. A large network architecture may result in poor generalization, even if it obtains high accuracy on the training data. A small network, on the other hand, takes a long time to train, and may not have sufficient free parameters to model the problem at hand. Therefore, determining the optimal network structure is one of the most important issues in neural network design. Sometimes trial-and-error techniques or cross validation methods, which are time-consuming, are used to search for the optimal structure before training the network. Often, however, more systematic methods are employed to optimize the neural network structure without degrading the network performance. They can be broadly categorized as follows:

- network pruning, which is based on a saliency analysis of each element (weights or hidden neurons) [103, 104, 106, 126–129];

- network construction, which begins with a small network and incrementally adds hidden neurons during the training process [130, 131];

- evolutionary algorithms, which are based on evolutionary search strategy such as genetic algorithms [132].

In this thesis, we mainly focus on network pruning algorithms. The general framework for network pruning can be described as follows:

1. set up a large neural network architecture and train it with any learning method (e.g. back-propagation algorithm), until the stopping criterion is met;
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2. compute the significance for all elements and eliminate the least important ones;

3. retrain the pruned network; if the change in outputs between the original and pruned network is small enough, then go to step 2; otherwise stop.

The network pruning algorithms can be further classified into two categories: weight pruning and hidden neuron pruning. Examples of weight pruning algorithms include Optimal Brain Damage (OBD) [126], Optimal Brain Surgeon (OBS) [127], and Magnitude-based pruning (MAG) [128]. On the other hand, hidden neuron pruning algorithms include Skeletonization (SKEL) [103], non-contributing units (NC) [104] and Extended Fourier Amplitude Sensitivity Test (EFAST) [106]. In SKEL, the saliency of a neuron is measured by the training error when the neuron is removed. The NC method searches for non-contributing hidden neurons by checking their effect on the network output. As for the EFAST algorithm, the importance of neurons is evaluated using an amplitude sensitivity test, which is a variance-based global sensitivity analysis method.

In short, conventional pruning algorithms attempt to estimate the sensitivity of the network elements (weights or hidden neurons). Thus, the significant elements which minimize the training error are maintained, while others with the least contribution are removed. The pruning-based methods benefit from the fast convergence of the initial large network to the local minimum. In spite of this, the pruning-based methods are time-consuming with large computational complexity. In Section 3.4, we will compare the existing SKEL, NC and EFAST methods with the proposed SRP algorithm.

3.3 Proposed SRP algorithm

In this section, we formulate the network structural optimization problem as a multiple measure vector (MMV) model. First, the MMV model is briefly de-
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scribed. Second, network pruning is formulated as a linear inverse problem and cast as an MMV problem.

3.3.1 MMV model

The MMV model processes several measurement vectors simultaneously and produces a matrix solution [59, 60]. Consider the measurement matrix $Y \in \mathbb{R}^{M \times L}$, comprising $L$ measurement vectors, and a known dictionary $D$ containing $N$ atoms. The MMV model aims to minimize the matrix sparsity of the solution:

$$
\min S(X) \quad \text{subject to} \quad Y = DX,
$$

(3.6)

where $X \in \mathbb{R}^{N \times L}$ is the matrix solution, and $S(X)$ denotes the measure of the matrix sparsity. The principle of the MMV problem is that all the columns from the solution matrix $X$ possess the same sparsity profile; that is, the columns of $X$ share the indices of nonzero elements. Let $r_i$ be the $i$-th row of the matrix $X$. Furthermore, let us define a vector $s$ of length $N$ whose $i$-th element $s_i$ is given by:

$$
s_i = \|r_i\|_p,
$$

(3.7)

where $\|\cdot\|_p$ denotes the vector $p$–norm ($0 \leq p \leq 1$). One simple strategy to measure the matrix sparsity is to use the $l_0$ pseudo-norm of the vector $s$:

$$
S(X) = \|s\|_0.
$$

(3.8)

However, the $l_0$-based optimization is computationally expensive because an exhaustive enumeration is required in terms of all possible locations of nonzero rows in $X$. In addition, the computational complexity grows exponentially with the size of the measurement matrix. Therefore, rather than using the $l_0$ pseudo-norm, we replace it with the $l_1$ norm. The MMV problem can then be stated
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as

\[
\min S(X) = \|s\|_1 \quad \text{subject to} \quad Y = DX. \tag{3.9}
\]

In [59], the authors proved that the minimization problem in (3.9) is equivalent to that based on (3.8) when the sparsity of the solution \(X\) is sufficiently small.

3.3.2 Sparse representation based pruning

Neuron pruning algorithms optimize the network structure by eliminating the least important hidden neurons from the original network. Furthermore, removing neurons from the hidden layer is equivalent to removing the connection weights from the hidden neurons to the output layer. Next we formulate the neuron pruning problem as an MMV model.

Consider a three-layer fully-connected network with one hidden layer, an input layer and an output layer. Suppose the initial network architecture consists of \(Q\) inputs, \(N\) hidden neurons and \(M\) outputs. Let \(P = [p_1, p_2, ..., p_L]\) be a matrix containing \(L\) training patterns and \(Y = [y_1, y_2, ..., y_L]\) be the desired output matrix; each pair \((p_i, y_i)\) forms an input vector and the corresponding desired output vector. Moreover, let \(X \in \mathbb{R}^{N \times L}\) denote the output matrix of the hidden layer, in which the \(i\)-th row represents the output from the \(i\)-th hidden neuron, \(i = 1, 2, ..., N\), and \(Z \in \mathbb{R}^{M \times L}\) denote neural network output matrix corresponding to the input matrix \(P\). Equations (3.2) and (3.3) can be expressed in matrix form as follows:

\[
X = f(VP + B_1),
\]

and \(Z = g(WX + B_2)\).

where \(V\) is the weight matrix between the input and hidden layers, \(W\) comprises the weight vectors between the hidden and output layers, \(B_1\) is the bias matrix having the bias vector \(b_1\) as its columns, and \(B_2\) is the bias matrix of the output layer with columns containing the bias vector \(b_2\). Without loss of generality,
we further assume that \( g(\cdot) \) is a linear activation function. Note that if \( g(\cdot) \) is an invertible function, we can transform the output neurons to linear units by applying the inverse function \( g^{-1}(\cdot) \). In this case, the actual output of the network can simply be expressed as

\[
Z = WX + B_2. \tag{3.11}
\]

Give the desired output matrix \( Y \), Eq. (3.11) can also be rewritten as:

\[
Y = Z + E = WX + B_2 + E, \tag{3.12}
\]

where \( E = [e_1, e_2, \ldots, e_L] \) is the network error matrix; \( e_i \) is the error between the actual output \( z_i \) and the desired output \( y_i \).

The objective of the pruning process is to reduce the number of hidden neurons. Removing the \( i \)-th hidden neuron is equivalent to setting its output to zero, i.e., the \( i \)-th row of \( X \) becomes a null vector. Therefore, the pruning process is equivalent to minimizing the number of nonzero rows in \( X \), or the matrix sparsity. The structural optimization problem then can be cast as the following MMV model:

\[
\min S(X) \quad \text{subject to} \quad \|\tilde{Y} - WX\|_2 \leq \epsilon, \tag{3.13}
\]

where \( S(X) \) is a matrix sparsity measure, \( \tilde{Y} = Y - B_2 \), \( W \) is the weight matrix between the hidden and output layers, and \( \epsilon \) is a noise bound.

Comparing Eq. (3.13) with the MMV model of Eq. (3.6), we can see that \( W \) serves as the dictionary \( \mathcal{D} \) and the matrix \( \tilde{Y} \) plays the role of the measurements. Thus, the network structural optimization can be regarded as finding the sparse representation for the matrix \( X \). As a result, by selecting important hidden neurons, the output matrix \( X \) becomes a sparse matrix in which most rows have zero values.

To solve the MMV model, we apply the M-OMP algorithm presented in [60] due to its simplicity and efficiency. The M-OMP algorithm starts from a null solu-
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tion and iteratively adds one nonzero element. In addition, the M-OMP algorithm will not select the same atom twice. Based on the above properties of M-OMP, at the $t$-th iteration, the SRP algorithm selects $t$ different hidden neurons from the original network. The outputs from selected neurons are then accumulated to approximate the desired output. Thus, the representation error is expected to decrease when more neurons are involved.

After minimizing the sparsity of the matrix $X$, we also need to update the network parameters between the input and hidden layer. Let $\widehat{V} = [V, \ b_1]$ be the matrix of weights and biases of the hidden layer, and $\widehat{P}$ be the augmented input matrix:

$$\widehat{P} = \begin{bmatrix} P \\ 1^T \end{bmatrix},$$

where $1^T$ is the $L$-dimensional row vector whose elements are equal to 1. The output matrix of the hidden layer can then be rewritten as

$$X = f(VP + B_1) = f(\widehat{VP}),$$

Assuming the activation function of the hidden layer ($f(\cdot)$) is invertible, then the matrix $\widehat{V}$ can obtained by solving the following least squares problem:

$$\widehat{V} = \arg \min_{\widehat{V}} \left\| f^{-1}(X) - \widehat{VP} \right\|_2,$$

where $f^{-1}(\cdot)$ represents the inverse of the activation function $f(\cdot)$.

The proposed framework for the structural optimization, termed sparse representation pruning (SRP), is then summarized in Algorithm 6. The proposed algorithm is similar with the conventional pruning-based approaches in that both the SRP and pruning-based methods require network training in the first place. The trained network provides a candidate structure for the subsequent pruning. The difference between the SRP and conventional pruning-based algorithms
comes from the optimization strategy. The proposed SRP algorithm selects important elements (considered as forward selection) whereas the traditional pruning algorithms adopt the backward elimination strategy to remove redundant hidden neurons. Furthermore, the termination criterion employed by the SRP method is predefined using the error from the validation data set. That is, the SRP-based pruning is terminated if the validation error increases for three successive iterations. This simple strategy works based on the assumption that an increase in error from the validation set indicates the start of overfitting.

**Algorithm 6: SRP algorithm for structural optimization.**

**input**: A trained network and maximum iteration $T$;

**output**: The sparse matrix $X^*$;

$D = W$, $E(0) = \hat{Y} = Y - B_2$;

for $t = 1$ to $T$ do

- Update $X$ by solving the MMV model in Eq. (3.13):
  
  $$(X(t), E(t)) = M\text{-OMP}(D, E(t - 1), t),$$

  where $M\text{-OMP}$ denotes Algorithm 2 from Chapter 2;

- Update the weight matrix $V$ using Eq. (3.15);

- Evaluate the updated network using validation data set;

  if the predefined termination condition is met then
  
  break;

end

$X^* = X(t)$;

3.4 Experimental results

This section presents the experimental results and comparison of the proposed SRP approach with other conventional neuron pruning methods. The proposed method is tested on various problems from the Proben [133] and UCI [134] bench-
mark data sets. The data sets, network architecture, and the evaluation criterion are presented in Subsection 3.4.1. The performance of the SRP on these data sets is evaluated in Subsection 3.4.2, and the comparison results are presented in Subsection 3.4.3.

### 3.4.1 Experimental methods

Eight benchmark problems for classification and function approximation, from Proben [133] and UCI [134] benchmark data sets, are chosen for experimental evaluation. The problems are selected so as to ensure a good coverage of classification and regression problems with binary and continuous variables and different numbers of input and output attributes. Table 3.1 presents details of the data sets.

<table>
<thead>
<tr>
<th>Data set</th>
<th>Type</th>
<th>Input</th>
<th>Output</th>
<th>Training</th>
<th>Validation</th>
<th>Test</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cancer</td>
<td>Classification</td>
<td>9</td>
<td>2</td>
<td>350</td>
<td>175</td>
<td>174</td>
</tr>
<tr>
<td>Card</td>
<td>Classification</td>
<td>51</td>
<td>2</td>
<td>345</td>
<td>173</td>
<td>172</td>
</tr>
<tr>
<td>Diabetes</td>
<td>Classification</td>
<td>8</td>
<td>2</td>
<td>384</td>
<td>192</td>
<td>192</td>
</tr>
<tr>
<td>Building1</td>
<td>Approximation</td>
<td>14</td>
<td>3</td>
<td>2104</td>
<td>1052</td>
<td>1052</td>
</tr>
<tr>
<td>Building2</td>
<td>Approximation</td>
<td>14</td>
<td>3</td>
<td>2104</td>
<td>1052</td>
<td>1052</td>
</tr>
<tr>
<td>Flare1</td>
<td>Approximation</td>
<td>24</td>
<td>3</td>
<td>533</td>
<td>267</td>
<td>266</td>
</tr>
<tr>
<td>Flare2</td>
<td>Approximation</td>
<td>24</td>
<td>3</td>
<td>533</td>
<td>267</td>
<td>266</td>
</tr>
<tr>
<td>Hearta</td>
<td>Approximation</td>
<td>35</td>
<td>1</td>
<td>152</td>
<td>76</td>
<td>75</td>
</tr>
</tbody>
</table>

Each data set is partitioned into three subsets: a training set, a validation set, and a test set. The training set is used to train and optimize the network architecture. The validation set is used for the stopping criterion and the test set is used for evaluation of the generalization ability of the pruned network. The size of the training, validation and test sets in all cases is 50%, 25%, and 25%, respectively.

In all experiments, a fully-connected feed-forward network is employed with an input layer, one hidden layer, and an output layer. The activation function of the
hidden layer is set to tangent sigmoid function. The output neuron uses the linear function as activation function. The network is initialized with random weights in the range $[-0.1, 0.1]$, and it is trained with the resilient back-propagation algorithm (RPROP) [117]. The training parameters are set as follows:

- the maximum number of training iterations is 500;
- the minimum performance gradient is $10^{-6}$;
- the learning rate is 0.01.

The network training terminates when either the maximum number of iterations is reached or the performance gradient falls below $10^{-6}$.

The generalization performance is evaluated using the classification error for the classification problems, and the normalized root-mean-square error (NRMSE) for the function approximation problems. The NRMSE is calculated as follows:

$$\text{NRMSE} = \sqrt{\frac{\sum_{i=1}^{M} \sum_{j=1}^{L} (y_{ij} - z_{ij})^2}{\sum_{i=1}^{M} \sum_{j=1}^{L} y_{ij}^2}},$$

where $M$ is the number of outputs, $L$ is the number of training patterns, $z_{ij}$ is the $i$-th actual output corresponding to the $j$-th input pattern, and $y_{ij}$ is the desired output. The resulting structure is measured by the number of remaining hidden neurons.

### 3.4.2 Performance analysis of SRP

In this subsection, the performance of SRP is evaluated on classification and regression problems. First, we consider how the generalization ability of the original large network is improved using the SRP algorithm. We also investigate the effect of the initial network size on the structure of the pruned network and its generalization performance. A large network is more prone to converging to a local minimum than a smaller network. However, the network with a small size
may not generalize very well. The purpose is then to find out the robustness of
the proposed algorithm to various network sizes. The number of initial hidden
neurons \( (N) \) is set to 32, 64, 128, and 256. The initial networks are then trained by
the RPROP method with training parameters as presented in Subsection 3.4.1.

Table 3.2 shows the average classification error and NRMSE of the original
network over 30 independent runs. From the results presented in this table, it can
be clearly observed that as the size of the hidden layer increases, the generalization
ability of the network reduces. The average classification error rate (over all data
sets) for \( N = 256 \) increases by 4.94\% compared to the average error rate for \( N = 
32 \) hidden neurons. Table 3.3 presents the related classification error rates and the
NRMSE of the proposed SRP algorithm. Clearly the pruned network using SRP
outperforms the original trained network by achieving lower classification and
regression errors on the test sets. In particular, the generalization ability of the
large networks \( (N = 256) \) is improved greatly after applying SRP. Furthermore,
the performance across all initial network sizes is comparable; that is, the SRP
algorithm yields similar performance for all initial network sizes. For example,
the difference of average classification rate over all data sets between the worst
\( (N = 64) \) and the best \( (N = 256) \) is less than 0.61\%. Table 3.4 shows the number of
remaining neurons after applying the SRP algorithm. The large initial networks
provide more hidden neurons for the proposed algorithm to select from. The
final networks, however, contain similar number of hidden neurons. This proves
the robustness of the proposed SRP method to the initial network size; that is,
the size of pruned structure obtained from the SRP algorithm is not affected
by the initial network size. Table 3.5 shows the computation time of the SRP
algorithm for different initial network sizes. The SRP method requires slightly
more pruning time for bigger initial network size. However, the difference of
average computation time is less than 0.28 second. This is because the SRP
algorithm selects hidden neurons instead of eliminating the redundant neurons.
As a result, the computational complexity depends on the number of hidden
neurons to be selected instead of the number of hidden neurons to be removed.

Table 3.2: Classification and regression error on the test set from the original trained networks, using the conventional RPROP method.

<table>
<thead>
<tr>
<th>Data set</th>
<th>Classification Error (%)</th>
<th>N = 32</th>
<th>N = 64</th>
<th>N = 128</th>
<th>N = 256</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cancer</td>
<td>1.94±0.85</td>
<td>2.91±1.42</td>
<td>5.54±2.57</td>
<td>8.86±2.21</td>
<td></td>
</tr>
<tr>
<td>Card</td>
<td>19.42±1.96</td>
<td>20.52±2.31</td>
<td>22.14±3.27</td>
<td>24.10±4.06</td>
<td></td>
</tr>
<tr>
<td>Average</td>
<td>15.83±2.27</td>
<td>16.67±2.28</td>
<td>19.05±3.23</td>
<td>20.77±3.50</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Data set</th>
<th>NRMSE</th>
<th>N = 32</th>
<th>N = 64</th>
<th>N = 128</th>
<th>N = 256</th>
</tr>
</thead>
<tbody>
<tr>
<td>Building1</td>
<td>0.234±0.072</td>
<td>0.274±0.083</td>
<td>0.336±0.085</td>
<td>0.441±0.132</td>
<td></td>
</tr>
<tr>
<td>Building2</td>
<td>0.141±0.081</td>
<td>0.161±0.098</td>
<td>0.192±0.120</td>
<td>0.240±0.143</td>
<td></td>
</tr>
<tr>
<td>Flare1</td>
<td>1.491±0.197</td>
<td>2.061±0.742</td>
<td>2.880±0.990</td>
<td>4.239±1.710</td>
<td></td>
</tr>
<tr>
<td>Flare2</td>
<td>1.618±0.606</td>
<td>2.330±0.995</td>
<td>3.255±0.837</td>
<td>4.748±1.282</td>
<td></td>
</tr>
<tr>
<td>Hearta</td>
<td>0.719±0.178</td>
<td>0.879±0.426</td>
<td>1.188±0.755</td>
<td>1.769±1.002</td>
<td></td>
</tr>
<tr>
<td>Average</td>
<td>0.841±0.227</td>
<td>1.141±0.469</td>
<td>1.570±0.557</td>
<td>2.287±0.854</td>
<td></td>
</tr>
</tbody>
</table>

Table 3.3: Classification and regression error on the test set using the SRP-based algorithm with initial networks of different sizes.

<table>
<thead>
<tr>
<th>Data set</th>
<th>Classification Error (%)</th>
<th>N = 32</th>
<th>N = 64</th>
<th>N = 128</th>
<th>N = 256</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cancer</td>
<td>1.27±0.33</td>
<td>1.23±0.41</td>
<td>1.35±0.37</td>
<td>1.26±0.21</td>
<td></td>
</tr>
<tr>
<td>Card</td>
<td>15.25±2.31</td>
<td>15.85±1.73</td>
<td>15.23±2.38</td>
<td>15.12±2.11</td>
<td></td>
</tr>
<tr>
<td>Diabetes</td>
<td>24.52±3.13</td>
<td>24.13±2.12</td>
<td>23.27±3.23</td>
<td>23.12±2.11</td>
<td></td>
</tr>
<tr>
<td>Average</td>
<td>13.68±1.92</td>
<td>13.77±1.42</td>
<td>13.28±1.99</td>
<td>13.16±1.48</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Data set</th>
<th>NRMSE</th>
<th>N = 32</th>
<th>N = 64</th>
<th>N = 128</th>
<th>N = 256</th>
</tr>
</thead>
<tbody>
<tr>
<td>Building1</td>
<td>0.233±0.025</td>
<td>0.206±0.033</td>
<td>0.244±0.028</td>
<td>0.235±0.031</td>
<td></td>
</tr>
<tr>
<td>Building2</td>
<td>0.163±0.032</td>
<td>0.162±0.022</td>
<td>0.162±0.022</td>
<td>0.162±0.022</td>
<td></td>
</tr>
<tr>
<td>Flare1</td>
<td>0.985±0.103</td>
<td>0.980±0.123</td>
<td>0.941±0.135</td>
<td>0.944±0.083</td>
<td></td>
</tr>
<tr>
<td>Flare2</td>
<td>1.025±0.201</td>
<td>0.990±0.201</td>
<td>0.996±0.198</td>
<td>0.988±0.182</td>
<td></td>
</tr>
<tr>
<td>Hearta</td>
<td>0.443±0.011</td>
<td>0.435±0.015</td>
<td>0.428±0.021</td>
<td>0.415±0.011</td>
<td></td>
</tr>
<tr>
<td>Average</td>
<td>0.569±0.074</td>
<td>0.557±0.079</td>
<td>0.554±0.081</td>
<td>0.548±0.065</td>
<td></td>
</tr>
</tbody>
</table>
3.4. Experimental results

Table 3.4: Average number of remaining neurons for the SRP-based algorithm based on initial networks of different sizes.

<table>
<thead>
<tr>
<th>Data set</th>
<th>N = 32</th>
<th>N = 64</th>
<th>N = 128</th>
<th>N = 256</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cancer</td>
<td>2.5±0.8</td>
<td>2.3±0.7</td>
<td>2.6±0.3</td>
<td>2.4±0.2</td>
</tr>
<tr>
<td>Card</td>
<td>6.1±0.9</td>
<td>6.4±0.8</td>
<td>6.8±0.6</td>
<td>6.6±0.8</td>
</tr>
<tr>
<td>Diabetes</td>
<td>4.8±0.3</td>
<td>4.7±0.5</td>
<td>4.9±0.3</td>
<td>5.2±0.4</td>
</tr>
<tr>
<td>Building1</td>
<td>13.9±1.3</td>
<td>14.4±1.8</td>
<td>15.8±1.7</td>
<td>15.2±1.3</td>
</tr>
<tr>
<td>Building2</td>
<td>18.9±2.1</td>
<td>19.1±2.0</td>
<td>19.0±2.3</td>
<td>19.2±2.1</td>
</tr>
<tr>
<td>Flare1</td>
<td>8.8±0.9</td>
<td>8.7±0.8</td>
<td>8.7±0.7</td>
<td>9.0±0.8</td>
</tr>
<tr>
<td>Flare2</td>
<td>9.3±0.6</td>
<td>9.5±0.7</td>
<td>9.8±0.6</td>
<td>9.9±0.8</td>
</tr>
<tr>
<td>Hearta</td>
<td>5.9±0.5</td>
<td>6.1±0.6</td>
<td>6.2±0.6</td>
<td>6.3±0.5</td>
</tr>
<tr>
<td>Average</td>
<td>8.8±0.9</td>
<td>8.9±1.0</td>
<td>9.2±0.9</td>
<td>9.2±0.9</td>
</tr>
</tbody>
</table>

Table 3.5: Summary of average pruning time (second) for the SRP-based algorithm based on initial networks of different sizes.

<table>
<thead>
<tr>
<th>Data set</th>
<th>N = 32</th>
<th>N = 64</th>
<th>N = 128</th>
<th>N = 256</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cancer</td>
<td>0.032±0.021</td>
<td>0.035±0.021</td>
<td>0.042±0.011</td>
<td>0.031±0.010</td>
</tr>
<tr>
<td>Card</td>
<td>0.031±0.012</td>
<td>0.047±0.018</td>
<td>0.047±0.021</td>
<td>0.056±0.022</td>
</tr>
<tr>
<td>Diabetes</td>
<td>0.031±0.025</td>
<td>0.032±0.010</td>
<td>0.047±0.011</td>
<td>0.063±0.012</td>
</tr>
<tr>
<td>Building1</td>
<td>0.728±0.121</td>
<td>0.848±0.201</td>
<td>0.828±0.103</td>
<td>0.878±0.087</td>
</tr>
<tr>
<td>Building2</td>
<td>2.406±0.501</td>
<td>2.512±0.751</td>
<td>2.922±0.831</td>
<td>3.359±0.981</td>
</tr>
<tr>
<td>Flare1</td>
<td>0.031±0.012</td>
<td>0.031±0.011</td>
<td>0.047±0.021</td>
<td>0.054±0.013</td>
</tr>
<tr>
<td>Flare2</td>
<td>0.047±0.021</td>
<td>0.063±0.022</td>
<td>0.071±0.023</td>
<td>0.094±0.017</td>
</tr>
<tr>
<td>Hearta</td>
<td>0.031±0.011</td>
<td>0.035±0.021</td>
<td>0.041±0.013</td>
<td>0.040±0.023</td>
</tr>
<tr>
<td>Average</td>
<td>0.292±0.090</td>
<td>0.450±0.131</td>
<td>0.506±0.129</td>
<td>0.572±0.146</td>
</tr>
</tbody>
</table>
3.4. Experimental results

Based on the results presented in Tables 3.2 to 3.5, we can conclude that the performance of the original network is significantly improved after applying the SRP algorithm, compared to existing training algorithm. Although slightly more hidden neurons are selected with bigger initial network, the SRP method leads to similar generalization performance.

3.4.3 Comparison with traditional pruning algorithms

In this subsection, the proposed SRP algorithm is compared with conventional pruning algorithms. Three existing neuron-pruning methods are used for comparison: SKEL [103], NC [104], and EFAST [106]. To make the comparison fair, we implement existing neuron-pruning methods using the same stopping criterion. In other words, the pruning is terminated if the validation error increases for three successive iterations. All the networks are initialized with 128 hidden nodes.

Table 3.6 presents the classification and approximation errors of the proposed SRP algorithm and conventional pruning methods. The proposed SRP approach achieves the lowest error for five of the eight data sets. In the other three (“Building1”, “Building2”, and “Flare2”) data sets, SRP achieves the second smallest error. Figure 3.3 presents the Receiver Operating Characteristic (ROC) curves of the SRP algorithm and those of existing methods for the three classification problems.

Tables 3.7 and 3.8 show, respectively, the number of remaining neurons and pruning time of the SRP and traditional pruning algorithms. For the pruned structure, SRP employs slightly more hidden neurons (9.2) than the EFAST method (6.7) for solving eight problems. However, the average network structure obtained from SRP is much smaller than NC (84.2) and SKEL (73.9), respectively. Moreover, SRP requires the least time to converge. The reason is that SRP selects the most significant elements from the trained network. This method can be regarded as a forward selection instead of backward elimination, hence fast convergence is
3.5 Conclusion

In this chapter, we have presented a novel method for neural network structural optimization using the multiple measurement vector (MMV) model. The new method leads to a good generalization performance and a compact architecture.

The link between the optimization of the network structure and the MMV model was established. The proposed method was employed to find the sparse expected. By contrast, NC, SKEL, and EFAST methods spend much longer time on pruning unimportant hidden neurons.

Table 3.6: Classification and approximation error rate on the test sets from various pruning algorithms.

<table>
<thead>
<tr>
<th>Data set</th>
<th>NC</th>
<th>SKEL</th>
<th>EFAST</th>
<th>SRP</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cancer</td>
<td>2.56±1.23</td>
<td>2.83±1.13</td>
<td>2.53±1.33</td>
<td>1.35±0.37</td>
</tr>
<tr>
<td>Card</td>
<td>19.62±2.43</td>
<td>15.81±3.22</td>
<td>18.21±2.91</td>
<td>15.23±2.38</td>
</tr>
<tr>
<td>Diabetes</td>
<td>28.11±2.13</td>
<td>26.51±2.43</td>
<td>24.59±2.61</td>
<td>23.27±3.23</td>
</tr>
<tr>
<td>Average</td>
<td>16.76±1.93</td>
<td>15.05±2.26</td>
<td>15.11±2.28</td>
<td>13.28±1.99</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>NRMSE</th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Building1</td>
<td>0.104±0.021</td>
<td>0.104±0.022</td>
<td>0.839±0.101</td>
<td>0.244±0.028</td>
</tr>
<tr>
<td>Building2</td>
<td>0.520±0.081</td>
<td>0.519±0.085</td>
<td>0.155±0.024</td>
<td>0.162±0.022</td>
</tr>
<tr>
<td>Flare1</td>
<td>2.055±0.913</td>
<td>1.953±0.816</td>
<td>1.400±0.502</td>
<td>0.941±0.135</td>
</tr>
<tr>
<td>Flare2</td>
<td>1.985±0.893</td>
<td>1.453±0.906</td>
<td>0.912±0.502</td>
<td>0.996±0.198</td>
</tr>
<tr>
<td>Hearta</td>
<td>2.871±1.024</td>
<td>1.132±0.521</td>
<td>0.896±0.303</td>
<td>0.428±0.021</td>
</tr>
<tr>
<td>Average</td>
<td>1.514±0.586</td>
<td>1.032±0.470</td>
<td>0.840±0.286</td>
<td>0.554±0.081</td>
</tr>
</tbody>
</table>

Table 3.7: Remaining neurons for different pruning methods.

<table>
<thead>
<tr>
<th>Data set</th>
<th>NC</th>
<th>SKEL</th>
<th>EFAST</th>
<th>SRP</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cancer</td>
<td>102.3±10.0</td>
<td>105.6±8.9</td>
<td>6.8±1.2</td>
<td>2.6±0.3</td>
</tr>
<tr>
<td>Card</td>
<td>22.0±2.5</td>
<td>4.3±1.9</td>
<td>11.2±2.3</td>
<td>6.8±0.6</td>
</tr>
<tr>
<td>Diabetes</td>
<td>15.8±2.3</td>
<td>5.3±1.8</td>
<td>7.2±1.4</td>
<td>4.9±0.3</td>
</tr>
<tr>
<td>Building1</td>
<td>121.8±3.7</td>
<td>122.2±2.6</td>
<td>6.3±1.5</td>
<td>15.8±1.7</td>
</tr>
<tr>
<td>Building2</td>
<td>124.3±2.1</td>
<td>125.2±1.5</td>
<td>7.2±1.5</td>
<td>19.0±2.3</td>
</tr>
<tr>
<td>Flare1</td>
<td>127.1±0.9</td>
<td>127.0±1.0</td>
<td>5.5±1.3</td>
<td>8.7±0.7</td>
</tr>
<tr>
<td>Flare2</td>
<td>117.2±2.8</td>
<td>83.8±12.5</td>
<td>4.2±2.3</td>
<td>9.8±0.6</td>
</tr>
<tr>
<td>Hearta</td>
<td>43.2±5.8</td>
<td>17.6±3.2</td>
<td>4.9±2.0</td>
<td>6.2±0.6</td>
</tr>
<tr>
<td>Average</td>
<td>84.2±3.8</td>
<td>73.9±4.2</td>
<td>6.7±1.7</td>
<td>9.2±0.9</td>
</tr>
</tbody>
</table>
Figure 3.3: Receiver Operating Characteristic (ROC) for pruning algorithms.
3.5. Conclusion

Table 3.8: Pruning time for various pruning methods.

<table>
<thead>
<tr>
<th>Data set</th>
<th>NC</th>
<th>SKEL</th>
<th>EFAST</th>
<th>SRP</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cancer</td>
<td>92.5±23.0</td>
<td>12.6±5.9</td>
<td>8.8±3.2</td>
<td>0.04±0.01</td>
</tr>
<tr>
<td>Card</td>
<td>420.0±122.3</td>
<td>63.3±21.9</td>
<td>18.2±5.3</td>
<td>0.05±0.02</td>
</tr>
<tr>
<td>Diabetes</td>
<td>321.8±72.1</td>
<td>45.3±7.8</td>
<td>10.2±3.4</td>
<td>0.05±0.01</td>
</tr>
<tr>
<td>Building1</td>
<td>201.8±53.7</td>
<td>22.2±8.6</td>
<td>26.3±8.5</td>
<td>0.83±0.10</td>
</tr>
<tr>
<td>Building2</td>
<td>62.3±22.1</td>
<td>21.5±3.5</td>
<td>25.2±5.4</td>
<td>2.92±0.83</td>
</tr>
<tr>
<td>Flare1</td>
<td>98.5±18.8</td>
<td>7.0±1.8</td>
<td>2.5±1.3</td>
<td>0.05±0.02</td>
</tr>
<tr>
<td>Flare2</td>
<td>117.2±2.8</td>
<td>83.8±12.5</td>
<td>4.2±2.3</td>
<td>0.07±0.02</td>
</tr>
<tr>
<td>Hearta</td>
<td>43.2±5.8</td>
<td>17.6±3.2</td>
<td>4.9±2.0</td>
<td>0.04±0.01</td>
</tr>
<tr>
<td>Average</td>
<td>169.7±40.1</td>
<td>34.2±8.2</td>
<td>12.5±3.9</td>
<td>0.51±0.13</td>
</tr>
</tbody>
</table>

representation of the network parameters by selecting the most significant hidden neurons, instead of eliminating the redundant ones, thereby overcoming overfitting and leading to quick convergence. The proposed method was evaluated on a diverse set of classification and function approximation problems. Experimental results show that the proposed SRP algorithm achieves better generalization ability and faster convergence compared to existing neuron pruning algorithms.
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Neural Network Training using Sparse Representation
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4.1 Introduction

Supervised learning has a long history in machine learning [117–119, 121–123, 135–143]. The fundamental challenge in developing a supervised learning algorithm is the trade-off between the generalization performance and the model complexity [105–107]. When the supervised learning algorithm fails to converge to the global minima, other techniques, such as architecture optimization methods, are employed to compensate for the network performance [126, 127, 130–132].

The sparse representation pruning (SRP) method presented in Chapter 3 improves the network generalization performance by optimizing network architecture. The initial network is first trained and then the hidden neurons are selected based on their significance. One disadvantage, however, is that the SRP method requires initial network training, which is time-consuming, especially for a large-sized network.

In this chapter, an extension of the SRP algorithm is proposed to train the initial network and optimize the structure simultaneously. This algorithm is conceptually related to the SRP model. Most importantly, using a dictionary learning strategy, the proposed algorithm supports more efficient computation than the typical prune-after-training method. To the best of our knowledge, this proposed algorithm, termed Sparse Neural Network (SNN), is the first attempt to train NNs based on the sparse representation paradigm. The novelty of the proposed algorithm is summarized as follows:

1. The SNN framework achieves a compact structure by selecting significant hidden neurons, instead of connecting all hidden neurons to the output
nodes. At each training iteration, the hidden neuron that reduces the residual error the most is selected. Therefore, the training accuracy improves continually as more hidden neurons are added to the selection.

2. To obtain a more parsimonious network architecture, the dictionary learning algorithm, based on the singular value decomposition, is introduced. The algorithm aims to maximize the diversity of the outputs from all hidden neurons, thereby improving performance of the sparsity-based supervised learning algorithm.

The rest of the chapter is organized as follows. Section 4.2 gives a brief account of traditional supervised learning algorithms. Section 4.3 details the sparsity-based training algorithm. In this section, the concept of the architecture sparsity is formalized and the problem of network training is reformulated as a sparse representation model. Then the dictionary-learning based algorithm is proposed to optimize the output from hidden neurons. Section 4.4 discusses the implementation issues and evaluates the performance of the proposed supervised learning method, followed by concluding remarks given in Section 4.5.

### 4.2 Neural network training algorithms

The neural network training refers to the process of tuning the free parameters so that the neural network yields a particular response to a specific input pattern. Network learning is necessary when the intrinsic relationship between inputs and outputs is unknown. After training, the network learns to recognize certain patterns and gives the correct output response. There are three major learning paradigms: *supervised learning*, *unsupervised learning*, and *reinforcement learning*.

1. Supervised learning simulates the learning ability of animals that tend to learn from examples [117–119, 121–123, 135–137]. There exists an external
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“supervisor” with knowledge of the environment, in the form of input-output examples. The difference between the actual network output and a desired output is referred to as the error signal. The error is further minimized to find out the relationship between the input and output examples.

2. In addition to supervised learning, higher animals and in particular humans are capable of independently learning from input patterns only. In this process, there are no external “supervisors” or examples to be learned. In unsupervised learning the neural network is designed to discover correlations and hidden relationships from input patterns [144–149]. Discovering such relations allows the machine to make correct decisions based on the input data and to successfully forecast future outputs.

3. In reinforcement learning, the network receives a reinforcement signal based on the actions taken [150–153]. If a positive reinforcement is received, then the probability of the taken action is strengthened reinforced; otherwise, the tendency to produce that action is weakened.

In the following, we focus on supervised learning algorithms for neural networks. The purpose of these learning algorithms is inferring an input-output function from labeled training data. They have been studied extensively and employed for a wide spectrum of applications. In supervised learning, each training pattern consists of an input object and a desired output. The training algorithm analyzes the relationship between the input and output patterns to produce a mapping function. This mapping could be a classifier (in classification) or a regression function (in function approximation). A cost function is also introduced to measure the performance of the neural network. The commonly used cost function is the mean squared error (MSE), defined as

$$E = \frac{1}{L} \sum_{i=1}^{L} (y_i - z_i)^2,$$  \hspace{1cm} (4.1)
where \( L \) is the number of training patterns, and \( y_i \) and \( z_i \) are, respectively, the desired and actual outputs corresponding to the \( i \)-th input pattern. Therefore, training a neural network model is equivalent to optimizing the mapping function of \( n \) variables, where \( n \) is the total number of network parameters (weights and biases).

### 4.2.1 First order methods

The first-order methods analyze the first two (constant and linear) terms of the Taylor series expansion of the cost function (4.1). These algorithms, where the local gradient is used to determine the direction of minimization, are known as steepest or gradient descent methods. The *back-propagation* (BP) method is applied to propagate the error from the output layer to the preceding layers, thereby allowing the computation of the error gradient with respect to the input and hidden layer parameters [116]. This BP algorithm is regarded as one of the most significant breakthroughs in neural network training. Let \( E(t) \) be the MSE between the actual and desired output at the \( t \)-th iteration, and \( \xi(t) \) be the parameter vector containing all adaptable weights and biases at the \( t \)-th iteration. The gradient \( \nabla E(t) \) of the error \( E(t) \) with respect to \( \xi(t) \) is computed as

\[
\nabla E(t) = \frac{\partial E(t)}{\partial \xi(t)}.
\]

**Equation (4.2)**

The update rule of the basic BP algorithm could be written as

\[
\xi(t + 1) = \xi(t) - \alpha \nabla E(t),
\]

**Equation (4.3)**

where \( \alpha \) is the learning rate (or step size). The problem with the standard first-order back-propagation method is the inefficient computation due to the slow convergence. Many improvements have been made to overcome the slow convergence of the BP algorithm, such as the *resilient back-propagation* (RPROP)
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Furthermore, if the learning rate $\alpha$ is too small, the convergence of the training algorithm may be very slow. On the other hand, having $\alpha$ too large may result in the weights oscillating during iterations. A dynamic learning rate is more preferred to overcome the need for trial-and-error methods to select the learning rate. The method presented in [154] increases the learning rate when the output error decreases, whereas the learning rate is reduced if the error increases. In [155], the learning rate is adjusted to accelerate the convergence using the direction cosine of the error derivative vector. Another fast training algorithm is presented in [156], in which a linear system of equations for the output layer is developed. This system is then solved using the modified Gram Schmidt and delta rule algorithm to achieve a fast training.

4.2.2 Second order methods

In contrast to first-order methods, second-order algorithms use the Hessian matrix to perform better estimation of both step size and direction. In other words, the quadratic term from the Taylor expansion of the network error is also taken into account. Newtons Method is one of the basic second order algorithms, which updates the network parameters based on

$$
\nabla E_1 + \frac{\partial^2 E}{\partial \xi_1} \Delta \xi_1 + \frac{\partial^2 E}{\partial \xi_1 \partial \xi_2} \Delta \xi_2 + \cdots + \frac{\partial^2 E}{\partial \xi_1 \partial \xi_n} \Delta \xi_n = 0
$$

\[
\nabla E_2 + \frac{\partial^2 E}{\partial \xi_1 \partial \xi_1} \Delta \xi_1 + \frac{\partial^2 E}{\partial \xi_1^2} \Delta \xi_2 + \cdots + \frac{\partial^2 E}{\partial \xi_2 \partial \xi_n} \Delta \xi_n = 0
\]

$$
\vdots 
$$

\[
\nabla E_n + \frac{\partial^2 E}{\partial \xi_1 \partial \xi_n} \Delta \xi_1 + \frac{\partial^2 E}{\partial \xi_n \partial \xi_1} \Delta \xi_2 + \cdots + \frac{\partial^2 E}{\partial \xi_n^2} \Delta \xi_n = 0
\]

where $n$ is the total number of network parameters, $\nabla E_i$ and $\xi_i$, respectively, represent the $i$-th element from gradient vector $\nabla E$ and parameter vector $\xi$, and
\( \Delta \xi_i \) is the change of \( \xi_i \). Equation (4.4) can also be written in matrix form:

\[
-\nabla E = \begin{bmatrix}
\frac{\partial^2 E}{\partial \xi_1^2} & \frac{\partial^2 E}{\partial \xi_1 \partial \xi_2} & \cdots & \frac{\partial^2 E}{\partial \xi_1 \partial \xi_n} \\
\frac{\partial^2 E}{\partial \xi_2 \partial \xi_1} & \frac{\partial^2 E}{\partial \xi_2^2} & \cdots & \frac{\partial^2 E}{\partial \xi_2 \partial \xi_n} \\
\vdots & \vdots & \ddots & \vdots \\
\frac{\partial^2 E}{\partial \xi_n \partial \xi_1} & \frac{\partial^2 E}{\partial \xi_n \partial \xi_2} & \cdots & \frac{\partial^2 E}{\partial \xi_n^2}
\end{bmatrix}
\begin{bmatrix}
\Delta \xi_1 \\
\Delta \xi_2 \\
\vdots \\
\Delta \xi_n
\end{bmatrix},
\tag{4.5}
\]

where the square matrix of partial derivatives of \( E \) is the Hessian matrix:

\[
H = \begin{bmatrix}
\frac{\partial^2 E}{\partial \xi_1^2} & \frac{\partial^2 E}{\partial \xi_1 \partial \xi_2} & \cdots & \frac{\partial^2 E}{\partial \xi_1 \partial \xi_n} \\
\frac{\partial^2 E}{\partial \xi_2 \partial \xi_1} & \frac{\partial^2 E}{\partial \xi_2^2} & \cdots & \frac{\partial^2 E}{\partial \xi_2 \partial \xi_n} \\
\vdots & \vdots & \ddots & \vdots \\
\frac{\partial^2 E}{\partial \xi_n \partial \xi_1} & \frac{\partial^2 E}{\partial \xi_n \partial \xi_2} & \cdots & \frac{\partial^2 E}{\partial \xi_n^2}
\end{bmatrix}.
\tag{4.6}
\]

The optimal change in the weight vector is then computed as

\[
\Delta \xi = -H^{-1} \nabla E.
\tag{4.7}
\]

However, the calculation of the Hessian matrix and its inverse is always computationally expensive, thereby leading to approximation methods being investigated. The Quasi-Newton methods have been proposed in [120], which avoid the direct computation of the Hessian inverse \( H^{-1} \) by iteratively computing a matrix \( Q_t \), such that

\[
\lim_{t \to +\infty} Q_t = H^{-1}.
\tag{4.8}
\]

The weights are updated using the following rule:

\[
\xi (t + 1) = \xi (t) - Q_t \nabla E (t).
\tag{4.9}
\]

The disadvantage of Quasi-Newton methods is that the storage requirement of \( Q_t \) is proportional to the square of the number of free parameters. The conjugate
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Gradient (CG) methods are introduced due to their extremely moderate storage requirements [119, 157, 158]. The CG algorithms minimize the error using the search direction that is conjugate to the previous directions. Generally, the CG-based algorithms provide faster convergence than basic back-propagation technique and sometimes faster than Quasi-Newton methods.

4.2.3 Hybrid methods

Second order methods are far superior in terms of learning time when compared to first-order back-propagation methods. However, the convergence of network training cannot be always guaranteed because they are more likely to get stuck in local minima. Combining the training speed of Newton (second order) algorithm and the stability of BP (first order) algorithm, Levenberg Marquardt (LM) algorithm is proposed as one of the most efficient algorithms for training small and medium sized networks [121]. The LM algorithm approximates the Hessian matrix as follows:

\[ H^* \approx J^T J + \mu I, \]  

(4.10)

where \( \mu \) is called the combination coefficient, \( I \) is the identity matrix, and \( J \) is the Jacobian matrix. This Jacobian matrix can be computed as

\[
J = \begin{bmatrix}
\frac{\partial e_{11}}{\partial \xi_1} & \frac{\partial e_{11}}{\partial \xi_2} & \cdots & \frac{\partial e_{11}}{\partial \xi_n} \\
\frac{\partial e_{12}}{\partial \xi_1} & \frac{\partial e_{12}}{\partial \xi_2} & \cdots & \frac{\partial e_{12}}{\partial \xi_n} \\
\vdots & \vdots & \ddots & \vdots \\
\frac{\partial e_{LM}}{\partial \xi_1} & \frac{\partial e_{LM}}{\partial \xi_2} & \cdots & \frac{\partial e_{LM}}{\partial \xi_n}
\end{bmatrix},
\]

where \( L \) is the number of training patterns, \( M \) is the number of output dimensions, and \( e_{ij} \) is the training error at the \( j \)-th output when applying the \( i \)-th training pattern. The update rule of the LM algorithm is given by

\[
\xi(t + 1) = \xi(t) - \left( J^T(t) J(t) + \mu I \right)^{-1} J(t) e(t),
\]  

(4.11)
where $J(t)$ is the Jacobian matrix at the $t$-th iteration, and the error vector $\mathbf{e}(t)$ has the form

$$\mathbf{e}(t) = [e_{11}, e_{12}, \ldots, e_{LM}]^T.$$  \hfill (4.12)

Another hybrid training algorithm is proposed in [123] by combining a new calculation of the Jacobian matrix with second-order learning methods. The training algorithm in [159] simplifies network training using the forward-only computation. One major feature is that it allows arbitrarily connected network structure. Therefore, more complex network architectures can be efficiently trained, leading to the reduction of the computational complexity.

### 4.2.4 Other methods

So far the above training methods are used for a fixed network structure. In other words, the number of layers or hidden neurons is determined before training. However, as mentioned in Section 3.2.4, there exists no systematic way of choosing the optimum network structure. Having a too large network size can result in overfitting, whereas a too small structure may not allow the network to reach the desired performance level. To dynamically tune the network structure while training, adaptive-structure training methods are employed, such as Bayesian regularization (BR) [160, 161], standard constructive approach (SCA) [162] and evolutionary optimization-based (EO) methods [113, 124, 125, 163]. These approaches train and optimize the network architecture simultaneously.

The BR method updates the network parameters according to Levenberg-Marquardt algorithm [160, 161]. In BR, the output errors and the network parameters are included in the cost function. Note that a network weight or bias is removed if its value is reduced to zero. Therefore, by minimizing the cost function, the BR algorithm achieves the minimal topology and trains the network simultaneously.

The SCA method starts with an empty topology [162]. During the training,
SCA dynamically determines the size of the network by adding extra hidden neurons, as long as the output error keeps decreasing. The SCA approach stops adding new neurons when the error starts increasing.

A few other methods have attempted to combine evolutionary computation with network training [113, 124, 125, 163]. EO methods are powerful search algorithms based on the mechanism of natural selection. They simultaneously consider many points in the search space so as to increase the chance of convergence to the global minimum. In EO-based training, each element from the chromosome represents a network parameter (either weight or basis). The evolutionary strategy is used to search the best combination of the chromosomes.

4.3 Sparsity-based network training

In this section, a neural network training algorithm based on sparse representation and dictionary learning is proposed. The proposed training method, referred to as SNN for short, generates a sparse network architecture and minimizes the training error simultaneously. Subsection 4.3.1 introduces the general framework of the proposed network training method. Subsection 4.3.2 describes the optimization strategy that selects the important hidden neurons from an initial network. Subsection 4.3.3 presents a dictionary learning-based approach to determine the optimum network parameters.

4.3.1 SNN Problem formulation

Consider a three-layer fully-connected network with one hidden layer, an input layer and an output layer. Suppose the initial network architecture consists of $Q$ inputs, $N$ hidden neurons and $M$ outputs. Let $V \in \mathbb{R}^{N \times Q}$ and $W \in \mathbb{R}^{M \times N}$ denote the weight matrices of the hidden layer and the output layer, respectively, where the rows of the matrix represent the weight vectors of the individual neurons. Suppose we have $L$ pairs $(p_i, y_i)$ of input vectors and their corresponding desired
output patterns. Let \( P = [p_1, p_2, ..., p_L] \) be the input matrix and \( Y = [y_1, y_2, ..., y_L] \) be the desired output matrix of the training patterns. The output matrix of the hidden layer can be expressed as

\[
X = f(VP + B_1), \tag{4.13}
\]

where \( f(\cdot) \) is the activation function of the hidden layer, and \( B_1 \) is the bias matrix having the bias vector \( b_1 \) as its columns. The \( i \)-th row of the matrix \( X \) represents the outputs of the \( i \)-th hidden neuron due to the input patterns \( P \). Let \( Z \in \mathbb{R}^{M \times L} \) denote the neural network output matrix, corresponding to the input matrix \( P \):

\[
Z = g(WX + B_2), \tag{4.14}
\]

where \( g(\cdot) \) is the activation function of output layers, and \( B_2 \) is the bias matrix of the output layer containing the bias vector \( b_2 \) as its columns. Again, if \( g(\cdot) \) is an invertible function, we can always replace the output neurons with linear units by applying the inverse function \( g^{-1}(\cdot) \). Therefore, without loss of generality, we hereafter assume that \( g(\cdot) \) is a linear activation function. The actual output of the network can then be expressed as

\[
Z = WX + B_2. \tag{4.15}
\]

Based on the above formulation, a new training algorithm is proposed which consists of two stages: Architecture optimization and Weight update.

**Stage one: Architecture optimization.** The proposed model optimizes the network structure during the training process. The SNN framework considers the network topology as a sparse structure, then the sparse representation algorithm is employed to reconstruct the network structure. The hidden neurons are evaluated in an iterative fashion based on their contribution to the desired output. Only the neurons that contribute most to the minimization of the residual error are selected
from the candidate neuron pool.

**Stage two: Weight update.** Architecture optimization aims to select important hidden neurons from a candidate neuron pool. The neuron selection is equivalent to finding the sparse representation for all existing hidden neurons. Furthermore, the weight matrix between the hidden and output layer is regarded as the dictionary in the sparse representation. To improve the performance of the sparse representation, a dictionary learning method is introduced to update the output-layer weights. This is done by maximizing the diversity of the outputs from hidden neurons.

In the following two subsections, we describe the architecture optimization and dictionary learning-based approach to train the neural network.

### 4.3.2 Architecture optimization

The architecture optimization stage aims to find a compact topology with the minimal number of hidden neurons. This is done by selecting important neurons from the existing network while ignoring the rest. Note that removing a hidden neuron from the initial network is equivalent to setting the output from this hidden neuron to zero. The architecture optimization method is similar with the SRP method presented in Chapter 3.

Given the desired output matrix $Y$, the bias matrix of the output layer $B_2$, and the weight matrix between the hidden and output layer $W$, Eq. (4.15) can be rewritten as

$$Y = Z + E = WX + B_2 + E,$$

(4.16)

where $E = [e_1, e_2, ..., e_L]$ is the network error matrix; that is, the column vector $e_i$ represents the error between the actual output $z_i$ and the desired output $y_i$. The architecture optimization process is then cast as solving the following multiple
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measurement vector (MMV) problem:

$$\min S(X) \text{ subject to } \|\tilde{Y} - WX\|_2 \leq \epsilon,$$  \hspace{1cm} (4.17)

where $S(X)$ is a measure of matrix sparsity, $\tilde{Y} = Y - B$, $X$ is the output matrix from hidden neurons, and $\epsilon$ is the bound on the network error. We apply the M-OMP algorithm presented in [60] to solve the MMV model. After selecting the important hidden neurons from the network, the matrix $X$ becomes a sparse matrix where most of the rows are zero. Let $\hat{V}$ denote a matrix containing the weights and the biases of the hidden layer:

$$\hat{V} = [V, b_1].$$  \hspace{1cm} (4.18)

Let $\hat{P}$ be the augmented input matrix:

$$\hat{P} = \begin{bmatrix} P \\ 1^T \end{bmatrix},$$  \hspace{1cm} (4.19)

where $1$ is a $L$-dimensional vector whose elements are equal to 1. The weight and bias between the input and hidden layer can then be adjusted by minimizing the following least squares criteria:

$$\hat{V} = \arg \min \|f^{-1}(X) - \hat{V}\|_2,$$  \hspace{1cm} (4.20)

where $f^{-1}(\cdot)$ represents the inverse of the activation function $f(\cdot)$.

### 4.3.3 Weight update

During the architecture optimization, the proposed algorithm generates a compact architecture by selecting the most significant hidden neurons from the original network. The neuron selection is equivalent to finding the sparse representation
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of the matrix $X$. Note that the weight matrix $W$ (see Eq. (4.17)) serves as the dictionary $\mathcal{D}$ in the sparse representation. To improve the performance of the sparse representation, a novel dictionary learning algorithm, based on KSVD, is introduced to update the weight matrix $W$.

The KSVD algorithm, one of the most popular algorithms for the dictionary learning, is used to update the atoms through an SVD-based iterative method [75]. The traditional KSVD method assumes that the dictionary $\mathcal{D}$ is unknown so the method optimizes $\mathcal{D}$ as well as the sparse representation. Thus, the optimization problem becomes

$$
(D', X') = \arg \min_{D, X} \{ S(X) + \| Y - DX \|_2 \}. \tag{4.21}
$$

The interested reader is referred to [75] for more details on the KSVD algorithm. Despite the efficiency of training the dictionary, the KSVD method is not suitable for high dimensional signals. For instance, it relies on a pursuit algorithm to calculate the sparse coefficients for each column of the solution. Furthermore, KSVD only updates one atom in the dictionary at each iteration. All these properties lead to a high computational complexity.

Since the proposed SNN method is based on the MMV model, nonzero elements in the solution are clustered in a few rows. As a result, we are able to update more than one atom in the dictionary at each iteration. To aid the explanation, we firstly define an operator called $\text{svds}$. By the singular value decomposition, an arbitrary matrix $A \in \mathbb{R}^{M \times N}$ can be written as

$$
A = U \Sigma V,
$$

where $U \in \mathbb{R}^{M \times M}$ and $V \in \mathbb{R}^{N \times N}$ are orthogonal matrices, and $\Sigma$ is a diagonal matrix of the same dimension as $A$. Given a positive integer $k$, we define the $\text{svds}
operator as

\[ \text{svds}(A, k) = [U_k, \Sigma_k, V_k], \]

(4.23)

where \( U_k \) is the first \( k \) columns in \( U \), \( \Sigma_k \) is a diagonal matrix of size \( k \times k \), and \( V_k \) is the first \( k \) columns in \( V \). Overall, the strategy for updating the dictionary and the corresponding coefficients matrix \( X \), termed multi-KSVD (mKSVD), is shown in Algorithm 7.

**Algorithm 7: mKSVD-based dictionary update strategy.**

```
input : The signal matrix \( Y \), the initial dictionary \( D(0) \), the corresponding coefficients matrix \( X(0) \), the number of update atoms \( k \) and the number of maximal iterations \( T \);
.output: An optimized dictionary \( D^* \) and the coefficients \( X^* \);

for \( t = 1 \) to \( T \) do
  repeat
    Select \( k \) non-zero rows from \( X(t-1) \):
    \( X_s = \{x_i | x_i \in X(t-1) \text{ and } x_i \neq 0\} \).

    Record \( k \) columns from \( D(t-1) \) that are associated with \( X_s \):
    \( D_s = \{d_i \in D(t-1) | \text{row } x_i \in X_s\} \),

    where \( d_i \) is the \( i \)-th column from \( D(t-1) \).

    Calculate the error due to \( D_s \):
    \( E_s = Y - D(t-1)X(t-1) + \sum_{d_i \in D_s} d_i x_i \).

    Apply the svds operator to \( E_s \) to compute \( X_s \) and \( D_s \):
    \[ [U_k, \Sigma_k, V_k] = \text{svds}(E_s, k), \text{ and } D_s = U_k, X_s = \Sigma_k V_k. \]

  until all non-zero rows in \( X(t-1) \) have been processed;

end

Return \( D^* = D(T) \), and \( X^* = X(T) \).
```

As observed from Algorithm 7, when \( k = 1 \), the mKSVD method becomes the traditional KSVD algorithm, in which only one atom is updated at each iteration. Thus the mKSVD approach is regarded as a general case for the KSVD method. More importantly, mKSVD updates several atoms (hidden neurons)
simultaneously, which accelerates the convergence of the algorithm. The mKSVD algorithm is then employed in the SNN algorithm to optimize the dictionary $W$. This is done by replacing the signal matrix $Y$, the initial dictionary $D(0)$, and the corresponding coefficients matrix $X(0)$ from Algorithm 7 with $\tilde{Y}$, $W$, and $X$ from Eq. (4.17), respectively.

### 4.4 Experimental results

In this section, we evaluate the performance of the SNN algorithm based on several function approximation and classification problems. The details of the data sets, network architecture, and the evaluation criterion are presented in Subsection 4.4.1. The effect of the initial network size on the performance of the SNN method is evaluated in Subsection 4.4.2. The effect of the dictionary learning is analyzed in Subsection 4.4.3. The comparison results between the proposed algorithm and traditional training methods are then presented in Subsection 4.4.4.

#### 4.4.1 Experimental setup

Several benchmark problems from Proben1 [133] and UCI [134] data sets are considered. The problems are selected so as to ensure a good coverage of classification and regression problems with binary and continuous variables and different numbers of input and output attributes. Table 4.1 presents details of the data sets.

Each data set is partitioned into three subsets: a training set, a validation set, and a test set. The training data is used to train and optimize the network architecture, the validation set is used for the stopping criterion, and the test set is used for the evaluation of the generalization performance. The sizes of the training, validation and test sets in all cases are 50%, 25%, and 25%, respectively.

In all experiments, a feed-forward network is employed with one hidden layer. The activation function between the input and hidden layers is the standard tangent sigmoid function; the output neurons have a linear activation function.
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Table 4.1: Data sets used for classification and function approximation benchmarking. A partitioning into training, validation, and test set is also given for each data set.

<table>
<thead>
<tr>
<th>Data set</th>
<th>Task type</th>
<th>Input</th>
<th>Output</th>
<th>Training</th>
<th>Validation</th>
<th>Test</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cancer</td>
<td>Classification</td>
<td>9</td>
<td>2</td>
<td>350</td>
<td>175</td>
<td>174</td>
</tr>
<tr>
<td>Card</td>
<td>Classification</td>
<td>51</td>
<td>2</td>
<td>345</td>
<td>173</td>
<td>172</td>
</tr>
<tr>
<td>Diabetes</td>
<td>Classification</td>
<td>8</td>
<td>2</td>
<td>384</td>
<td>192</td>
<td>192</td>
</tr>
<tr>
<td>Building1</td>
<td>Approximation</td>
<td>14</td>
<td>3</td>
<td>2104</td>
<td>1052</td>
<td>1052</td>
</tr>
<tr>
<td>Building2</td>
<td>Approximation</td>
<td>14</td>
<td>3</td>
<td>2104</td>
<td>1052</td>
<td>1052</td>
</tr>
<tr>
<td>Flare1</td>
<td>Approximation</td>
<td>24</td>
<td>3</td>
<td>533</td>
<td>267</td>
<td>266</td>
</tr>
<tr>
<td>Flare2</td>
<td>Approximation</td>
<td>24</td>
<td>3</td>
<td>533</td>
<td>267</td>
<td>266</td>
</tr>
<tr>
<td>Hearta</td>
<td>Approximation</td>
<td>35</td>
<td>1</td>
<td>152</td>
<td>76</td>
<td>75</td>
</tr>
</tbody>
</table>

Table 4.2: Parameters for various training algorithms.

<table>
<thead>
<tr>
<th>Algorithms</th>
<th>Training parameters</th>
</tr>
</thead>
</table>
| SNN        | • the number for updated atoms is set to $k = 3$;  
|            | • the maximal iteration for dictionary learning is $T = 10$. |
| RPROP      | • the maximum training iteration is 300;  
|            | • the minimum performance gradient is $10^{-6}$;  
|            | • the learning rate is 0.01. |
| BR         | • the maximum training iteration is 300;  
|            | • the Marquardt adjustment rate is 0.005. |
| SCA        | • the number of hidden neurons from the initial network is set to 1;  
|            | • one extra hidden neuron will be added iteratively. |
| EO         | • the population size is 100;  
|            | • the crossover and mutation probability is 0.7 and 0.32, respectively. |

Initial network parameters are chosen randomly in the range [-0.1 0.1] using the uniform distribution. Four conventional training algorithms are implemented for comparison with SNN: RPROP [117], Bayesian regularization algorithm (BR) [160], standard constructive approach (SCA) [162] and evolutionary optimization-based (EO) methods [163]. Their parameters are presented in Table 4.2. To make the comparison fair, the network training is terminated if the validation error increases for three successive times or the maximum training iteration is reached.

The network performance is evaluated by processing the data sets for 30 independent runs. The classification error is used to evaluate performance for the classification problems, while the normalized root-mean-square error (NRMSE) is used for function approximation problems (see Eq. (3.16)). As for the network structure, we compare the number of remaining hidden neurons.
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4.4.2 Initial network size

In this subsection, we analyze the robustness of the SNN method to different network sizes. A relatively large network is more prone to converging to a local minimum than a smaller network. However, the large network also takes longer training time. As a result, we evaluate the proposed algorithm based on various initial network sizes. The number of initial hidden neurons ($N$) is set to 32, 64, and 128.

Tables 4.3 and 4.4 show the average NRMSE and classification error rate of the proposed training algorithm based on different initial network sizes. These results indicate that larger network sizes give slightly better generalization performance. For instance, the average NRMSE on the test sets is 0.515, 0.483 and 0.470 for initial network sizes 32, 64 and 128, respectively. Meanwhile, the best regression performance on the test set is always obtained with $N = 128$.

The resulting average network sizes are presented in Fig. 4.1 (a), and the average training time is shown in Fig. 4.1 (b). In terms of the number of remaining hidden neurons, the SNN method generates similar network size, independent of the initial network size. For instance, the proposed algorithm selects on average 6.46, 6.35, and 6.40 neurons for initial network sizes 32, 64 and 128, respectively. On the other hand, slightly longer training time is required for larger initial network sizes. When $N = 128$, the SNN method requires 10.1% extra time on average to complete training, compared to $N = 32$. Based on these simulation results, we can conclude that the larger initial network size leads to longer training time and better generalization capability; however, final network size is insensitive to the initial network size. This is because the SNN algorithm selects hidden neurons instead of eliminating the redundant neurons. As a result, the final network structure depends on the number of hidden neurons to be selected instead of the number of hidden neurons to be removed.
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Table 4.3: Regression NRMSE obtained from the SNN algorithm with initial structures of different sizes.

<table>
<thead>
<tr>
<th>Data set</th>
<th>Training error (NRMSE)</th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$N = 32$</td>
<td>$N = 64$</td>
<td>$N = 128$</td>
</tr>
<tr>
<td>Building1</td>
<td>0.061±0.012</td>
<td>0.067±0.010</td>
<td>0.062±0.012</td>
</tr>
<tr>
<td>Building2</td>
<td>0.133±0.025</td>
<td>0.134±0.011</td>
<td>0.134±0.021</td>
</tr>
<tr>
<td>Flare1</td>
<td>0.889±0.046</td>
<td>0.885±0.057</td>
<td>0.875±0.063</td>
</tr>
<tr>
<td>Flare2</td>
<td>1.068±0.124</td>
<td>0.983±0.106</td>
<td>1.005±0.122</td>
</tr>
<tr>
<td>Hearta</td>
<td>0.461±0.106</td>
<td>0.494±0.092</td>
<td>0.479±0.023</td>
</tr>
<tr>
<td>Average</td>
<td>0.522±0.063</td>
<td>0.513±0.055</td>
<td>0.511±0.048</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Data set</th>
<th>Test error (NRMSE)</th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$N = 32$</td>
<td>$N = 64$</td>
<td>$N = 128$</td>
</tr>
<tr>
<td>Building1</td>
<td>0.192±0.021</td>
<td>0.194±0.022</td>
<td>0.168±0.022</td>
</tr>
<tr>
<td>Building2</td>
<td>0.134±0.022</td>
<td>0.134±0.011</td>
<td>0.123±0.011</td>
</tr>
<tr>
<td>Flare1</td>
<td>0.887±0.105</td>
<td>0.786±0.143</td>
<td>0.784±0.103</td>
</tr>
<tr>
<td>Flare2</td>
<td>0.964±0.108</td>
<td>0.905±0.122</td>
<td>0.875±0.102</td>
</tr>
<tr>
<td>Hearta</td>
<td>0.400±0.074</td>
<td>0.399±0.062</td>
<td>0.399±0.012</td>
</tr>
<tr>
<td>Average</td>
<td>0.515±0.066</td>
<td>0.483±0.072</td>
<td>0.470±0.050</td>
</tr>
</tbody>
</table>

Table 4.4: Classification error rate obtained from the SNN algorithm as a function of initial network size.

<table>
<thead>
<tr>
<th>Data set</th>
<th>Training error (%)</th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$N = 32$</td>
<td>$N = 64$</td>
<td>$N = 128$</td>
</tr>
<tr>
<td>Cancer</td>
<td>4.15±1.25</td>
<td>4.02±1.21</td>
<td>3.94±2.33</td>
</tr>
<tr>
<td>Card</td>
<td>12.42±3.43</td>
<td>12.13±2.13</td>
<td>12.96±4.25</td>
</tr>
<tr>
<td>Diabetes</td>
<td>21.23±3.84</td>
<td>22.61±3.62</td>
<td>19.61±3.21</td>
</tr>
<tr>
<td>Average</td>
<td>12.60±2.84</td>
<td>12.92±2.32</td>
<td>12.17±3.26</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Data set</th>
<th>Test error (%)</th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$N = 32$</td>
<td>$N = 64$</td>
<td>$N = 128$</td>
</tr>
<tr>
<td>Cancer</td>
<td>0.62±0.23</td>
<td>1.05±0.46</td>
<td>0.72±0.58</td>
</tr>
<tr>
<td>Card</td>
<td>12.44±2.15</td>
<td>12.12±1.29</td>
<td>12.99±2.71</td>
</tr>
<tr>
<td>Average</td>
<td>11.58±1.87</td>
<td>11.56±1.63</td>
<td>11.64±2.20</td>
</tr>
</tbody>
</table>
4.4. Experimental results

![Graph showing the number of remaining hidden neurons for different datasets and network sizes.](image)

**Figure 4.1:** Summary of resulting average network size and training time using the SNN algorithm with initial networks of different sizes.

### 4.4.3 Dictionary learning

In Chapter 3, a pruning-like algorithm (called SRP) was proposed which selects the most important hidden neurons iteratively. The major difference between SRP and SNN is that SNN adopts a dictionary learning strategy. To better understand the effect of dictionary learning on the performance of the trained network, we compare SNN with the SRP algorithm using the data sets from Table 4.1. The implementation of the SRP algorithm is given in Chapter 3. The network is initialized with 128 hidden neurons in both cases.

Tables 4.5 and 4.6 present the regression NRMSE and classification error rate for the SRP and SNN algorithms, respectively. In all cases, the test error of SNN is lower than that of SRP, which shows a consistent improvement in performance. Overall, the average classification accuracy of SNN is improved by 2.05% (on the training sets) and 1.64% (on the test sets) compared to the performance of the SRP.
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method. Again, the performance of sparse representation depends heavily on the employed dictionary. When the dictionary is optimized, a sparser and more accurate solution is obtained. Similarly, when the dictionary learning algorithm is applied in SNN to optimize network weights, it leads to a more compact network structure.

Table 4.5: Summary of the regression NRMSE of SNN against SRP for the approximation problems.

<table>
<thead>
<tr>
<th>Data set</th>
<th>Training error (NRMSE)</th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>SRP</td>
<td>SNN</td>
<td></td>
</tr>
<tr>
<td>Building1</td>
<td>0.104±0.038</td>
<td>0.062±0.012</td>
<td></td>
</tr>
<tr>
<td>Building2</td>
<td>0.151±0.045</td>
<td>0.134±0.021</td>
<td></td>
</tr>
<tr>
<td>Flare1</td>
<td>0.917±0.105</td>
<td>0.875±0.063</td>
<td></td>
</tr>
<tr>
<td>Flare2</td>
<td>1.002±0.138</td>
<td>1.005±0.122</td>
<td></td>
</tr>
<tr>
<td>Heartha</td>
<td>0.478±0.026</td>
<td>0.479±0.023</td>
<td></td>
</tr>
<tr>
<td>Average</td>
<td>0.530±0.070</td>
<td>0.511±0.048</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Data set</th>
<th>Test error (NRMSE)</th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>SRP</td>
<td>SNN</td>
<td></td>
</tr>
<tr>
<td>Building1</td>
<td>0.244±0.028</td>
<td>0.168±0.022</td>
<td></td>
</tr>
<tr>
<td>Building2</td>
<td>0.162±0.022</td>
<td>0.123±0.011</td>
<td></td>
</tr>
<tr>
<td>Flare1</td>
<td>0.941±0.135</td>
<td>0.784±0.103</td>
<td></td>
</tr>
<tr>
<td>Flare2</td>
<td>0.996±0.198</td>
<td>0.875±0.102</td>
<td></td>
</tr>
<tr>
<td>Heartha</td>
<td>0.428±0.021</td>
<td>0.369±0.012</td>
<td></td>
</tr>
<tr>
<td>Average</td>
<td>0.554±0.081</td>
<td>0.464±0.050</td>
<td></td>
</tr>
</tbody>
</table>

Next we compare SNN with SRP in terms of the resulting structure. As shown in Fig. 4.2, for seven out of eight data sets, SNN utilizes fewer hidden neurons than SRP. In SRP the weight matrix is fixed during the structural optimization, whereas, this weight matrix (dictionary) is optimized in SNN to maximize the diversity of the outputs from all hidden neurons, thereby improving performance of the sparsity-based supervised learning algorithm.

4.4.4 Comparison with conventional training methods

In this subsection, the performance of the proposed algorithm is compared with those of existing methods that train and optimize the network structure simul-
Table 4.6: Summary of the classification error rate of SNN against SRP.

<table>
<thead>
<tr>
<th>Data set</th>
<th>Training error (%)</th>
<th>Test error (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>SRP</td>
<td>SNN</td>
</tr>
<tr>
<td>Cancer</td>
<td>3.72±1.40</td>
<td>3.94±2.33</td>
</tr>
<tr>
<td>Card</td>
<td>18.61±4.14</td>
<td>12.96±4.25</td>
</tr>
<tr>
<td>Diabetes</td>
<td>20.33±3.81</td>
<td>19.61±3.21</td>
</tr>
<tr>
<td>Average</td>
<td>14.22±3.12</td>
<td>12.17±3.26</td>
</tr>
</tbody>
</table>

Figure 4.2: Average resulting network structures obtained from the SRP and SNN method.

Taneously. Three conventional training algorithms are selected to compare with SNN: Bayesian regularization (BR) [160], standard constructive approach (SCA) [162] and evolutionary optimization-based (EO) methods [163]. The parameters used for these algorithms are given in Table 4.2. These approaches train and minimize the network architecture simultaneously. For BR, EO, and SNN, the networks are initialized with 128 hidden neurons; SCA starts from a network with only one hidden neuron. We also compare the training and test performance of SNN with those of traditional training algorithms RPROP and LM, which use a fixed network structure.

The average NRMSE over 30 runs from regression benchmarking problems are summarized in Table 4.7. Clearly the proposed approach achieves better
generalization ability in comparison to other methods. Although the SNN method obtains slightly worse training accuracy, it achieves the best performance on the test data sets for three out of five problems, namely, the Building1, Flare1, and Flare2. On the remaining two data sets, the SNN achieves the second smallest test error; however, the difference of 0.001 in NRMSE is not significant.

Table 4.7: Regression NRMSE for the proposed SNN method and traditional training algorithms for function approximation.

<table>
<thead>
<tr>
<th>Data set</th>
<th>Training error (NRMSE)</th>
<th>BR</th>
<th>SCA</th>
<th>EO</th>
<th>SNN</th>
</tr>
</thead>
<tbody>
<tr>
<td>Building1</td>
<td>0.073±0.012</td>
<td>0.084±0.031</td>
<td>0.079±0.021</td>
<td><strong>0.062±0.012</strong></td>
<td></td>
</tr>
<tr>
<td>Building2</td>
<td><strong>0.098±0.024</strong></td>
<td>0.154±0.017</td>
<td>0.165±0.057</td>
<td>0.134±0.021</td>
<td></td>
</tr>
<tr>
<td>Flare1</td>
<td><strong>0.875±0.052</strong></td>
<td>0.875±0.053</td>
<td>0.886±0.063</td>
<td>0.875±0.063</td>
<td></td>
</tr>
<tr>
<td>Flare2</td>
<td><strong>1.002±0.132</strong></td>
<td>1.027±0.180</td>
<td>1.123±0.200</td>
<td>1.005±0.122</td>
<td></td>
</tr>
<tr>
<td>Hearta</td>
<td>0.336±0.022</td>
<td><strong>0.328±0.028</strong></td>
<td>0.338±0.025</td>
<td>0.479±0.023</td>
<td></td>
</tr>
<tr>
<td>Average</td>
<td><strong>0.477±0.048</strong></td>
<td>0.494±0.309</td>
<td>0.518±0.073</td>
<td>0.511±0.048</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Data set</th>
<th>Test error (NRMSE)</th>
<th>BR</th>
<th>SCA</th>
<th>EO</th>
<th>SNN</th>
</tr>
</thead>
<tbody>
<tr>
<td>Building1</td>
<td>0.314±0.025</td>
<td>0.297±0.019</td>
<td>0.307±0.020</td>
<td><strong>0.168±0.022</strong></td>
<td></td>
</tr>
<tr>
<td>Building2</td>
<td><strong>0.122±0.017</strong></td>
<td>0.156±0.050</td>
<td>0.161±0.045</td>
<td>0.123±0.011</td>
<td></td>
</tr>
<tr>
<td>Flare1</td>
<td>0.852±0.120</td>
<td>0.871±0.108</td>
<td>0.869±0.123</td>
<td><strong>0.784±0.103</strong></td>
<td></td>
</tr>
<tr>
<td>Flare2</td>
<td>0.912±0.120</td>
<td>0.881±0.106</td>
<td>0.905±0.186</td>
<td><strong>0.875±0.102</strong></td>
<td></td>
</tr>
<tr>
<td>Hearta</td>
<td><strong>0.368±0.016</strong></td>
<td>0.400±0.011</td>
<td>0.374±0.031</td>
<td>0.369±0.012</td>
<td></td>
</tr>
<tr>
<td>Average</td>
<td><strong>0.514±0.060</strong></td>
<td>0.521±0.059</td>
<td>0.523±0.081</td>
<td><strong>0.464±0.050</strong></td>
<td></td>
</tr>
</tbody>
</table>

Table 4.8 reports the average classification error from various training algorithms over 30 runs. We find that the proposed algorithm generates the best results on the test data. The average test accuracy from the BR, SCA, EO, and SNN method generates 12.42%, 12.87%, 12.32%, and 11.64% respectively. Table 4.9 presents the size of final network obtained from BR, SCA, EO and SNN. The SCA obtains the most compact architecture, while BR, EO and SNN requires extra 122.5, 25.6 and 2.0 hidden neurons on average. That is, the proposed algorithm achieves the second smallest network structure. However, the proposed SNN method achieves much better test accuracy than SCA. By contrast, both BR and EO perform worse than SCA in terms of the average generalization ability and
more hidden neurons.

Table 4.8: Summary of the classification error (%) of SNN against existing algorithms. The BR algorithm fails to solve the “Card” problem because it runs out of the memory (labeled with the × symbol).

<table>
<thead>
<tr>
<th>Algorithms</th>
<th>Cancer</th>
<th>Card</th>
<th>Diabetes</th>
<th>Average</th>
</tr>
</thead>
<tbody>
<tr>
<td>BR</td>
<td>Training</td>
<td>5.15±2.85</td>
<td>12.35±3.23</td>
<td><strong>19.27±4.29</strong></td>
</tr>
<tr>
<td></td>
<td>Test</td>
<td>2.14±1.57</td>
<td>13.35±1.68</td>
<td>21.76±2.38</td>
</tr>
<tr>
<td>SCA</td>
<td>Training</td>
<td>3.95±3.05</td>
<td><strong>11.02±5.86</strong></td>
<td>23.08±4.27</td>
</tr>
<tr>
<td></td>
<td>Test</td>
<td>2.32±1.86</td>
<td>13.39±2.68</td>
<td>22.90±4.10</td>
</tr>
<tr>
<td>EO</td>
<td>Training</td>
<td>4.95±2.03</td>
<td>13.47±3.58</td>
<td>25.86±4.23</td>
</tr>
<tr>
<td></td>
<td>Test</td>
<td>2.13±0.93</td>
<td><strong>12.58±1.85</strong></td>
<td>22.25±4.68</td>
</tr>
<tr>
<td>SNN</td>
<td>Training</td>
<td><strong>3.94±2.33</strong></td>
<td>12.96±4.25</td>
<td>19.61±3.21</td>
</tr>
<tr>
<td></td>
<td>Test</td>
<td><strong>0.72±0.58</strong></td>
<td>12.99±2.71</td>
<td><strong>21.22±3.32</strong></td>
</tr>
</tbody>
</table>

Table 4.9: Remaining hidden neurons for the conventional training and proposed SNN methods.

<table>
<thead>
<tr>
<th>Data sets</th>
<th>BR</th>
<th>SCA</th>
<th>EO</th>
<th>SNN</th>
</tr>
</thead>
<tbody>
<tr>
<td>Building1</td>
<td>126.0±2.0</td>
<td>9.0±1.3</td>
<td>23.0±2.3</td>
<td>7.9±1.0</td>
</tr>
<tr>
<td>Building2</td>
<td>126.0±1.9</td>
<td>6.5±1.0</td>
<td>24.5±3.0</td>
<td>18.2±0.3</td>
</tr>
<tr>
<td>Flare1</td>
<td>126.8±1.2</td>
<td>4.6±2.3</td>
<td>22.6±4.9</td>
<td><strong>2.1±0.7</strong></td>
</tr>
<tr>
<td>Flare2</td>
<td>127.0±1.0</td>
<td><strong>2.0±0.9</strong></td>
<td>24.8±6.5</td>
<td>3.5±1.0</td>
</tr>
<tr>
<td>Hearta</td>
<td>127.3±0.7</td>
<td>2.2±0.7</td>
<td>25.0±5.9</td>
<td>5.2±1.5</td>
</tr>
<tr>
<td>Cancer</td>
<td>126.0±2.0</td>
<td>2.2±0.5</td>
<td>32.2±4.5</td>
<td><strong>1.8±0.3</strong></td>
</tr>
<tr>
<td>Card</td>
<td>127.2±0.8</td>
<td><strong>1.9±0.3</strong></td>
<td>43.9±7.8</td>
<td>4.4±1.3</td>
</tr>
<tr>
<td>Diabetes</td>
<td>127.6±0.4</td>
<td><strong>4.6±1.0</strong></td>
<td>42.6±6.7</td>
<td>6.5±2.1</td>
</tr>
<tr>
<td>Average</td>
<td>126.7±1.3</td>
<td><strong>4.2±1.0</strong></td>
<td>29.8±5.2</td>
<td>6.2±1.0</td>
</tr>
</tbody>
</table>

We now consider the computational time for various training algorithms, see Fig. 4.3. On average, SNN spends 21.2 seconds to train the eight problems, which is significantly better than BR and EO (14920.4 seconds and 14467.5 seconds, respectively). The BR and EO-based algorithms require the longest time to converge because they operate on single weights. Therefore, more computational time is spent on pruning insignificant weights to remove the hidden neurons. By contrast, SNN selects the most significant hidden neurons from the trained network. This method can be regarded as a forward selection instead of backward elim-
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ination, thereby saving computation time. Although the SCA method spends less time on training the networks, the proposed SNN algorithm achieves better generalization ability.

![Graphs showing training time for different algorithms](image)

Figure 4.3: Training time obtained from different algorithms for the regression and classification problems.

**Comparison with RPROP and LM.** The RPROP and LM algorithms are commonly used to train a fixed network structure. In the following we compare the
4.4. Experimental results

performance of SNN to that of a network of the same size trained with RPROP and LM. In other words, the final network size obtained with SNN is used to initialize a new network, which is then trained with RPROP and LM.

Tables 4.10 and 4.11 show the average performances of SNN algorithm against conventional RPROP and LM methods, respectively, over 30 independent runs. On average, the SNN method achieves lower training accuracy compared to the RPROP and LM methods; however, it has a better generalization accuracy on all but two data sets. One reason is that the RPROP and LM methods overfit the training data, and thus their test accuracy are reduced on the test set. Overall, the results show that the proposed algorithm not only achieves better generalization ability compared to RPROP and LM training methods, but also optimizes the network structure simultaneously.

Table 4.10: Summary of the regression NRMSE of SNN against the RPROP and LM methods using the same network size.

<table>
<thead>
<tr>
<th>Data set</th>
<th>Training error (NRMSE)</th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>RPROP</td>
<td>LM</td>
<td>SNN</td>
</tr>
<tr>
<td>Building1</td>
<td>0.203±0.057</td>
<td>0.078±0.025</td>
<td><strong>0.062±0.012</strong></td>
</tr>
<tr>
<td>Building2</td>
<td>0.134±0.066</td>
<td><strong>0.101±0.053</strong></td>
<td>0.134±0.021</td>
</tr>
<tr>
<td>Flare1</td>
<td>0.880±0.561</td>
<td><strong>0.867±0.038</strong></td>
<td>0.875±0.063</td>
</tr>
<tr>
<td>Flare2</td>
<td>0.889±0.441</td>
<td><strong>0.847±0.088</strong></td>
<td>1.005±0.122</td>
</tr>
<tr>
<td>Hearta</td>
<td><strong>0.416±0.105</strong></td>
<td>0.445±0.025</td>
<td>0.479±0.023</td>
</tr>
<tr>
<td>Average</td>
<td><strong>0.504±0.246</strong></td>
<td><strong>0.468±0.046</strong></td>
<td><strong>0.511±0.048</strong></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Data set</th>
<th>Test error (NRMSE)</th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>RPROP</td>
<td>LM</td>
<td>SNN</td>
</tr>
<tr>
<td>Building1</td>
<td>0.273±0.107</td>
<td>0.177±0.082</td>
<td><strong>0.168±0.022</strong></td>
</tr>
<tr>
<td>Building2</td>
<td>0.138±0.078</td>
<td><strong>0.113±0.043</strong></td>
<td>0.123±0.011</td>
</tr>
<tr>
<td>Flare1</td>
<td>0.907±0.485</td>
<td>0.908±0.145</td>
<td><strong>0.784±0.103</strong></td>
</tr>
<tr>
<td>Flare2</td>
<td>1.035±0.991</td>
<td>0.971±0.138</td>
<td><strong>0.875±0.102</strong></td>
</tr>
<tr>
<td>Hearta</td>
<td>0.408±0.092</td>
<td>0.409±0.091</td>
<td><strong>0.369±0.012</strong></td>
</tr>
<tr>
<td>Average</td>
<td><strong>0.552±0.351</strong></td>
<td>0.516±0.100</td>
<td><strong>0.464±0.050</strong></td>
</tr>
</tbody>
</table>

Next, we briefly explain the reasons behind the superiority of the SNN algorithm. At first, SNN employs the architecture optimization (using sparse representation) to select significant hidden neurons that minimize the residual output
4.5 Conclusion

We have presented a novel training algorithm for neural networks to train the network and optimize its structure simultaneously. The method is characterized formally by the concept of sparse representation, termed sparse neural network (SNN).

There are two major contributions in this chapter. First, the network structural optimization is formulated as a sparse representation problem. Only the significant neurons are selected to achieve a compact network structure. Second, the dictionary learning-based algorithm is employed to improve the performance.
of the sparse representation. The experimental results obtained from function approximation and classification problems show that the proposed training algorithm is superior to conventional training methods in terms of generalization ability and computational cost.
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5.1 Introduction

Support Vector Machines (SVMs) have received a great deal of attention since their introduction in 1995 [5, 164–168]. Along with kernel methods, SVMs are one of the most fascinating recent developments in classifier design. However, the computational complexity of SVMs scales quadratically with the number of training patterns. A variant of SVMs, known as Least Squares Support Vector Machines (LS-SVMs), were introduced in [7] to address the computational issue of SVMs. One advantage of LS-SVMs over SVMs is that the sensitive loss function, used with SVMs, is replaced by a set of equality constraints; thereby, the quadratic programming problem of SVMs is reduced to solving a system of linear equations [9]. Another advantage is that LS-SVMs involve tuning fewer parameters. The empirical studies presented in [8, 9] have shown that LS-SVMs are comparable to standard SVMs in terms of generalization performance. LS-SVMs are now considered as essential machine learning tools for regression and classification tasks.

The major drawback of LS-SVMs is the solution sparsity, in which a great number of support vectors (SVs) are required in the model. The support vectors are typically a small portion of training samples, used to construct the decision function. However, too many SVs will influence the training accuracy as well as the generalization ability, not to mention computation cost [8, 169, 170].

In this chapter, we present a sparse training algorithm for the LS-SVM model, termed Sparse Least Squares Support Vector Machine (SLS-SVM). The LS-SVM model is first reformulated as a sparse representation problem. The training process is then accomplished by iteratively finding important support vectors that minimize the residual error; a measurement matrix is also introduced to reduce the computational cost. The main advantage is that the proposed algorithm performs model training and SV selection simultaneously. By contrast, existing sparse training methods require full training of the LS-SVM model before finding im-
5.2. SVMs and LS-SVMs

In this section, we first introduce the formulation of the SVM-based optimization problem. Then we briefly review some basic work on LS-SVMs, as the extension to SVMs.

5.2.1 Support Vector Machines

As a supervised learning approach, the SVM algorithm has been demonstrated to perform well in various practical applications [5, 6]. The structure of an SVM is similar to that of a neural network. However, the procedure of obtaining the SVM structure is different from that of neural networks. On one hand, in neural networks, determining an appropriate structure, such as the number of hidden neurons, involves heuristic techniques and expensive cross validation. On the other hand, the process of constructing an SVM evolves from analytical methods. Hidden units in SVMs (known as the support vectors) are automatically determined from training.

The SVM model is fundamentally formulated to address two-class classification problems. The decision boundary is constructed by finding a hyperplane that achieves the maximum separation between two classes. Suppose that we have a training set consisting of $N$ patterns $\{x_i, z_i\}_{i=1}^N$, where $x_i \in \mathbb{R}^d$ is the $i$-th input...
pattern and \( z_i \in \{1, -1\} \) is the class label. Assume that the data is linearly separable in the input space, the decision function can be written as

\[
\begin{cases}
  \langle w, x_i \rangle + b \geq 1 & \text{for } z_i = 1, \\
  \langle w, x_i \rangle + b \leq -1 & \text{for } z_i = -1,
\end{cases}
\]  

or

\[
z_i(\langle w, x_i \rangle + b) \geq 1,
\]  

where \( w \) is the weight vector, \( b \) is a bias term, and \( \langle w, x \rangle \) is the dot product of the vectors \( w \) and \( x \).

![Figure 5.1: Separating hyperplanes for two-class problem in SVM. (a) the data can be separated by many linear hyperplanes. (b) optimal separating hyperplane achieves the maximum separation.](image)

Note that there exist more than one hyperplanes that can separate the two classes (Fig. 5.1(a)); however, only one of them, termed optimal separating hyperplane, can maximize the margins between the two classes, see Fig. 5.1(b). Consequently, the SVM training is to find \( w \) and \( b \) that achieve the maximum separation:

\[
\min J(w) = \frac{1}{2}||w||^2 \quad \text{subject to} \quad z_i(\langle w, x \rangle + b) \geq 1 \text{ for } i = 1, \ldots, N.
\]  

The parameter optimization in (5.3) is built on the assumption of linear separability of the training data. However, if the problem is not linearly separated in the input space, an SVM classifier with a linear decision boundary will have a poor generalization ability. To improve the classification accuracy, the data samples
are usually projected from the input space to a higher-dimensional space via a mapping function $\varphi(\cdot)$ (see Fig. 5.2). As a result, a non-linear decision boundary can be constructed for classification.

![Figure 5.2: According to the mapping function $\varphi(\cdot)$, the original data is projected from the input space (a) to a higher-dimensional space (b).](image)

SVMs have several important properties including the ability to model complex nonlinear decision boundaries in a wide variety of applications. However, one major drawback of SVMs is the intensive computational complexity when solving a quadratic program with inequality constraints, see Eq. (5.3). This limits SVMs from addressing large-scale problems. The next subsection reviews briefly LS-SVMs, which aim to address the computational issue of SVMs.

### 5.2.2 Least Squares Support Vector Machines

Least Squares Support Vector Machines (LS-SVMs) have been developed to achieve more affordable and faster training. In the LS-SVM model, the inequality constraints in (5.3) are replaced with equality constraints, and the unknown parameters are then obtained by solving the following problem:

$$\begin{align*}
\min_{\mathbf{w}, b, \mathbf{e}} & \quad J(\mathbf{w}, b, \mathbf{e}) = \frac{1}{2} \mathbf{w}^T \mathbf{w} + \frac{\gamma}{2} \sum_{i=1}^{N} e_i^2, \\
\text{subject to} & \quad z_i = \mathbf{w}^T \varphi(\mathbf{x}_i) + b + e_i, \quad i = 1, 2, \ldots, N,
\end{align*}$$
where \( e \) is the error vector, and \( \gamma \) is a regularization parameter. This problem can be solved using the Lagrange multiplier method:

\[
\min L(w, b, e, \alpha) = J(w, b, e) + \sum_{i=1}^{N} \alpha_i[z_i - w^T \varphi(x_i) - b - e_i],
\]

(5.4)

where \( \alpha_i (i = 1, 2, ..., N) \) are the Lagrange multipliers, which may be positive or negative due to the equality constraints. According to the Karush-Kuhn-Tucker conditions, the minimization of Eq. (5.4) satisfies

\[
\begin{align*}
\frac{\partial L}{\partial w} &= 0 \rightarrow w = \sum_{i=1}^{N} \alpha_i \varphi(x_i), \\
\frac{\partial L}{\partial b} &= 0 \rightarrow \sum_{i=1}^{N} \alpha_i = 0, \\
\frac{\partial L}{\partial e_i} &= 0 \rightarrow \alpha_i = \gamma e_i, \quad i = 1, 2, ...N, \\
\frac{\partial L}{\partial \alpha_i} &= 0 \rightarrow w^T \varphi(x_i) + b = z_i - e_i, \quad i = 1, 2, ...N.
\end{align*}
\]

(5.5)

Furthermore, the above conditions lead to a linear system of equations after eliminating \( w \) and \( e \):

\[
\begin{bmatrix}
Q + \gamma^{-1} I_N \\
1_N^T
\end{bmatrix}
\begin{bmatrix}
\alpha \\
b
\end{bmatrix}
= 
\begin{bmatrix}
z \\
0
\end{bmatrix},
\]

(5.6)

where \( Q \) is the kernel matrix with \( Q_{ij} = \varphi(x_i)^T \varphi(x_j) \), the vector \( 1_N \) is the \( N \)-dimensional vector whose elements are equal to 1, and \( I_N \) is the \( N \times N \) identity matrix.

With the application of Mercer’s theorem [171], there is no need to compute explicitly the mapping \( \varphi(\cdot) \) as this can be done implicitly through the use of positive-definite kernel functions \( \mathcal{K}(\cdot, \cdot) \), that is, \( Q_{ij} = \mathcal{K}(x_i, x_j) \). The resulting
LS-SVM model for nonlinear function then becomes

$$z_i = \sum_{j=1}^{N} \alpha_j K(x_i, x_j) + b + \varepsilon_i, \quad i = 1, 2, ..., N. \quad (5.7)$$

The most used kernel functions are linear, polynomial and radial basis function (RBF) [172]. In this chapter the RBF function is employed which is expressed as

$$K(x, x_i) = \exp\left(-\frac{||x - x_i||^2}{\delta^2}\right), \quad (5.8)$$

where $\delta$ is a constant indicating the width of the RBF function.

To train the LS-SVM, the conjugate gradient (CG) algorithm was employed to solve the linear system (5.6) [119, 173, 174]. The disadvantage is that the computational complexity increases exponentially with the size of the linear system. The sequential minimization optimization (SMO) algorithm was proposed to speed up the calculation [6]. Apart from the computational cost on training, the LS-SVM method also requires a large number of support vectors (SVs), which may influence the training performance and the generalization capacity. Too many SVs result in poor generalization on the test data even if it can obtain high accuracy on the training data. Therefore, several optimization methods have been suggested to improve the sparseness of the LS-SVM model. Suykens et al. first proposed removing training samples that have the smallest absolute support values [8]. However, this method might eliminate training samples near the decision boundary, which has a negative influence on the training performance. An improved method was proposed in [169] where a reduced training set comprised of samples near the decision boundary is used to retrain the LS-SVM. In [170], support vectors were eliminated by minimizing the output error after few samples have been deleted. However, the method involves the inversion of a matrix that is often singular or near singular. Another sparse training method was proposed in [175], in which the support vectors are removed through regularization to accelerate the
5.3 Sparse learning algorithm for LS-SVM

In this section, we present a sparse learning algorithm for LS-SVM, termed Sparse Least Squares Support Vector Machines (SLS-SVM), to address the solution sparsity and the computational complexity of LS-SVM. The main difference between SLS-SVM and existing techniques is that the proposed method minimizes the model structure while training the LS-SVM simultaneously. By contrast, most traditional methods need to train the model before finding the sparse support vectors. In Subsection 5.3.1, we present the sparse training model for LS-SVM. In Subsection 5.3.2, we introduce the measurement matrix to further reduce the computational cost.

5.3.1 Sparse LS-SVM training

The LS-SVM training algorithm aims to find the optimal parameters for the vector $[\alpha^T, b]^T$ that satisfies Eq. (5.6). Note that setting a particular element of $\alpha$ to zero is equivalent to removing the corresponding training sample or support vector. Therefore, the goal of finding a sparse LS-SVM model, within a given tolerance of accuracy, can be equated to minimizing the number of nonzero elements from the parameter vector $[\alpha^T, b]^T$. For further discussion, we simplify Eq. (5.6) as follows. Let $\tilde{z}$ be a composite vector containing the desired output:

$$\tilde{z} = \begin{bmatrix} z \\ 0 \end{bmatrix}.  \quad (5.9)$$
5.3. Sparse learning algorithm for LS-SVM

The matrix $\Psi$ is represented as

$$\Psi = \begin{bmatrix} Q + \gamma^{-1}I_N & 1_N \\ 1_N^T & 0 \end{bmatrix}. \quad (5.10)$$

The parameter vector $x$ is represented as

$$x = [\alpha^T, b]^T. \quad (5.11)$$

Then the training problem for LS-SVM can be cast as follows:

$$\min S(x) \quad \text{subject to} \quad \|z - \Psi x\|_2 < \epsilon, \quad (5.12)$$

where $S(x)$ denotes a sparsity measure, and $\epsilon$ bounds the amount of additional noise. One strategy for solving Eq. (5.12) is to minimize the $l_1$-norm of $x$, i.e., $S(x) = \|x\|_1$. Now the sparse LS-SVM learning problem is converted to solving a single measurement vector (SMV) model. Training the LS-SVM model is then equivalent to finding a sparse representation for the parameter vector $x$. Furthermore, only the support vectors associated with nonzero parameters are selected; the remaining support vectors do not affect the model in Eq. (5.6).

Any algorithm that can solve the SMV model can be employed for the SLS-SVM learning. Herein, we use the orthogonal matching pursuit (OMP) algorithm, which has been proven to be effective for solving the SMV model [50]. At each iteration, significant support vectors from the matrix $\Psi$ will be selected according to the similarity between the support vectors and the residual signal.

By implementing the OMP algorithm, the convergence of the SLS-SVM approach is influenced by the number of training samples and orthogonality of training data. Suppose that we have $K$ support vectors with $N > cK \log(N/\delta)$, where $N$ is the number of training samples, the parameter $\delta \in (0, 0.36)$, and $c$ is a
positive constant. According to Theorem 5 from Chapter 2, after $K$ iterations, SLS-SVM is guaranteed to find the sparsest solution with a probability exceeding $1 - \delta$. Note that the above claim is built on the success of pursuit algorithms, which depends on the number of training samples and orthogonality of training data, thus the convergence is not always guaranteed. However, the OMP method, which leads to a decreasing residual error, is known to perform reasonably well [50].

Next, we compare the computational complexity of the proposed algorithm with other sparse training methods [8, 169, 170, 175], shown in Table 5.1. For the proposed algorithm, at each iteration, the OMP algorithm performs a Cholesky factorization, which requires $O(K^2)$ operations, where $K$ is the number of support vectors to be selected. Furthermore, SLS-SVM selects one support vector iteratively. The selection procedure can be regarded as a forward selection of $K$ support vectors from the entire $N$ training samples. Therefore, $K$ loops are required to select $K$ support vectors. The computational complexity for the SLS-SVM algorithm is $O(K^3)$.

Table 5.1: Computational complexity of various training algorithms for LS-SVM, where $N$ is the number of training samples, $K$ is the number of selected support vectors, and $P$ is the number of support vectors to be removed.

<table>
<thead>
<tr>
<th></th>
<th>SLS-SVM [8, 169, 170]</th>
<th>[175]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Loops</td>
<td>$K$</td>
<td>$N - K$</td>
</tr>
<tr>
<td>Complexity</td>
<td>$O(K^3)$</td>
<td>$O(N \times P^2)$</td>
</tr>
</tbody>
</table>

By contrast, other training algorithms train an LS-SVM using all $N$ training examples [8, 169, 170]. Then, they apply pruning operation to selectively delete training examples until only $K$ support vectors remain. This process is computationally expensive as each deletion requires $O(P^2)$ operations, where $P$ ($N > P >> K$) is the number of training examples being compared. In addition, $N - K$ loops are required to achieve the sparse model. Therefore, the computational complexity is $O(N \times P^2)$.

The method in [175] trains LS-SVM using $K$ training examples before adding another training example and updating the parameters. Although only $O(K^2)$
operations are required at each iteration, the method in [175] determines the important support vectors by removing \( N - K \) samples. That is, \( N - K \) loops are required to achieve the final sparse model. The total computational complexity then becomes \( O(N \times K^2) \). Therefore, compared to conventional methods, faster convergence is expected from the proposed sparsity-based algorithm.

### 5.3.2 Training using compressed sensing

The proposed algorithm searches for a sparse representation for the LS-SVM model. At each iteration, the significant support vectors contributing the most to the desired output are selected. The problem with the minimization of Eq. (5.12) is that the entire training set with all \( N \) samples is considered, which leads to costly computation, especially with large training sets.

Compressed sensing (CS) has received considerable attention recently for its ability to perform data acquisition and compression simultaneously [66]. It can be used to reconstruct a sparse approximation of a compressible signal from far fewer measurements than required by the sampling theorem. This has the advantage of reducing the amount of the data acquisition and computational time.

Fewer measurements can be constructed by simply choosing a random measurement matrix in most cases, and the recovery of the sparse solution can still be achieved with high probability [41, 67]. In particular, if the measurement matrix contains only one nonzero element in each row and each column, then the measurement process is equivalent to selecting a subset of training data to perform the sparse representation. If the non-zero element in each column is equal to 1, this special measurement matrix is known as the selection matrix.

We now formulate the sparse LS-SVM training using fewer measurements. Given a linear measurement matrix \( \Phi \in \mathbb{R}^{M \times (N+1)} \) \((M << N)\), the measurement vector is given by

\[
y = \Phi \hat{z},
\]

(5.13)
where $\tilde{z}$ is the augmented vector in Eq. (5.9). Given the matrix $\Psi$ in Eq. (5.10), the optimization problem in (5.12) can be expressed as follows:

$$
\min \|x\|_1 \quad \text{subject to} \quad \|y - Dx\|_2 < \epsilon,
$$

(5.14)

where $D = \Phi\Psi$ is the dictionary, and $\epsilon$ is a bound on the amount of noise. We should note that the dictionary $D$ is of size $M \times (N + 1)$, where $M << N$; this is much smaller than $\Psi$, which has size $(N + 1) \times (N + 1)$. In particular, if the selection matrix with $M = N + 1$ is employed, then all the original measurements will be selected. In this case, solving the CS problem in Eq. (5.14) is converted to that of Eq. (5.12).

5.4 Experimental results

This section presents the experimental results and comparisons of the proposed algorithm with conventional LS-SVM training techniques. The employed classification data sets and the evaluation of the training algorithm are presented in Subsection 5.4.1. The performance of the SLS-SVM is then evaluated in Subsection 5.4.2. The comparison results with conventional training algorithms are presented in Subsection 5.4.3.

5.4.1 Experimental methods

Six classification problems are chosen from UCI repository [134] for experimental evaluation (see Table 5.2). Each data set is partitioned into two subsets: a training set and a test set. The training set is used to train and optimize the LS-SVM model. The test set is used for the evaluation of the generalization performance of the model. The sizes of the training and test sets are 67% and 33%, respectively.

The performance of the training algorithms is evaluated using the classification accuracy. The resulting model structure is measured by the number of remaining
Table 5.2: Employed data set. A partitioning into training and test set is also given for each data set.

<table>
<thead>
<tr>
<th>Data Set</th>
<th>Input</th>
<th>Training</th>
<th>Test</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cancer</td>
<td>9</td>
<td>466</td>
<td>233</td>
</tr>
<tr>
<td>Card</td>
<td>51</td>
<td>460</td>
<td>230</td>
</tr>
<tr>
<td>Diabetes</td>
<td>8</td>
<td>512</td>
<td>256</td>
</tr>
<tr>
<td>Liver</td>
<td>7</td>
<td>230</td>
<td>115</td>
</tr>
<tr>
<td>SPECT Heart</td>
<td>22</td>
<td>180</td>
<td>87</td>
</tr>
<tr>
<td>Chess</td>
<td>36</td>
<td>2137</td>
<td>915</td>
</tr>
</tbody>
</table>

support vectors, i.e.,

\[ k = \frac{K}{N + 1} \times 100\%, \]

(5.15)

where \( K \) is the number of selected support vectors, and \( N \) is the number of training samples. Thus, a larger value for \( k \) means that more support vectors are selected during training. For the proposed SLS-SVM algorithm, the percentage of selected measurements is denoted

\[ m = \frac{M}{N + 1} \times 100\%, \]

(5.16)

where \( M \) is the number of selected measurements.

### 5.4.2 Performance analysis of SLS-SVM

In this subsection, we first investigate the effect of the remaining support vectors on the generalization ability. Second, we test the performance of the SLS-SVM method with two types of measurement matrices and different numbers of selected measurements.

#### 5.4.2.1 Support vectors

The number of support vectors is critical to the performance of the SLS-SVM algorithm. For instance, a large model with more support vectors may result in a fast convergence to a local minimum, but exhibits poor generalization performance because of overfitting. Meanwhile, a too small model may not be able to
find the proper fit to the data. Therefore, in this subsection we analyze how the number of support vectors impacts the performance of SLS-SVM. The remaining model structure is set to $k = 20\%, 30\%, 50\%,$ and $100\%,$ and the percentage of measurements is fixed at $m = 100\%$ with the selection matrix. Note that using the selection matrix with $m = 100\%$ is equivalent to solving the sparse representation for Eq. (5.12).

Table 5.3 shows the performance of the proposed algorithm with respect to the remaining model structure. As can be observed, the proposed method achieves a better classification accuracy on the training sets with increasing number of support vectors. The performance on the training sets is 86.92\%, 91.34\%, 95.50\%, and 99.83\% for $k = 20\%, 30\%, 50\%$ and $100\%$, respectively. However, a larger $k$ leads to a longer training time. In other words, when more support vectors are selected, higher computational cost is required to train the SLS-SVM algorithm.

On the other hand, the generalization ability of the trained model is not guaranteed to be improved with more support vectors. For instance, the average classification rate on the test set is 80.94\%, 83.30\%, 83.05\%, and 82.79\% for $k = 20\%, 30\%, 50\%$ and $100\%$, respectively. One reason is that the model with more support vectors overfits the training data, and thus its accuracy is reduced on the test sets. Overall, the results show that selecting fewer support vectors leads to better generalization performance and requires less computation cost.

### 5.4.2.2 Measurement matrix

A measurement matrix is employed in the proposed SLS-SVM algorithm, which is used to reduce the computational complexity. In this subsection, we analyze the robustness of the proposed algorithm to two types of the measurement matrices: a random measurement matrix and a selection matrix, with each row and each column in the latter containing only one non-zero element (equals to 1). Meanwhile we set the percentage of selected measurements to $m = 20\%, 40\%, 70\%$ and $100\%$. To make the comparison fair, the remaining model is fixed at $k = 30\%$. 
### Table 5.3: Summary of the classification accuracy (%) and training time (sec) from the proposed SLS-SVM method. Various numbers of selected support vectors are considered.

<table>
<thead>
<tr>
<th>Data sets</th>
<th>k</th>
<th>20%</th>
<th>30%</th>
<th>50%</th>
<th>100%</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cancer</td>
<td>Training</td>
<td>98.71</td>
<td>99.62</td>
<td>100</td>
<td>100</td>
</tr>
<tr>
<td></td>
<td>Test</td>
<td>98.71</td>
<td>98.71</td>
<td>98.71</td>
<td>98.71</td>
</tr>
<tr>
<td></td>
<td>Time</td>
<td>1.04±0.23</td>
<td>2.08±0.75</td>
<td>7.03±3.11</td>
<td>54.68±23.58</td>
</tr>
<tr>
<td>Card</td>
<td>Training</td>
<td>83.51</td>
<td>88.33</td>
<td>92.81</td>
<td>100</td>
</tr>
<tr>
<td></td>
<td>Test</td>
<td>87.43</td>
<td>86.52</td>
<td>85.71</td>
<td>85.71</td>
</tr>
<tr>
<td></td>
<td>Time</td>
<td>1.10±1.07</td>
<td>2.06±1.78</td>
<td>8.25±1.05</td>
<td>69.47±22.12</td>
</tr>
<tr>
<td>Diabetes</td>
<td>Training</td>
<td>86.13</td>
<td>96.09</td>
<td>100</td>
<td>100</td>
</tr>
<tr>
<td></td>
<td>Test</td>
<td>67.97</td>
<td>70.70</td>
<td>68.75</td>
<td>67.19</td>
</tr>
<tr>
<td></td>
<td>Time</td>
<td>1.16±0.58</td>
<td>2.72±0.89</td>
<td>10.54±3.25</td>
<td>85.05±12.47</td>
</tr>
<tr>
<td>Liver</td>
<td>Training</td>
<td>73.48</td>
<td>79.57</td>
<td>90.00</td>
<td>100</td>
</tr>
<tr>
<td></td>
<td>Test</td>
<td>67.83</td>
<td>68.96</td>
<td>68.96</td>
<td>68.96</td>
</tr>
<tr>
<td></td>
<td>Time</td>
<td>0.18±0.01</td>
<td>0.29±0.02</td>
<td>0.59±0.12</td>
<td>4.32±1.01</td>
</tr>
<tr>
<td>SPECT Heart</td>
<td>Training</td>
<td>86.11</td>
<td>88.33</td>
<td>92.22</td>
<td>100</td>
</tr>
<tr>
<td></td>
<td>Test</td>
<td>87.78</td>
<td>85.56</td>
<td>86.67</td>
<td>86.67</td>
</tr>
<tr>
<td></td>
<td>Time</td>
<td>0.07±0.01</td>
<td>0.14±0.05</td>
<td>0.35±0.09</td>
<td>2.57±0.73</td>
</tr>
<tr>
<td>Chess</td>
<td>Training</td>
<td>93.56</td>
<td>96.07</td>
<td>97.98</td>
<td>98.96</td>
</tr>
<tr>
<td></td>
<td>Test</td>
<td>75.90</td>
<td>89.36</td>
<td>89.51</td>
<td>89.51</td>
</tr>
<tr>
<td></td>
<td>Time</td>
<td>57.23±23.75</td>
<td>550.76±35.79</td>
<td>1635.25±50.14</td>
<td>72780.98±420.19</td>
</tr>
<tr>
<td>Average</td>
<td>Training</td>
<td>86.92</td>
<td>91.34</td>
<td>95.50</td>
<td>99.83</td>
</tr>
<tr>
<td></td>
<td>Test</td>
<td>80.94</td>
<td>83.30</td>
<td>83.05</td>
<td>82.79</td>
</tr>
<tr>
<td></td>
<td>Time</td>
<td>10.13±4.28</td>
<td>93.01±6.55</td>
<td>277.01±9.23</td>
<td>12166.18±80.17</td>
</tr>
</tbody>
</table>

Tables 5.4 and 5.5 show the performances of the SLS-SVM algorithms with the random measurement and selection matrices, respectively.

Several observations can be made from these results. First, the proposed SL-SVM method achieves similar generalization performance, independent of the type of the measurement matrix. For instance, with respect to various sizes of measurement matrix 20%, 40%, 70%, and 100%, the proposed algorithm generates on average 81.15%, 84.40%, 84.03%, and 83.93% classification accuracy on the test sets with the random measurement matrix; if the selection matrix is employed, the classification accuracy on the test sets becomes 79.23%, 83.67%, 84.23%, and 83.30%, respectively. The average difference of 0.72% classification rate on the test sets of the six problems is not significant.

Second, the SLS-SVM method achieves better training accuracy with larger m. Given the random measurement matrix, the average classification rate on the
5.4. Experimental results

Table 5.4: Average classification accuracy (%) and training time (sec) of the proposed SLS-SVM algorithm, as a function of the size of the random measurement matrix.

<table>
<thead>
<tr>
<th>Data sets</th>
<th>m</th>
<th>20%</th>
<th>40%</th>
<th>70%</th>
<th>100%</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Training</td>
<td>Test</td>
<td>Time</td>
<td>Training</td>
<td>Test</td>
</tr>
<tr>
<td>Cancer</td>
<td>96.57±3.25</td>
<td>99.14±0.43</td>
<td>1.22±0.57</td>
<td>97.00±2.25</td>
<td>99.14±0.43</td>
</tr>
<tr>
<td>Card</td>
<td>82.17±6.16</td>
<td>83.04±5.27</td>
<td>1.09±0.84</td>
<td>85.83±2.51</td>
<td>86.52±1.23</td>
</tr>
<tr>
<td>Diabetes</td>
<td>72.66±12.43</td>
<td>69.14±4.43</td>
<td>1.48±0.52</td>
<td>84.41±1.84</td>
<td>73.05±2.23</td>
</tr>
<tr>
<td>Liver</td>
<td>75.87±5.10</td>
<td>70.43±1.90</td>
<td>0.18±0.01</td>
<td>77.87±2.52</td>
<td>70.43±0.75</td>
</tr>
<tr>
<td>SPECT Heart</td>
<td>83.89±4.21</td>
<td>78.56±1.01</td>
<td>0.11±0.05</td>
<td>86.11±2.01</td>
<td>87.78±0.08</td>
</tr>
<tr>
<td>Chess</td>
<td>78.38±12.57</td>
<td>79.57±7.63</td>
<td>165.56±58.75</td>
<td>87.55±7.89</td>
<td>89.51±5.82</td>
</tr>
<tr>
<td>Average</td>
<td>81.59±7.29</td>
<td>81.15±3.45</td>
<td>28.27±10.12</td>
<td>86.46±3.17</td>
<td>84.40±1.75</td>
</tr>
</tbody>
</table>

training set is 81.59%, 86.46%, 89.18%, and 89.96% for \( m = 20\%\), 40%, 70% and 100%, respectively. Obviously, higher training accuracy requires more measurements. Selecting only a very small number of measurements may not provide sufficient information for training. In terms of the training time, more measurements require longer training time. When \( m = 100\%\), the proposed method with the random measurement and selection matrix requires 71.06% and 72.15% extra time, respectively, to train the LS-SVM model compared to that of \( m = 20\%\). Overall, using fewer measurements, the proposed algorithm not only achieves the affordable computation, but also maintains the good generalization performance.

5.4.3 Comparison with sparse training algorithms

In this subsection, the proposed SLS-SVM algorithm is compared with three conventional sparse training algorithms, namely Pruning1 [8], Pruning2 [170],
Table 5.5: Summary of the classification accuracy (%) and training time (sec) for the SLS-SVM algorithm with respect to the size of the selection matrix.

<table>
<thead>
<tr>
<th>Data sets</th>
<th>m 20%</th>
<th>m 40%</th>
<th>m 70%</th>
<th>m 100%</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cancer</td>
<td>Training</td>
<td>Test</td>
<td>Time</td>
<td></td>
</tr>
<tr>
<td></td>
<td>96.57±2.57</td>
<td>97.00±2.10</td>
<td>98.50±0.57</td>
<td>99.62</td>
</tr>
<tr>
<td></td>
<td>98.71±0.57</td>
<td>99.14±0.17</td>
<td>99.14±0.17</td>
<td>98.71</td>
</tr>
<tr>
<td></td>
<td>0.92±0.57</td>
<td>1.46±0.75</td>
<td>1.95±0.68</td>
<td>2.08±0.75</td>
</tr>
<tr>
<td>Card</td>
<td>Training</td>
<td>Test</td>
<td>Time</td>
<td></td>
</tr>
<tr>
<td></td>
<td>85.43±2.75</td>
<td>89.78±0.79</td>
<td>89.91±0.57</td>
<td>88.33</td>
</tr>
<tr>
<td></td>
<td>82.83±0.57</td>
<td>87.39±1.45</td>
<td>87.83±0.66</td>
<td>86.52</td>
</tr>
<tr>
<td></td>
<td>1.10±0.84</td>
<td>2.03±0.78</td>
<td>2.05±0.78</td>
<td>2.06±1.78</td>
</tr>
<tr>
<td>Diabetes</td>
<td>Training</td>
<td>Test</td>
<td>Time</td>
<td></td>
</tr>
<tr>
<td></td>
<td>75.78±5.84</td>
<td>82.62±2.68</td>
<td>91.02±1.87</td>
<td>96.09</td>
</tr>
<tr>
<td></td>
<td>68.27±2.15</td>
<td>72.27±0.33</td>
<td>75.78±0.17</td>
<td>70.70</td>
</tr>
<tr>
<td></td>
<td>1.29±0.52</td>
<td>2.03±0.78</td>
<td>2.59±0.92</td>
<td>2.72±0.89</td>
</tr>
<tr>
<td>Liver</td>
<td>Training</td>
<td>Test</td>
<td>Time</td>
<td></td>
</tr>
<tr>
<td></td>
<td>65.22±7.84</td>
<td>78.52±5.33</td>
<td>78.22±2.33</td>
<td>79.57</td>
</tr>
<tr>
<td></td>
<td>65.57±1.56</td>
<td>69.57±0.92</td>
<td>68.70±0.85</td>
<td>68.96</td>
</tr>
<tr>
<td></td>
<td>0.16±0.01</td>
<td>0.22±0.03</td>
<td>0.24±0.12</td>
<td>0.29±0.02</td>
</tr>
<tr>
<td>SPECT Heart</td>
<td>Training</td>
<td>Test</td>
<td>Time</td>
<td></td>
</tr>
<tr>
<td></td>
<td>84.44±4.84</td>
<td>88.89±3.33</td>
<td>90.00±2.56</td>
<td>88.33</td>
</tr>
<tr>
<td></td>
<td>83.89±3.56</td>
<td>86.67±0.77</td>
<td>85.56±1.01</td>
<td>85.56</td>
</tr>
<tr>
<td></td>
<td>0.10±0.05</td>
<td>0.13±0.07</td>
<td>0.13±0.08</td>
<td>0.14±0.05</td>
</tr>
<tr>
<td>Chess</td>
<td>Training</td>
<td>Test</td>
<td>Time</td>
<td></td>
</tr>
<tr>
<td></td>
<td>76.20±6.23</td>
<td>88.56±4.89</td>
<td>92.14±3.73</td>
<td>96.07</td>
</tr>
<tr>
<td></td>
<td>76.12±8.33</td>
<td>87.00±5.82</td>
<td>88.35±1.33</td>
<td>89.36</td>
</tr>
<tr>
<td></td>
<td>155.56±30.33</td>
<td>203.77±20.56</td>
<td>365.78±48.23</td>
<td>550.76±35.79</td>
</tr>
<tr>
<td>Average</td>
<td>Training</td>
<td>Test</td>
<td>Time</td>
<td></td>
</tr>
<tr>
<td></td>
<td>80.61±5.01</td>
<td>87.56±3.18</td>
<td>89.80±1.94</td>
<td>91.34</td>
</tr>
<tr>
<td></td>
<td>79.23±2.79</td>
<td>83.67±1.58</td>
<td>84.23±0.70</td>
<td>83.30</td>
</tr>
<tr>
<td></td>
<td>26.52±5.39</td>
<td>34.94±3.83</td>
<td>62.14±8.47</td>
<td>93.01±6.55</td>
</tr>
</tbody>
</table>

and Add [175]. Both Pruning 1 and Pruning2 methods first train an LS-SVM using all training examples. Then, different pruning strategies are employed to selectively delete training examples until a certain number of support vectors are left. The Add method presented in [175] trains LS-SVM on a small set of training examples before adding another training example and updating the parameters. To make a fair comparison, we implemented the SLS-SVM using the least number of support vectors achieved by its counterpart. The standard LS-SVM algorithm is also considered for benchmarking. Furthermore, in SLS-SVM, the percentage of selected measurements is set to \( m = 40\% \) with the random measurement matrix. Table 5.6 shows the remaining model structure, the training accuracy, and the test accuracy obtained with different methods.

Compared to conventional training algorithms, the SLS-SVM achieves a significant improvement in terms of classification accuracy using the same number
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Table 5.6: Summary of remaining support vectors and classification accuracy (%) for various sparse training algorithms of LS-SVM.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Cancer</td>
<td>k=100</td>
<td>33.00</td>
<td>37.00</td>
<td>30.00</td>
<td>30.00</td>
</tr>
<tr>
<td></td>
<td>Training</td>
<td>96.35</td>
<td>98.35</td>
<td>98.71</td>
<td>97.77</td>
</tr>
<tr>
<td></td>
<td>Test</td>
<td>98.71</td>
<td>94.57</td>
<td>95.26</td>
<td>97.00</td>
</tr>
<tr>
<td>Card</td>
<td>k=100</td>
<td>46.50</td>
<td>48.50</td>
<td>32.20</td>
<td>32.20</td>
</tr>
<tr>
<td></td>
<td>Training</td>
<td>85.65</td>
<td>85.39</td>
<td>86.01</td>
<td>85.77</td>
</tr>
<tr>
<td></td>
<td>Test</td>
<td>86.96</td>
<td>84.57</td>
<td>85.26</td>
<td>85.00</td>
</tr>
<tr>
<td>Diabetes</td>
<td>k=100</td>
<td>56.50</td>
<td>41.50</td>
<td>30.20</td>
<td>30.20</td>
</tr>
<tr>
<td></td>
<td>Training</td>
<td>74.61</td>
<td>89.39</td>
<td>92.14</td>
<td>87.77</td>
</tr>
<tr>
<td></td>
<td>Test</td>
<td>70.31</td>
<td>64.57</td>
<td>65.26</td>
<td>67.00</td>
</tr>
<tr>
<td>Liver</td>
<td>k=100</td>
<td>66.50</td>
<td>54.50</td>
<td>21.70</td>
<td>21.70</td>
</tr>
<tr>
<td></td>
<td>Training</td>
<td>58.70</td>
<td>69.39</td>
<td>67.91</td>
<td>66.87</td>
</tr>
<tr>
<td></td>
<td>Test</td>
<td>56.52</td>
<td>65.57</td>
<td>66.26</td>
<td>68.00</td>
</tr>
<tr>
<td>SPECT Heart</td>
<td>k=100</td>
<td>47.80</td>
<td>52.20</td>
<td>23.90</td>
<td>23.90</td>
</tr>
<tr>
<td></td>
<td>Training</td>
<td>81.67</td>
<td>82.89</td>
<td>82.89</td>
<td>82.11</td>
</tr>
<tr>
<td></td>
<td>Test</td>
<td>82.22</td>
<td>83.33</td>
<td>82.89</td>
<td>85.56</td>
</tr>
<tr>
<td>Chess</td>
<td>k=100</td>
<td>34.70</td>
<td>32.50</td>
<td>29.20</td>
<td>29.20</td>
</tr>
<tr>
<td></td>
<td>Training</td>
<td>89.03</td>
<td>75.69</td>
<td>78.51</td>
<td>77.11</td>
</tr>
<tr>
<td></td>
<td>Test</td>
<td>48.69</td>
<td>52.32</td>
<td>61.87</td>
<td>78.55</td>
</tr>
<tr>
<td>Average</td>
<td>k=100</td>
<td>47.50</td>
<td>44.37</td>
<td>27.87</td>
<td>27.87</td>
</tr>
<tr>
<td></td>
<td>Training</td>
<td>81.00</td>
<td>83.58</td>
<td>84.48</td>
<td>83.40</td>
</tr>
<tr>
<td></td>
<td>Test</td>
<td>73.90</td>
<td>74.16</td>
<td>76.13</td>
<td>80.19</td>
</tr>
</tbody>
</table>

of support vectors. On average, the SLS-SVM achieves a classification accuracy of 84.17% on the test sets from the six problems, which is much better than the accuracy of Pruning1 (74.16%), Pruning2 (76.13%) and Add (80.19%) methods. Furthermore, the SLS-SVM algorithm with average 27.87% support vectors outperforms the standard LS-SVM. The average accuracy of the proposed method is improved by 3.76% (on the training sets) and 10.27% (on the test sets) compared to the performance of the standard LS-SVM method. Overall, it is empirically confirmed that the proposed method obtains significant improvement compared to existing pruning methods and the standard LS-SVM algorithm.

We then investigated the computational complexity of all training algorithms. Figure 5.3 presents the average training time over 30 runs. The proposed algorithm spends 93.01 seconds on average to solve six problems, which is much better than the training time of Pruning1 (480.88 seconds), Pruning2(448.60 seconds) and Add (135.35 seconds) methods.
5.4. Experimental results

There are two reasons for the slow convergence of conventional training methods. Firstly, existing methods require training the model before finding the sparse structure. Thus, it takes a long time, especially if a large number of training patterns or input attributes are involved. Secondly, conventional training methods apply the backward elimination to remove insignificant support vectors. By contrast, the proposed method is more efficient in terms of model training. Starting from the empty solution, SLS-SVM iteratively selects significant support vectors that minimize the residual output error. This method can be regarded as a forward selection instead of backward elimination, therefore a fast convergence is expected. Furthermore, the proposed approach employs a measurement matrix to
choose a small set of measurements to perform the sparse representation, rather than the entire training set. As a result, the SLS-SVM algorithm offers much quicker training time.

5.5 Conclusion

In this chapter, we have proposed a new LS-SVM training method based on sparse signal representation. The kernel matrix in LS-SVM is regarded as a dictionary in the sparse representation, hence the goal for training LS-SVM is converted to simply finding the sparse parameter for the classifier. A measurement matrix is also introduced to further reduce the computational complexity. The main difference between SLS-SVM and existing techniques is that the proposed method is capable of selecting important support vectors and training the LS-SVM model simultaneously. On the other hand, most traditional methods need to train the model before finding the support vectors. Consequently, the proposed training method leads to a quicker convergence and a much sparser structure.
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6.1 Introduction

In Chapters 3 and 4, we employed the sparse representation to optimize the structure of neural networks by selecting important hidden neurons. If we consider the sparse representation for the input pattern, then the process is equivalent to selecting the important input elements, i.e., feature selection. In this chapter, we discuss feature selection using sparse representation. The curse of dimensionality has attracted much research effort over the past decades. Many machine learning algorithms become unwieldy and computationally expensive if the number of features is too large. Determining the significant features is problem-dependent, which needs to balance the model performance and the number of required features. A large number of features not only results in overfitting and poor generalization, but also increases the computational overhead. On the other hand, a small set of features may not be sufficient for learning the task at hand due to lack of information.

Feature reduction approaches, therefore, are usually employed to reduce the input attributes without affecting performance; fewer but discriminative features could lead to less computational complexity and better generalization ability. Feature reduction methods can be broadly categorized as dimensionality reduction [177–186] and feature selection [187–197]. Traditionally, the dimensionality reduction method transforms the original data from the high-dimensional space to a space with fewer dimensions. One disadvantage is that some dimensionality reduction approaches involve eigenvalue decomposition which is extremely time-consuming. By contrast, feature selection algorithms aim to determine the significance of available features, thereby selecting a small set of informative features from the original data.

In this chapter, we propose a novel algorithm for feature selection based on sparse representation, termed herein sparse feature selection (SFS) algorithm. We consider the discriminative features as a subset of the full feature vector. The
aim is to find the sparse feature vector that explains the observations. To reduce computational complexity even further, a measurement matrix is introduced, which projects the input features onto a lower dimensional space.

The remainder of the chapter is organized as follows. Section 6.2 presents a brief review of existing feature reduction algorithms. Section 6.3 establishes the link between feature selection and sparse representation, and presents the SFS algorithm. Section 6.4 presents experimental results based on several classification problems, and compares the performance of the SFS algorithm with those of existing methods. Furthermore, the SFS algorithm is evaluated on a real world application of pedestrian detection. Section 6.5 presents concluding remarks.

6.2 Feature reduction

Feature reduction is a fundamental technique for large-scale data processing. Based on feature reduction, the salient information from the original data is maintained while the number of required features is reduced. Generally, feature reduction approaches are cast into two categories: dimensionality reduction and feature selection.

- Dimensionality reduction aims to extract features by projecting the original high-dimensional data to a lower-dimensional space through an algebraic transformation [177–181]. Examples of dimensionality reduction include principal component analysis (PCA) [178, 179] and linear discriminant analysis (LDA) [180, 181].

- Feature selection finds the most representative features from the original data using a binary transformation matrix. The most popular feature selection methods are Laplacian Score (LS) [187], ReliefF [188], Simba [189], and Mutual Information-based methods [190, 198].
This chapter is concerned with feature selection. However, for completeness dimensionality reduction methods are briefly reviewed in the next subsection.

### 6.2.1 Dimensionality reduction

In this subsection, we consider two most popular algorithms for dimensionality reduction, namely PCA and LDA. The PCA algorithm employs an orthogonal linear transformation to reduce the original data to a set of linearly uncorrelated variables. The input variables are converted to a new coordinate system in which the greatest variance comes from the first coordinate (known as the first principal component), the second greatest variance from the second coordinate, etc. Suppose that we have a data set consisting of $Q$ patterns $p_i, i = 1, \cdots, Q$. Let $\Sigma$ be the covariance matrix, that is,

$$
\Sigma = \frac{1}{Q} \sum_{i=1}^{Q} (p_i - \overline{p})(p_i - \overline{p})^T,
$$

where $p_i$ is the $i$-th input and $\overline{p}$ is the mean vector of the entire data set. The PCA algorithm aims to find a transformation matrix $W$ by maximizing the following optimization criteria $J(W)$:

$$
J(W) = \text{trace} \left( W^T \Sigma W \right).
$$

LDA is a single-stage supervised technique which finds linear projections of data so that the classes are maximally separable. Let $n$ be the number of classes, and $\pi_i$ be the prior probability of class $i$. Furthermore, let $\Sigma_i$ denote the covariance matrix of the $i$-th class, and $\overline{p}_i$ be the mean vector of class $i$. Then, the within-class scatter matrix is defined as

$$
S_W = \sum_{i=1}^{n} \pi_i \Sigma_i.
$$
In addition, the between-class scatter matrix $S_B$ is defined as

$$S_B = \sum_{i=1}^{\mu} \pi_i (\mathbf{p}_i - \bar{\mathbf{p}})(\mathbf{p}_i - \bar{\mathbf{p}})^T. \quad (6.4)$$

Thus, LDA is used to find the feature space in which

$$J(W) = \text{trace} \left[ (W^T S_W W)^{-1} (W^T S_B W) \right] \quad (6.5)$$

is maximized.

Dimensionality reduction has drawn increasing attention in the signal processing community since it offers an efficient model providing a simple interpretation for the original data. Therefore, it has become a very important tool for many applications, such as omics prediction [180], face recognition [199], and audio coding [200]. One limitation is that some methods, such as PCA and LDA, require the eigenvalue decomposition that is extremely time-consuming. In particular, if the dimension exceeds the number of training samples, LDA may encounter a singularity problem.

### 6.2.2 Feature selection

In contrast to dimensionality reduction methods, feature selection algorithms aim to detect the most representative features from the original data set. All the features are measured and ranked according to their significance; then features are selected based on their ranks.

Suppose we have $Q$ pairs of input vectors $\mathbf{p}_i$ and corresponding output vectors $\mathbf{z}_i$, $i = 1, \cdots, Q$. Assuming the input vector $\mathbf{p}_i$ is multidimensional, let $\mathbf{f}_j$ denote a vector containing the $j$-th feature from all input patterns:

$$\mathbf{f}_j = \left[ p_{1,j}, p_{2,j}, \ldots, p_{Q,j} \right]^T, \quad (6.6)$$
where $p_{ij}$ is the $j$-th component of $p_i$. Feature selection is performed by assigning to each feature $f_j$ its significance of relevance $R(f_j)$. Several feature selection methods have been proposed to evaluate the significance of features, some of which are summarized below.

1. **Laplacian Score (LS) method** evaluates a feature based on its locality preserving power [187]. The LS method generates a nearest neighbour graph with $Q$ nodes, with each node representing an input pattern. The significance of $f_j$ is computed as follows:

   \[
   R(f_j) = \frac{\hat{f}^T M_l \hat{f}}{\hat{f}^T (M_w + M_l) \hat{f}},
   \]

   where

   \[
   \hat{f} = f_j - \frac{f_j^T (M_w + M_l) 1}{1^T (M_w + M_l) 1}.
   \]

   $M_w$ is the weight matrix of the graph, $M_l$ is the graph Laplacian matrix [201], and $1$ is a column vector with all elements equal to 1.

2. **ReliefF algorithm** measures the importance of features according to the margin distance from training patterns [188]. In ReliefF method, the feature significance $R(f_j)$, which is initialized as zero, is iteratively updated when a new training sample is considered. Assume that the newly added training sample is $p_i$. Let $q_i$ and $r_i$ denote the nearest samples to the selected pattern $p_i$ with the same and different label, respectively. Then the relevance of $f_i$ is computed as

   \[
   R(f_j) = R(f_j) + (p_{ij} - q_{ij})^2 - (p_{ij} - r_{ij})^2,
   \]

   where $q_{ij}$ and $r_{ij}$ denote the relevant $j$-th feature from the $q_i$ and $r_i$ pattern, respectively.

3. **Simba** is another feature selection method based on the margin distance.
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[189]. The following equation is used to calculate $R(f_j)$:

$$R(f_j) = R(f_j) + \frac{1}{2} \frac{\partial u(p_j)}{\partial p_j} \left( \frac{(p_{i,j} - q_{i,j})^2}{\|p_i - q_i\|_2^2} - \frac{(p_{i,j} - r_{i,j})^2}{\|p_i - r_i\|_2^2} \right) R(f_j),$$

(6.10)

where $u(\cdot)$ is a predefined utility function. The commonly used utility functions are the linear, $u(p_i) = p_i$, and the sigmoid function, $u(p_i) = 1/(1 + \exp(-\beta \cdot p_i))$, where $\beta$ is a positive scalar defined by the user. Based on different utility functions, the Simba algorithm is cast into Simba Linear (SL) and Simba Sigmoid (SS) methods.

4. Mutual information (MI)-based feature selection approach is introduced in [190, 198]. Two algorithms have been proposed using the Max-Relevance ($MAX_R$) and Min-Redundancy ($MIN_R$) measures. First, the mutual information is introduced to measure the level of similarity between two discrete random vectors $f$ and $z$:

$$I(f, z) = \sum_{f \in f} \sum_{z \in z} p(f, z) \log \left( \frac{p(f, z)}{p(f)p(z)} \right),$$

(6.11)

where $p(f, z)$ is the joint probability function of $f$ and $z$, and $p(f)$ and $p(z)$ are the marginal probability functions of $f$ and $z$, respectively. Then the $MAX_R$ measures the mutual information between the selected features and all the desired outputs:

$$MAX_R = \frac{1}{|S|} \sum_{j \in S} I(f_j, z_i), \quad i = 1, 2, ..., Q,$$

(6.12)

where $S$ is the set of indices of the selected features. Moreover, the $MIN_R$ measure considers the mutual information between the $j$-th and $k$-th feature:

$$MIN_R = \frac{1}{|S|} \sum_{j \in S} I(f_j, f_k).$$

(6.13)
Two methods have been proposed to optimize Max-Relevance and Min-
Redundancy simultaneously. One of them is the *mutual information difference* (MID) method that searches features that maximize the difference between \( \text{MAX}_R \) and \( \text{MIN}_R \),

\[
\text{MID} = (\text{MAX}_R - \text{MIN}_R)
\]

Another method is called *mutual information quotient* (MIQ), which selects important features by maximizing the ration between \( \text{MAX}_R \) and \( \text{MIN}_R \),

\[
\text{MIQ} = (\text{MAX}_R / \text{MIN}_R)
\]

### 6.3 Sparsity-based feature selection

In this section, we describe the proposed feature selection method using sparse representation. In Subsection 6.3.1, we reformulate the feature selection as a sparse representation problem, in which discriminative features are selected by finding the sparse representation for the original features. In Subsection 6.3.2, we introduce a compressed sensing-based approach to further reduce the computational cost.

#### 6.3.1 Sparsity-based feature selection

Suppose that we have a data set consisting of \( Q \) patterns \( (\mathbf{p}_i, z_i) \) of input vectors and their corresponding desired output patterns. The classifier aims to extract the decision rule subject to the following constraint

\[
z_i = f(\mathbf{p}_i) + e_i, \quad (6.14)
\]
where \( f(\cdot) \) is an unknown decision function to be estimated and \( e_i \) is the corresponding error. In general \( f(p_i) \) can be expressed as

\[
f(p_i) = X^T \Psi(p_i),
\]

(6.15)

where \( X \) is an \( N \times L \) weight matrix and \( \Psi(p_i) \) is an \( N \)-dimensional feature vector derived from the input \( p_i \). For instance, in support vector machines (SVMs), \( \Psi(\cdot) \) represents the user-defined kernel function, whereas in feed-forward neural networks, \( \Psi(\cdot) \) is generated by the hidden layers of the network.

Let

\[
P = \left[ p_1, p_2, \cdots, p_Q \right]^T
\]

denote the matrix containing all input patterns arranged into rows and \( Z = \left[ z_1, z_2, \cdots, z_Q \right]^T \) be the corresponding \( Q \times L \) matrix of desired outputs. Combining Eq. (6.14) and (6.15) for all training patterns, we obtain the constraint equation in matrix form:

\[
Z = \Psi(P) X + E,
\]

(6.16)

where \( E \) is the error matrix with \( e_i^T \) as the \( i \)-th row. The main problem with Eq. (6.16) is that all \( N \) features, i.e., columns of \( \Psi(P) \), contribute to the final output even though some of them may be redundant or irrelevant.

Using feature selection approaches, a classifier can be built with fewer features. When the \( i \)-th feature is removed, its corresponding weights (or the \( i \)-th row of the weight matrix \( X \)) will be assigned zero values. On the other hand, the features associated with nonzero rows from \( X \) remain. To select the most representative features, a sparsity-based feature selection algorithm is proposed to find the sparse representation of the original features \( \Psi(P) \). The sparse solution aims to preserve as much of the information from the original features and to minimize the number of selected features simultaneously. Given a multi-dimensional output (\( L > 1 \)), the feature selection is reformulated as a multiple measurement vector (MMV).
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problem:

\[
\min S(X) \quad \text{subject to} \quad \|Z - \Psi(P) X\|_2 \leq \epsilon, \quad (6.17)
\]

where \( S(X) \) is the matrix sparsity and \( \epsilon \) is the bound on the power of the noise or the error. Here, the matrix \( \Psi(P) \) plays the role of a dictionary, and the weight matrix \( X \) contains the sparse decomposition coefficients. The problem then is to find a sparse representation of the desired input-output mapping using atoms from the feature dictionary \( \Psi(P) \). Since each row of \( X \) contains the weights of a particular feature, the problem in (6.17) is to minimize the number of non-zero rows of \( X \). To solve the MMV model, we apply the M-OMP algorithm presented in [60] due to its simplicity and efficiency. Only the features that contribute most to the minimization of the residual error are selected. Furthermore, if we consider the problem with a one-dimensional (1-D) output vector, the problem from Eq. (6.17) is converted to solving a sparse solution for a 1-D weight vector \( x \):

\[
\min S(x) \quad \text{subject to} \quad \|z - \Psi(P) x\|_2 \leq \epsilon, \quad (6.18)
\]

where \( S(x) \) denotes the measure of the vector sparsity. In this case, we can employ the single measurement vector (SMV) model to solve the feature selection problem.

6.3.2 Feature selection using compressed sensing

So far we have exploited sparse signal representation for selecting discriminative features in pattern classification. However, the minimization problem in Eq. (6.17) contains the entire data set with all \( Q \) training samples, which is time-consuming and memory intensive.

Compressed sensing (CS) allows the calculation of the sparse solution from a reduced set of non-adaptive linear measurements, rather than the entire data sets. The stable recovery of the sparse solution can be achieved by simply choosing a
random measurement matrix in most cases [41, 66, 67]. As shown in Chapter 5, the reduced set of measurements, using a linear projection matrix, is sufficient to train the LS-SVM classifier. Similarly, the measurement matrix \( \Phi \) of size \( M \times Q \) \((M << Q)\) is introduced here. Then the problem in Eq. (6.17) is rewritten as follows:

\[
\min S (X) \quad \text{subject to} \quad \|Y - DX\|_2 \leq \epsilon,
\]

where \( Y = \Phi Z \) is the reduced measurements, and the dictionary \( D = \Phi \Psi (P) \).

As a result, the measurement matrix \( \Phi \) can be used to solve the sparse representation problem using fewer measurements, thereby reducing the computational complexity.

The sparsity-based feature selection algorithm (SFS) is summarized in Algorithm 8. Finally, we should note that the proposed method can also be employed to the input data if the simple linear mapping between input vectors and feature vectors is adopted, \( \Psi (P) = P \). In this case, a linear input-output relation, \( Z = PX \), is assumed during feature selection; however, after feature selection any nonlinear classifier can still be used to learn the desired input-output mapping.

6.4 Experimental results

This section presents the experimental results and comparison of the proposed SFS approach with other conventional feature reduction methods. First, Subsection 6.4.1 presents experimental results based on several classification problems. Then, Subsection 6.4.2 evaluates the performance of the SFS algorithm on a real world application of pedestrian detection.

6.4.1 Feature Selection for Classification

In this section, we evaluate the performance of the SFS algorithm on several classification problems and compare it to those of existing feature selection methods.
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**Algorithm 8:** Sparse representation-based algorithm for feature selection.

**input:** The desired output $Z \in \mathbb{R}^{Q \times L}$, and the original feature matrix $\Psi(P) \in \mathbb{R}^{Q \times N}$;

**output:** Index of selected features $I_s$;

Randomly initialize the measurement matrix $\Phi$;

Solve the following problem:

$$\hat{X} = \arg \min_X S(X) \quad \text{subject to} \quad \|Y - DX\|_2 \leq \epsilon,$$

where $Y = \Phi Z$ and $D = \Phi \Psi(P)$.

Calculate the relevant residual error for each nonzero row $x_j^T$ from $X$:

$$\epsilon_j = \|Y - D_jx_j^T\|_2, \quad j = 1, 2, ..., N,$$

where $D_j$ is the $j$-th column from $D$;

Rank the features according to the error: $I_s = \text{sort}(\epsilon_i)$, and select the features based on their ranks.

The data sets and the evaluation criterion are presented in Subsection 6.4.1.1. The effect of the measurement matrix is analyzed in Subsection 6.4.1.2. The comparison results between the proposed algorithm and traditional feature selection algorithms are then presented in Subsection 6.4.1.3.

6.4.1.1 Experimental methods

Eight benchmark problems are selected from UCI data sets [134], see Table 6.1. Each data set is partitioned into two subsets: a training set and a test set. The training patterns are used to select features and train the classifier. The test set is used for measuring the performance of the selected features. The selection of the problems is made considering both continuous and binary patterns and a diverse range of the problem domains.

The proposed SFS algorithm is compared with six existing feature selection methods, i.e., laplacian score (LS) [187], ReliefF [188], Simba-Linear (SL), Simba-Sigmoid (SS) [189], mutual information difference (MID), and mutual information quotient (MIQ) methods [190]. The support vector machine (SVM) with radial
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Table 6.1: Data sets used for feature selection.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>No. Features</th>
<th>No. Training Patterns</th>
<th>No. Test Patterns</th>
</tr>
</thead>
<tbody>
<tr>
<td>Arrhythmia</td>
<td>279</td>
<td>294</td>
<td>146</td>
</tr>
<tr>
<td>Cancer (wisconsin)</td>
<td>30</td>
<td>378</td>
<td>189</td>
</tr>
<tr>
<td>Dermatology</td>
<td>34</td>
<td>240</td>
<td>120</td>
</tr>
<tr>
<td>Soybean</td>
<td>34</td>
<td>453</td>
<td>227</td>
</tr>
<tr>
<td>Spectf</td>
<td>44</td>
<td>177</td>
<td>89</td>
</tr>
<tr>
<td>Bench</td>
<td>20</td>
<td>135</td>
<td>57</td>
</tr>
<tr>
<td>Chess</td>
<td>36</td>
<td>2137</td>
<td>915</td>
</tr>
<tr>
<td>Ionosphere</td>
<td>34</td>
<td>175</td>
<td>75</td>
</tr>
</tbody>
</table>

A basis function (RBF) kernel is employed at the final classification stage. The performances of the various feature selection algorithms are evaluated using classification accuracy as a function of the number of features. With the same classifier, a better feature selection method should lead to a better classification performance with fewer features. The performance of the proposed SFS algorithm is evaluated in terms of the number of selected measurements and the type of measurement matrix used in the CS formulation. The percentage of selected measurements is measured as

\[ m = M/Q \times 100\% , \]

where \( M \) is the number of selected measurements and \( Q \) is the number of all training samples.

6.4.1.2 Performance evaluation

To reduce the computational complexity, a measurement matrix is employed in the proposed algorithm to reduce the number of selected measurements. In this subsection, we evaluate the performance of the SFS method using two types of measurement matrices: a random measurement matrix and a selection matrix, with each row and each column containing only one non-zero element (equal to 1). We also consider the robustness of the proposed algorithm to various numbers of selected measurements. The percentage of selected measurements is
set to \( m = 20\% \), 50\% and 100\%. Note that using the selection matrix with \( m = 100\% \) is equivalent to solving the sparse representation for the original features (see Eq. (6.17)). Tables 6.2 and 6.3 show the average classification accuracy of the proposed algorithm with, respectively, the random measurement and selection matrix over 20 runs.

Table 6.2: Average classification accuracy (%) over 20 runs on the test data set as a function of the size of the random measurement matrix. For convenience the number of selected features is enclosed in parentheses next to the classification rate.

<table>
<thead>
<tr>
<th>Data sets</th>
<th>( m =20% )</th>
<th>( m =50% )</th>
<th>( m =100% )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Arrhythmia</td>
<td>67.58±4.25 (38)</td>
<td>67.20±3.20 (70)</td>
<td>66.51±2.01 (27)</td>
</tr>
<tr>
<td>Cancer (wisconsin)</td>
<td>97.08±1.10 (26)</td>
<td>96.68±0.78 (29)</td>
<td>96.68±0.78 (29)</td>
</tr>
<tr>
<td>Dermatology</td>
<td>88.73±2.45 (30)</td>
<td>89.56±3.56 (29)</td>
<td>88.72±2.56 (34)</td>
</tr>
<tr>
<td>Soybean</td>
<td>94.89±0.32 (38)</td>
<td>94.86±1.02 (30)</td>
<td>93.99±0.62 (35)</td>
</tr>
<tr>
<td>Spectf</td>
<td>79.63±1.02 (8)</td>
<td>80.99±1.23 (13)</td>
<td>81.82±1.31 (10)</td>
</tr>
<tr>
<td>Bench</td>
<td>65.79±1.07 (20)</td>
<td>65.23±0.77 (19)</td>
<td>65.84±1.38 (20)</td>
</tr>
<tr>
<td>Chess</td>
<td>91.99±0.59 (6)</td>
<td>92.26±0.45 (10)</td>
<td>92.68±0.65 (10)</td>
</tr>
<tr>
<td>Ionosphere</td>
<td>93.98±1.35 (25)</td>
<td>93.89±0.75 (25)</td>
<td>93.78±0.90 (18)</td>
</tr>
<tr>
<td>Average</td>
<td>84.96±1.52 (24)</td>
<td>85.08±1.47 (28)</td>
<td>85.00±1.28 (23)</td>
</tr>
</tbody>
</table>

Table 6.3: Summary of classification accuracy (%) over 20 runs on the test data set with different sizes of the selection matrix. For convenience the number of selected features is enclosed in parentheses next to the classification rate.

<table>
<thead>
<tr>
<th>Data sets</th>
<th>( m =20% )</th>
<th>( m =50% )</th>
<th>( m =100% )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Arrhythmia</td>
<td>67.77±3.36 (48)</td>
<td>66.00±3.20 (78)</td>
<td>64.11 (9)</td>
</tr>
<tr>
<td>Cancer (wisconsin)</td>
<td>96.71±0.65 (30)</td>
<td>96.83±0.63 (15)</td>
<td>96.72 (11)</td>
</tr>
<tr>
<td>Dermatology</td>
<td>88.23±3.37 (34)</td>
<td>89.23±4.12 (34)</td>
<td>90.22 (22)</td>
</tr>
<tr>
<td>Soybean</td>
<td>95.01±0.68 (34)</td>
<td>94.96±0.67 (32)</td>
<td>94.95 (30)</td>
</tr>
<tr>
<td>Spectf</td>
<td>79.63±0.31 (6)</td>
<td>81.12±0.33 (13)</td>
<td>81.82 (8)</td>
</tr>
<tr>
<td>Bench</td>
<td>64.46±1.72 (20)</td>
<td>64.92±0.92 (20)</td>
<td>67.38 (18)</td>
</tr>
<tr>
<td>Chess</td>
<td>92.21±0.48 (6)</td>
<td>92.23±0.41 (6)</td>
<td>92.93 (11)</td>
</tr>
<tr>
<td>Ionosphere</td>
<td>92.41±1.20 (29)</td>
<td>94.32±0.95 (23)</td>
<td>93.25 (16)</td>
</tr>
<tr>
<td>Average</td>
<td>84.55±1.48 (26)</td>
<td>84.95±1.40 (28)</td>
<td>85.17 (15)</td>
</tr>
</tbody>
</table>

Several observations can be made from these results. First, the proposed method achieves similar classification accuracy regardless of the type of the measurement matrix. For instance, the proposed algorithm generates on average 84.96\%, 85.08\%, and 85.00\% classification accuracy with the random measurement matrix, whereas, the classification accuracy using the selection matrix is
84.55%, 84.95%, and 85.17%, respectively. The maximum difference in classification accuracy from eight data sets is only 0.41%, which is insignificant.

Second, with different sizes of the measurement matrix, the SFS method achieves similar generalization ability. In other words, the classification rate on the test set is not guaranteed to be improved with more measurements. For example, with the selection matrix, the overall average classification accuracy (over the 8 datasets) is 85.17% for \( m = 100\% \) and 84.55% for \( m = 20\% \) (see Table 6.3); the difference is only 0.62%, which is not significant at the 95% confidence interval.

Tables 6.4 and 6.5 show the average time for feature selection with different sizes of random measurement and selection matrix, respectively. In all cases, a larger \( m \) (more selected measurements) leads to a slower convergence. Overall, using fewer measurements, the proposed algorithm not only achieves the affordable computation, but also maintains the good generalization performance.

<table>
<thead>
<tr>
<th>Data sets</th>
<th>( m=20% )</th>
<th>( m=50% )</th>
<th>( m=100% )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Arrhythmia</td>
<td>0.05±0.05</td>
<td>0.91±0.91</td>
<td>10.42±1.42</td>
</tr>
<tr>
<td>Cancer (wisconsin)</td>
<td>0.02±0.01</td>
<td>0.02±0.02</td>
<td>0.02±0.03</td>
</tr>
<tr>
<td>Dermatology</td>
<td>0.02±0.02</td>
<td>0.02±0.02</td>
<td>0.03±0.03</td>
</tr>
<tr>
<td>Soybean</td>
<td>0.02±0.01</td>
<td>0.02±0.01</td>
<td>0.03±0.01</td>
</tr>
<tr>
<td>Spectf</td>
<td>0.02±0.01</td>
<td>0.03±0.02</td>
<td>0.05±0.04</td>
</tr>
<tr>
<td>Bench</td>
<td>0.02±0.01</td>
<td>0.02±0.01</td>
<td>0.02±0.01</td>
</tr>
<tr>
<td>Chess</td>
<td>0.05±0.03</td>
<td>0.08±0.05</td>
<td>0.11±0.07</td>
</tr>
<tr>
<td>Ionosphere</td>
<td>0.01±0.01</td>
<td>0.02±0.01</td>
<td>0.02±0.02</td>
</tr>
<tr>
<td>Average</td>
<td>0.03±0.02</td>
<td>0.14±0.13</td>
<td>1.34±0.20</td>
</tr>
</tbody>
</table>

### 6.4.1.3 Comparison with conventional feature selection methods

In this subsection, the proposed algorithm is compared with other conventional methods. Note that if the selection matrix is employed in SFS, it is equivalent to selecting a subset of training patterns. To analyze the robustness of various
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Table 6.5: Average time for feature selection (sec) as a function of the size of the selection matrix.

<table>
<thead>
<tr>
<th>Data sets</th>
<th>m =20%</th>
<th>m =50%</th>
<th>m =100%</th>
</tr>
</thead>
<tbody>
<tr>
<td>Arrhythmia</td>
<td>0.06±0.01</td>
<td>0.95±0.13</td>
<td>11.16±1.16</td>
</tr>
<tr>
<td>Cancer (wisconsin)</td>
<td>0.02±0.01</td>
<td>0.02±0.01</td>
<td>0.03±0.01</td>
</tr>
<tr>
<td>Dermatology</td>
<td>0.02±0.01</td>
<td>0.02±0.01</td>
<td>0.03±0.01</td>
</tr>
<tr>
<td>Soybean</td>
<td>0.02±0.01</td>
<td>0.03±0.01</td>
<td>0.03±0.01</td>
</tr>
<tr>
<td>Spectf</td>
<td>0.01±0.01</td>
<td>0.03±0.01</td>
<td>0.05±0.02</td>
</tr>
<tr>
<td>Bench</td>
<td>0.01±0.01</td>
<td>0.01±0.01</td>
<td>0.02±0.02</td>
</tr>
<tr>
<td>Chess</td>
<td>0.06±0.03</td>
<td>0.11±0.05</td>
<td>0.19±0.05</td>
</tr>
<tr>
<td>Ionosphere</td>
<td>0.02±0.01</td>
<td>0.02±0.01</td>
<td>0.03±0.01</td>
</tr>
<tr>
<td>Average</td>
<td>0.03±0.01</td>
<td>0.15±0.03</td>
<td>1.44±0.16</td>
</tr>
</tbody>
</table>

feature selection methods to the number of training samples, we select a subset from training samples by setting $m = 20\%$, 50\%, and 100\% with the selection matrix. Then all feature selection methods are evaluated using different numbers of training patterns. The average results over 20 runs are listed in Tables 6.6, 6.7, and 6.8.

In all three cases, the proposed SFS algorithm outperforms other conventional feature selection methods; it always achieves the best classification accuracy. In particular, with all training samples ($m =100\%$), the proposed algorithm achieves the best classification rate from five data sets: namely Cancer (wisconsin), Dermatology, Soybean, Bench, and Chess. The SFS method also selects the fewest number of features (15 features) on average to solve all eight problems.

In conclusion, it is empirically confirmed that the proposed SFS method obtains significant improvement compared to existing feature selection methods. Note that since the SFS algorithm selects features that minimize the output error, the feature selection process has a direct correspondence with the classification accuracy. By contrast, the criteria used by other features selection methods are not directly related to the classification purpose.
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Table 6.6: Summary of classification accuracy (%) on the test set using $m = 20\%$ training patterns. The number of selected features is shown inside the bracket.

<table>
<thead>
<tr>
<th>Data Sets</th>
<th>LS</th>
<th>Relief</th>
<th>SL</th>
<th>SS</th>
<th>MID</th>
<th>MIQ</th>
<th>SFS</th>
</tr>
</thead>
<tbody>
<tr>
<td>Arrhythmia</td>
<td>65.01±2.23 (40)</td>
<td>67.22±3.10 (57)</td>
<td>60.45±2.10 (27)</td>
<td>60.78±2.10 (95)</td>
<td>67.55±4.31 (44)</td>
<td>66.72±3.10 (55)</td>
<td>67.77±3.36 (48)</td>
</tr>
<tr>
<td>Cancer (wisconsin)</td>
<td>96.28±0.51 (29)</td>
<td>96.73±0.46 (30)</td>
<td>96.69±0.73 (29)</td>
<td>96.56±0.67 (29)</td>
<td>96.82±0.56 (29)</td>
<td>96.78±0.56 (29)</td>
<td>96.71±0.65 (30)</td>
</tr>
<tr>
<td>Dermatology</td>
<td>87.66±4.57 (34)</td>
<td>87.91±4.10 (28)</td>
<td>88.12±3.01 (34)</td>
<td>88.21±4.10 (32)</td>
<td>87.55±4.13 (32)</td>
<td>86.78±5.10 (32)</td>
<td>88.23±3.37 (34)</td>
</tr>
<tr>
<td>Soybean</td>
<td>94.57±0.49 (34)</td>
<td>94.63±0.19 (33)</td>
<td>95.20±0.98 (25)</td>
<td>94.82±0.82 (26)</td>
<td>92.89±0.67 (32)</td>
<td>93.29±0.57 (33)</td>
<td>95.01±0.68 (34)</td>
</tr>
<tr>
<td>Spectf</td>
<td>79.11±0.22 (13)</td>
<td>79.44±0.23 (14)</td>
<td>79.44±0.33 (10)</td>
<td>79.56±0.53 (7)</td>
<td>79.22±0.42 (5)</td>
<td>79.43±0.42 (4)</td>
<td>79.56±0.31 (6)</td>
</tr>
<tr>
<td>Bench</td>
<td>64.67±1.23 (20)</td>
<td>65.31±0.87 (20)</td>
<td>65.55±0.79 (17)</td>
<td>65.21±0.68 (18)</td>
<td>65.61±0.72 (17)</td>
<td>64.61±1.62 (15)</td>
<td>64.46±1.72 (20)</td>
</tr>
<tr>
<td>Chess</td>
<td>87.78±5.23 (36)</td>
<td>92.12±0.24 (24)</td>
<td>92.12±0.34 (15)</td>
<td>92.34±0.44 (22)</td>
<td>91.66±1.32 (29)</td>
<td>92.22±0.62 (12)</td>
<td>92.21±0.48 (6)</td>
</tr>
<tr>
<td>Ionosphere</td>
<td>89.36±3.01 (28)</td>
<td>92.67±2.20 (29)</td>
<td>93.11±2.20 (24)</td>
<td>92.79±2.33 (25)</td>
<td>93.27±1.61 (25)</td>
<td>92.92±1.81 (24)</td>
<td>92.41±1.20 (29)</td>
</tr>
<tr>
<td>Average</td>
<td>83.06±2.19 (29)</td>
<td>84.50±1.42 (29)</td>
<td>83.84±1.31 (23)</td>
<td>83.78±1.42 (32)</td>
<td>84.32±1.72 (27)</td>
<td>84.09±1.72 (26)</td>
<td><strong>84.55±1.48 (26)</strong></td>
</tr>
</tbody>
</table>

Table 6.7: Summary of classification accuracy (%) on the test set with $m = 50\%$ training patterns. The number of selected features is shown inside the bracket.

<table>
<thead>
<tr>
<th>Data Sets</th>
<th>LS</th>
<th>Relief</th>
<th>SL</th>
<th>SS</th>
<th>MID</th>
<th>MIQ</th>
<th>SFS</th>
</tr>
</thead>
<tbody>
<tr>
<td>Arrhythmia</td>
<td>64.74±2.10 (43)</td>
<td>66.78±3.41 (36)</td>
<td>60.45±2.22 (27)</td>
<td>60.78±2.42 (27)</td>
<td>68.23±4.53 (42)</td>
<td>67.56±4.21 (44)</td>
<td>66.00±3.20 (78)</td>
</tr>
<tr>
<td>Cancer (wisconsin)</td>
<td>96.85±0.16 (29)</td>
<td>96.67±0.71 (15)</td>
<td>96.61±0.71 (29)</td>
<td>96.57±0.87 (29)</td>
<td>96.78±0.61 (29)</td>
<td>96.85±0.62 (29)</td>
<td>96.83±0.63 (15)</td>
</tr>
<tr>
<td>Dermatology</td>
<td>88.02±4.10 (34)</td>
<td>87.34±4.22 (33)</td>
<td>88.95±3.01 (29)</td>
<td>88.79±4.71 (28)</td>
<td>87.89±4.22 (32)</td>
<td>86.22±5.41 (34)</td>
<td>89.23±4.12 (34)</td>
</tr>
<tr>
<td>Soybean</td>
<td>94.82±0.81 (34)</td>
<td>94.67±0.89 (33)</td>
<td>94.81±0.81 (30)</td>
<td>94.87±0.88 (28)</td>
<td>93.89±0.72 (33)</td>
<td>93.92±0.37 (32)</td>
<td>94.96±0.67 (32)</td>
</tr>
<tr>
<td>Spectf</td>
<td>79.23±0.34 (30)</td>
<td>79.21±0.24 (11)</td>
<td>80.62±0.45 (9)</td>
<td>79.78±0.34 (12)</td>
<td>78.56±0.33 (5)</td>
<td>79.43±0.45 (12)</td>
<td>81.12±0.33 (13)</td>
</tr>
<tr>
<td>Bench</td>
<td>64.56±1.22 (20)</td>
<td>65.33±0.97 (19)</td>
<td>66.20±1.31 (18)</td>
<td>65.10±0.88 (18)</td>
<td>65.78±0.39 (19)</td>
<td>64.56±1.12 (15)</td>
<td>64.92±0.92 (20)</td>
</tr>
<tr>
<td>Chess</td>
<td>88.23±4.23 (27)</td>
<td>92.12±0.24 (10)</td>
<td>92.42±0.45 (17)</td>
<td>92.56±0.55 (19)</td>
<td>91.99±1.20 (10)</td>
<td><strong>92.78±0.67 (10)</strong></td>
<td>92.23±0.41 (6)</td>
</tr>
<tr>
<td>Ionosphere</td>
<td>89.78±3.10 (30)</td>
<td>92.67±1.20 (27)</td>
<td>92.89±1.23 (23)</td>
<td>93.11±1.20 (18)</td>
<td>93.31±0.89 (20)</td>
<td>92.78±0.89 (26)</td>
<td><strong>94.32±0.95 (23)</strong></td>
</tr>
<tr>
<td>Average</td>
<td>83.28±2.00 (31)</td>
<td>84.35±1.48 (23)</td>
<td>84.13±1.27 (23)</td>
<td>83.94±1.48 (22)</td>
<td>84.55±1.61 (24)</td>
<td>84.26±1.72 (25)</td>
<td><strong>84.95±1.40 (28)</strong></td>
</tr>
</tbody>
</table>
### Table 6.8: Summary of classification accuracy (%) on the test data set based on the entire data set ($m = 100\%$). The number of selected features is shown inside the bracket.

<table>
<thead>
<tr>
<th>Data Sets</th>
<th>LS</th>
<th>Relief</th>
<th>SL</th>
<th>SS</th>
<th>MID</th>
<th>MIQ</th>
<th>SFS</th>
</tr>
</thead>
<tbody>
<tr>
<td>Arrhythmia</td>
<td>68.45±2.21 (15)</td>
<td>70.22±3.12 (28)</td>
<td>60.45±2.51 (27)</td>
<td>60.55±2.21 (27)</td>
<td>68.22±4.34 (19)</td>
<td>69.21±4.21 (46)</td>
<td>64.11 (9)</td>
</tr>
<tr>
<td>Cancer (wisc)</td>
<td>96.72±0.85 (13)</td>
<td>96.67±0.71 (14)</td>
<td>96.56±0.83 (29)</td>
<td>96.55±0.82 (28)</td>
<td>96.67±0.62 (29)</td>
<td>96.67±0.61 (29)</td>
<td>96.72 (11)</td>
</tr>
<tr>
<td>Dermatology</td>
<td>88.33±3.01 (32)</td>
<td>88.32±5.12 (29)</td>
<td>88.92±4.71 (27)</td>
<td>88.78±4.11 (26)</td>
<td>88.33±5.10 (27)</td>
<td>85.89±6.11 (34)</td>
<td>90.22 (22)</td>
</tr>
<tr>
<td>Soybean</td>
<td>94.67±0.78 (31)</td>
<td>94.67±0.94 (27)</td>
<td>94.78±0.88 (32)</td>
<td>94.89±0.82 (27)</td>
<td>93.80±0.58 (32)</td>
<td>93.71±0.86 (31)</td>
<td>94.95 (30)</td>
</tr>
<tr>
<td>Spectf</td>
<td>80.23±0.92 (31)</td>
<td>81.92±1.52 (8)</td>
<td>80.67±0.95 (6)</td>
<td>81.45±0.38 (8)</td>
<td>81.75±1.40 (2)</td>
<td>81.83±1.82 (2)</td>
<td>81.82 (8)</td>
</tr>
<tr>
<td>Bench</td>
<td>64.44±1.22 (20)</td>
<td>67.11±1.82 (2)</td>
<td>65.44±0.68 (16)</td>
<td>65.82±0.91 (17)</td>
<td>65.11±0.57 (1)</td>
<td>64.73±1.12 (1)</td>
<td>67.38 (18)</td>
</tr>
<tr>
<td>Chess</td>
<td>88.56±4.41 (31)</td>
<td>92.33±0.24 (17)</td>
<td>92.23±0.51 (24)</td>
<td>92.67±0.52 (8)</td>
<td>91.89±2.12 (10)</td>
<td>92.79±0.81 (11)</td>
<td>92.93 (11)</td>
</tr>
<tr>
<td>Ionosphere</td>
<td>90.00±2.10 (15)</td>
<td>92.69±1.56 (18)</td>
<td>93.23±1.20 (23)</td>
<td>93.08±1.22 (20)</td>
<td>93.89±1.32 (20)</td>
<td>93.68±1.80 (25)</td>
<td>93.25 (16)</td>
</tr>
<tr>
<td><strong>Average</strong></td>
<td>83.93±1.89 (24)</td>
<td>85.49±1.88 (18)</td>
<td>84.04±1.53 (23)</td>
<td>84.22±1.38 (20)</td>
<td>84.96±2.00 (18)</td>
<td>84.81±2.17 (22)</td>
<td><strong>85.17 (15)</strong></td>
</tr>
</tbody>
</table>
6.4. Experimental results

6.4.2 Pedestrian detection

In this subsection, the proposed feature selection method is combined with a hierarchical visual pattern recognition architecture for pedestrian detection. The proposed method is also compared with existing dimensionality reduction and feature selection methods on the pedestrian detection task.

Pedestrian detection has many applications in traffic safety, law enforcement and car industry. Its objective is to determine the presence and the location of people or pedestrians in images and video. A comprehensive study on pedestrian detection, using the Daimler-Chrysler database, is given in [202]. The Daimler-Chrysler database consists of three training sets and two test sets. Each set has 4800 pedestrian patterns and 5000 non-pedestrian patterns; each image pattern is of size $36 \times 18$ pixels. Some examples of pedestrian and non-pedestrian patterns are shown in Fig. 6.1.

![Pedestrian examples](image1.png)

(b) Non-pedestrian examples

Figure 6.1: Image patterns from the Daimler-Chrysler pedestrian detection database.

A feature extraction method is proposed in [19] to detect the features from the input image, which is based on directional and adaptive filters, inspired by the human visual system. Compared to other existing methods presented in [202], the architecture presented in [19] achieves better detection accuracy. However, the drawback is that the number of generated features is too large, over 2016. Therefore, the proposed feature selection method is applied to reduce the number of features. In SFS, the percentage of selected measurements is set to $m = 80\%$. 
with the selection matrix.

We first conduct the comparison between the SFS-based system and the full architecture [19]. The SFS algorithm is applied after all the features have been detected to select the important features. Table 6.9 presents the average results from the proposed algorithms over 20 independent runs, using a linear classifier. Note that the original architecture achieves 99.70% and 91.72% on training and testing data, respectively.

Table 6.9: Summary of the classification accuracy using the SFS-based algorithm for the pedestrian detection.

<table>
<thead>
<tr>
<th>Number of selected features</th>
<th>Training Accuracy (%)</th>
<th>Test Accuracy (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>100</td>
<td>93.21±2.72</td>
<td>87.55±1.22</td>
</tr>
<tr>
<td>300</td>
<td>96.63±2.53</td>
<td>90.95±0.42</td>
</tr>
<tr>
<td>500</td>
<td>97.53±1.37</td>
<td>91.72±0.61</td>
</tr>
<tr>
<td>1000</td>
<td>98.21±1.33</td>
<td>91.81±0.63</td>
</tr>
</tbody>
</table>

Several observations can be made from Table 6.9. Firstly, when more features are employed, the performance of the SFS algorithm is improved in terms of the training and test accuracy. Although the training error is larger than that of the initial structure, the proposed algorithm is built on fewer features. Secondly, the average test accuracy obtained from the SFS-based algorithm is comparable to that of the full architecture, especially when 500 or 1000 features are selected. For instance, in SFS 91.72% classification accuracy is achieved when only 500 features are provided. In other words, when SFS is employed, the same classification accuracy is obtained with 75% reduction in number of features. Figure 6.2 gives the typical results obtained by the SFS-based pedestrian detection system.

The proposed approach was also compared on the pedestrian detection problem to four feature reduction methods: PCA, LDA, MID and MIQ. Table 6.10 shows the average detection accuracy with respect to the number of features for 20 independent runs. Clearly, the proposed SFS algorithm outperforms the other 4 feature reduction methods, especially when the number of selected feature is
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Figure 6.2: The pedestrian detection outputs for some test images. The detection score has been highlighted.

small. For example, with only 100 features, the SFS achieves 87.55% classification accuracy, whereas, the PCA, LDA, MID and MIQ methods give 83.35%, 83.33%, 80.22%, and 83.13% accuracy, respectively. In terms of memory requirements, the proposed SFS approach is much better since SFS only needs to record the indices of the discriminative features ($O(K)$) while PCA and LDA need additional memory storage for the transformation matrix ($O(K \times N)$), where $K$ is the number of selected features and $N$ is the number of all available features.

Table 6.10: Performance of different dimensionality reduction algorithms: PCA, LDA, MID, MIQ, and SFS via the pedestrian detection problems.

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Number of selected features</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>100</td>
</tr>
<tr>
<td>PCA</td>
<td>83.35</td>
</tr>
<tr>
<td>LDA</td>
<td>83.33</td>
</tr>
<tr>
<td>MID</td>
<td>80.22</td>
</tr>
<tr>
<td>MIQ</td>
<td>83.13</td>
</tr>
<tr>
<td>SFS</td>
<td><strong>87.55±1.22</strong></td>
</tr>
</tbody>
</table>

Figure 6.3 presents some examples of the features selected by the SFS and MID algorithms in six images chosen from the training data. The light regions...
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Indicate the location of the selected features by each algorithm. Both methods select features from the centre of the input pattern and ignore the surrounding region, which does not contain useful features for the classification task. However, the region from which the features are extracted in the original image is bigger for SFS. This indicates that SFS considers more information from the original input pattern. Compared to SFS, the MID features tend to cluster in certain parts in the input pattern, which may not be as informative for the classification. For example, as we can see from the input image B, SFS almost covers the entire body of the pedestrian, while the MID method ignores the head region.

Figure 6.3: An example of different features (regions) selected by SFS and MID algorithms when the same number of features (500) is employed. The first row displays six input images (A-F) from the training data. The second and third rows show the corresponding highlighted regions from SFS and MID algorithm, respectively.

6.5 Conclusions

In this chapter, we have presented a novel algorithm for feature selection, termed sparse feature selection (SFS). In the proposed SFS algorithm, original features are used as the dictionary in the sparse representation. That is, each column from the dictionary is associated with a specific feature from the original data. Then the SFS
algorithm calculates the sparse solution, which is equivalent to selecting features that minimize the residual output error. Moreover, a measurement matrix is also introduced to reduce the computational cost.

Experimental results on various classification problems show that the proposed SFS method is superior to existing feature selection methods; it achieves better classification accuracy with fewer number of selected features. Furthermore, the proposed algorithm is tested with a hierarchical visual pattern recognition architecture for pedestrian detection. The results show that the proposed method achieves the same test accuracy as the original full architecture using only 25% of features.
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In this dissertation, a variety of algorithms are proposed based on sparse signal representation to solve different machine learning problems, such as structural optimization, supervised learning, and feature selection. The motivation is that many natural signals have a sparse structure, where only few nonzero elements are capable of representing the majority information conveyed by the target signal. Inspired by the sparse signal representation paradigm, we developed several robust machine learning algorithms for neural network pruning, supervised neural network learning, least squares support vector machines-based training, and feature selection. The remainder of the chapter presents a summary of major contributions of this thesis and proposes directions for future research.

7.1 Summary of research outcomes

The main contributions of the thesis can be summarized as follows:

- A comprehensive review of conventional sparse representation techniques
7.1. Summary of research outcomes

is conducted in Chapter 2. Based on the number of observed measurements, three sparse models are presented, namely single measurement vector (SMV), multiple measurement vector (MMV), and infinite measurement vector (IMV). The chapter also presents the common optimization algorithms used to solve the various sparse representation models. Dictionary learning methods are also discussed.

- A novel method for structural optimization is proposed for feed-forward neural networks in Chapter 3. The important network parameters are selected by finding the sparse representation for the network structure. The proposed network pruning algorithm was tested on eight datasets and its performance was compared with that of state-of-the-art methods. The proposed algorithm leads to faster convergence, smaller number of hidden units and the better generalization accuracy.

- In Chapter 4, a novel network training algorithm is introduced as an extension of the sparse structural optimization technique presented in Chapter 3. This method is capable of training the neural network and optimizing the architecture simultaneously. The dictionary learning-based algorithm is also employed to balance the trade-off between the training performance and architecture complexity. In general, the proposed training method achieves lower training accuracy compared to existing methods with much higher generalization accuracy for both regression and classification problems.

- In Chapter 5, a fast and efficient training algorithm is proposed for least squares support vector machines (LS-SVM). Significant support vectors from LS-SVM are selected during training. Experimental comparison with existing algorithms for function approximation and classification tasks was conducted. The proposed LS-SVM training method achieves a significant improvement in terms of classification accuracy using the same number of support vectors. On average, a classification accuracy of 84.17% is obtained.
on the test sets from the six problems, which is much better than other sparse training approaches. Furthermore, the proposed algorithm with an average of 27.87% support vectors outperforms the standard LS-SVM training.

- Chapter 6 presents a sparsity-based algorithm to address the feature reduction problem. The method regards the approximation of the desired output as the sum of independent feature vectors. Therefore, the feature selection problem is converted to a sparse representation model. The experiment consists of two parts. First, the proposed sparse algorithm outperforms other conventional feature selection methods using the synthetic datasets; it always achieves the best classification accuracy. Meanwhile, the proposed algorithm also requires the fewest number of features (15 features) on average to solve all eight problems. Second, the proposed feature selection method was evaluated on a pedestrian detection problem. The results show that the proposed method achieves the same test accuracy as the original full architecture using only 25% of features.

In summary, the new paradigm of sparse signal representation is exploited to develop robust machine learning algorithms. The proposed sparsity-based algorithms are capable of representing salient information only using few parameters. This enables the design of high performance algorithms for structural (model) optimization, supervised training and feature selection. Experimental results show that the proposed sparse algorithms are superior to existing methods in terms of generalization ability, computational cost, and numerical stability.

### 7.2 Future work

Research on sparse representation is in its early stages, and progress in this areas is still on-going. The research work presented in this thesis has just investigated few machine learning areas using sparse representation models. There are many
possibilities for future research directions, a small sample of which is listed below:

1. **Online sparse learning**: We have applied the sparse model to optimize supervised learning algorithms to achieve a better generalization ability. All proposed methods discussed so far are off-line learning methods, in which the performance depends on the volume of available data. It would be very interesting to extend the proposed methods to online learning.

2. **Other learning tasks**: This work considers few supervised learning methods, i.e., neural network and least squares support vector machines. An obvious extension is to apply the sparse representation-based algorithms to other machine learning problems, such as classifier ensembles. Several classifiers can be modeled together and the final prediction is formed by combining predictions of those classifiers. Implementing sparsity-based ensemble methods can further improve the generalization ability of the machine learning algorithm. Furthermore, investigation of how the proposed learning framework can be used in conjunction with meta-learning algorithms such as Adaboost would also constitute an interesting extension of this work.

3. **Advanced optimization algorithms**: The simulation results indicate the efficiency of the sparsity-based technique. Clearly the performance of the sparse representation relies heavily on optimization algorithms employed to compute sparse solutions. Thus, the performance is expected to be improved when sophisticated recovery methods are developed. Furthermore, heuristic methods for dictionary learning can also be considered to improve the speed and solution accuracy of the proposed sparsity-based supervised learning algorithms.

4. **Real-world applications**: Finally, we believe that this thesis has opened an area of research for sparse representation and its wide applications. Potential
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examples will be pattern recognition, parallel computing and information retrieval. For instance, in information retrieval, the target keyword can be represented using an overcomplete dictionary which consists of training samples. If sufficient training samples are available, the target keyword can be obtained using a linear combination of relatively fewer training samples. Seeking the sparse representation of the target keyword therefore automatically segregates the information of interest from irrelevant data.
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