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Abstract
This paper presents a scene categorization method that is invariant to affine transformations. We propose a new moment-based normalization algorithm to generate an output image that is independent of the position, rotation, shear, and scale of the input image. In the proposed approach, an affine transform matrix is determined subject to the normalized image satisfying a set of moment constraints. After image normalization, a dense set of local features is extracted using scattering transform, and the global features are then formed via a sparse coding method. We evaluate the proposed method and other state-of-the-art algorithms on a benchmark dataset. The experimental results show that for images distorted with affine transformations, the proposed normalization increases the classification rate by about 28%, compared with the scene categorization approach that uses no normalization.
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ABSTRACT

This paper presents a scene categorization method that is invariant to affine transformations. We propose a new moment-based normalization algorithm to generate an output image that is independent of the position, rotation, shear, and scale of the input image. In the proposed approach, an affine transform matrix is determined subject to the normalized image satisfying a set of moment constraints. After image normalization, a dense set of local features is extracted using scattering transform, and the global features are then formed via a sparse coding method. We evaluate the proposed method and other state-of-the-art algorithms on a benchmark dataset. The experimental results show that for images distorted with affine transformations, the proposed normalization increases the classification rate by about 28%, compared with the scene categorization approach that uses no normalization.

Index Terms— scene categorization, affine normalization, image moments, scattering transform.

1. INTRODUCTION

Humans can instantly grasp the conceptual meaning of an image. With a single glance, we can determine whether the scene is a beach or a forest. Gist recognition or scene categorization enables us to focus only on essential scene elements and make timely decisions that are vital to our survival. Similarly, computational methods for scene categorization can be used to rapidly provide cues about the presence of objects, or search for images and videos, and as such they are highly useful for applications in surveillance [1], navigation [2], and multimedia [3].

In recent years, researchers have studied scene categorization using several benchmark datasets, such as the 15-scene dataset [4] and the SUN dataset [5]. However, each scene in these datasets is usually captured from only a few viewing angles. In the real world, the scene could be imaged from different views, causing image variations that must be addressed by a scene categorization system. In this paper, we aim to improve the robustness of scene categorization by removing the distortions caused by arbitrary affine transformations. Because the (general) projective transformation can be locally approximated by affine transformations [6], the approach presented here constitutes a step towards developing a view-invariant scene categorization system.

The existing approaches to affine invariance can be divided into three categories: invariance by training, invariance by image normalization, and invariance by feature extraction. In the invariance by training, images used for training contain not only the original images but also their rotated, scaled, blurred, and deformed versions. In [7], invariant support vector machines were trained by transforming training samples with different scales, rotations, and line thicknesses. In [8], a rotation-invariant face/non-face classifier was developed by training on a large number of rotated face patterns. These techniques could easily be applied to scene categorization. However, brute force training can be time consuming, and if the training set is not carefully designed, the classifier may not learn the desired invariance.

In the invariance by image normalization, an input image is normalized before it is classified. Rothe et al. proposed the moment-based normalization that decomposes the unknown affine transformation into skew, nonuniform scaling, and rotation [9]. Zhang et al. studied the ambiguities of the moment-based affine normalization, and proposed a method to form a consistent normalized image [10]. Suk and Flusser decomposed the affine transformations and normalized images using low-order moments [11]. Affine normalization has been used for other applications, such as image watermarking [12] and handwritten character recognition [13].

In the invariance by feature extraction, the objects are described by features that are insensitive to a particular deformation. Lowe proposed the SIFT descriptor to extract scale and rotation invariant features [14]. The SIFT feature has been used for scene categorization in [15, 16]. Global feature formation methods, such as PCA [17], sparse coding [16], histogram processing [18, 19], and low-rank coding [20] reduce the sensitivity of features to geometric transformations.

In this paper, we propose a scene categorization method that is invariant to affine transformations. An input image is first transformed to a standardized image. The local features are then extracted using the scattering transform [21], and the global features are formed by sparse coding (ScSPM) [16]. The class of the image is finally determined using an SVM
classifier.

The rest of the paper is structured as follows. Section 2 presents the moment-based normalization and the sparse scattering features. Section 3 analyzes the results of experimental evaluations on a benchmark dataset, and Section 4 gives the concluding remarks.

## 2. PROPOSED METHOD

The proposed scene categorization approach has two major components: the image normalization and the feature extraction. Accordingly, Section 2.1 describes the moment-based normalization algorithm, whereas Section 2.2 presents the features used for scene categorization.

### 2.1. Moment-based affine normalization

Consider an affine transformation that is described by a transform matrix with six free parameters:

\[
A = \begin{pmatrix} t_1 & t_2 & 0 \\ t_3 & t_4 & 0 \\ t_5 & t_6 & 1 \end{pmatrix}. \tag{1}
\]

A pixel position in an input image \(I(x, y)\) is mapped to a pixel position in the output image \(I'(x', y')\) as

\[
[x' \ y'] = [x \ y] A. \tag{2}
\]

Each image can be represented by a set of moments. Given an image \(I(x, y)\), its geometric moment \(m_{p,q}\) of order \((p, q)\) is defined as

\[
m_{p,q} = \iint_{\Gamma} x^p y^q I(x, y) \, dx \, dy, \tag{3}
\]

where \(\Gamma\) denotes the support of the image. The normalized geometric moment is defined as

\[
\nu_{p,q} = \frac{m_{p,q}}{m_{0,0}}. \tag{4}
\]

The geometric moments are not invariant to translation. To achieve translation-invariance, the central moment \(\mu_{p,q}\) is defined as

\[
\mu_{p,q} = \iint_{\Gamma} (x - \bar{\nu})^p (y - \bar{\nu})^q I(x, y) \, dx \, dy, \tag{5}
\]

where \(\bar{\nu} = \nu_{0,0} \) and \(\bar{\nu} = \nu_{0,0} \). The normalized central moment is defined as

\[
\eta_{p,q} = \frac{\mu_{p,q}}{\mu_{0,0}}. \tag{6}
\]

We can prove the following result. Under the affine transformation described by matrix \(A\), the moments \(\nu'_{p,q}\) and \(\eta'_{p,q}\) of the output image \(I'(x', y')\) are related to the moments of the input image \(I(x, y)\) as

\[
\nu'_{p,q} = p!q! \sum_{(i,j) \in S_k} (k,l) \in S_k \frac{t_i^p t_j^q}{(p+i-j)!} \frac{t_k^p t_l^q}{(q+k-\eta_i)!} \nu_{i+j,p+q-i-j}, \tag{7}
\]

\[
\eta'_{p,q} = \frac{p!q!}{(q+1)!} \sum_{i=0}^{p} \sum_{j=0}^{q} \frac{t_i^p t_j^q}{i!j!} (p-i)! (q-j)! \eta_{i+j,p+q-i-j}, \tag{8}
\]

where \(S_k = \{(u, v) \in \mathbb{N}^2 | u + v \leq k\}\).

To normalize an input image \(I(x, y)\), we determine the transform matrix \(A\) so that the output image \(I'(x', y')\) satisfies a set of moment constraints. In this paper, the eight constraints on the moments of the output image are specified as

\[
\begin{cases}
\eta_{2,0} = c, & \nu'_{0,0} = 0, \nu'_{0,1} = 0, \\
\eta'_{0,1} = \eta'_{2,0} = 0, & \nu''_{0,0} = c, \nu''_{0,1} = 0, \nu''_{1,0} = 0, \nu''_{1,1} = 0.
\end{cases} \tag{9}
\]

Here, \(c\) is a constant used to control the size of the normalized image. A larger \(c\) produces a larger normalized image. Using Eq. (7) and (8), we can expand the eight constraints as follows:

\[
\begin{align*}
&\left\{t_1 + t_3 t_4\right\}_0,0 + 3 t_1 t_2 t_3 t_4 + 3 t_1 t_2 t_5 t_6 + 3 t_3 t_4 t_5 t_6 = 0, \\
&+ (t_1 t_2 + 2 t_3 t_4) \eta_{0,1} + t_1 t_2 \eta_{0,0} = 0, \\
&+ (t_1 t_2 + 3 t_3 t_4 + 4 t_1 t_2 t_5 t_6) \eta_{1,2} + 2 t_1 t_3 t_4 t_5 t_6 = 0, \\
&+ (t_1^2 + t_2 t_3 + 2 t_1 t_2 t_3 + t_1 t_2 t_4 + t_1 t_2 t_5 t_6) \eta_{2,0} + 2 t_1 t_2 t_3 t_4 t_5 t_6 \eta_{1,1} + t_1 t_2 t_3 t_4 t_5 t_6 \eta_{0,0} = 0, \\
&+ (t_3 t_4 t_5 t_6) \eta_{0,1} + (t_1 t_2 t_3 t_4 t_5 t_6) \eta_{1,2} = 0, \\
&+ (t_1 t_2 t_3 t_4 t_5 t_6) \eta_{2,0} + (t_1 t_2 t_3 t_4 t_5 t_6) \eta_{1,1} + (t_1 t_2 t_3 t_4 t_5 t_6) \eta_{0,0} = 0, \\
&+ t_1 t_2 t_3 t_4 t_5 t_6 + (t_1 t_2 t_3 t_4 t_5 t_6) \eta_{1,2} + (t_1 t_2 t_3 t_4 t_5 t_6) \eta_{1,1} + (t_1 t_2 t_3 t_4 t_5 t_6) \eta_{0,0} = 0.
\end{align*} \tag{10}
\]

The real-valued solutions of Eq. (10) form the transform matrix \(A\). Figure 1 shows an example of the moment-based image normalization. We can see that the original image (Fig. 1(a)) and its distorted version (Fig. 1(b)) lead to the same normalized image (Fig. 1(c)).

However, for scene categorization, two different input images from the same category can produce two output images that have different orientations. Therefore, we propose an alignment step based on image moments. The normalized image is rotated through an angle \(\hat{\theta}\) which maximizes the normalized central moment \(\eta'_{0,0}\).

\[
\hat{\theta} = \arg \max_\theta \eta'_{0,0} (\theta). \tag{11}
\]
In our approach, the normalized central moment \( \eta'_{2,2} \) is used. Figure 1(d) shows the moment \( \eta'_{2,2} \) when the angle \( \hat{\theta} \) varies from 0° to 90°. The moment \( \eta'_{2,2} \) is maximized at \( \hat{\theta} = 35° \). Figure 1(e) shows the aligned image. Collectively, a normalized image is obtained from the input image through the transform matrix \( A_e = AA_r \), where

\[
A_r = \begin{pmatrix}
\cos \hat{\theta} & \sin \hat{\theta} & 0 \\
-\sin \hat{\theta} & \cos \hat{\theta} & 0 \\
0 & 0 & 1
\end{pmatrix}.
\]

Finally, the normalized image is rotated by 90°, 180°, and 270° to form four output images. Examples of the four output images are shown in Fig. 2.

Fig. 1. An example of the proposed image normalization algorithm: (a) original input image, (b) affine-distorted image, (c) normalized image of (a) and (b), (d) normalized central moment \( \eta'_{2,2} \) with \( \hat{\theta} \) changing from 0° to 90°, (e) aligned image where \( \eta'_{2,2} \) is maximized.

Fig. 2. The normalized images rotated through angles 0°, 90°, 180°, and 270°.

We highlight two improvements of the proposed normalization algorithm compared to the existing methods. First, our algorithm estimates the affine transformation parameters from input image moments, without decomposing the transform matrix. This strategy improves the efficiency of the normalization and avoids re-sampling errors. Second, an additional alignment step is proposed to reduce orientation uncertainty for scene categorization.

2.2. Invariant feature extraction using scattering-ScSPM

Features are extracted from the normalized images using the bag-of-word model with three stages: local feature extraction, dictionary training, and global feature coding. Several local descriptors can be applied, such as SIFT [14], HOG [22], and GIST [23]. In this paper, we adopt the scattering transform [21] to find local features.

The scattering features are stable to deformations and preserve high-frequency information that is vital for classification [21]. Given an image patch \( P \), the scattering transform operators \( W_m \) are first computed based on the size of the image patch and parameters of wavelet transforms. In each layer, the operator \( W_m \) transforms the input into two new layers: an invariant layer \( S_{m-1} \) and a covariant layer \( U_m \). Layer \( S_{m-1} \) created with low-pass filter \( \phi \) corresponds to the energy averaging at the largest scale. Layer \( U_m \) created with band-pass filters \( \psi \) corresponds to the energy scattering along all scales and rotations. Figure 3 illustrates a second-order scattering transform. The scattering features are accumulated as

\[
S = (S_0, S_1, S_2, ..., S_{m-1}).
\]

Fig. 3. A scattering representation is calculated using a cascade of wavelet-modulus operators \( W_m \).

After extracting the local features, we build a feature dictionary based on \( k \)-means clustering. The sparse coding based spatial pyramid matching (ScSPM) [16] is then applied to convert the scattering features to global features. After feature extraction, we apply the one-vs-all SVM with the RBF kernel to classify the scene images. Each test image generates four normalized outputs at angles of 0°, 90°, 180°, and 270°; this strategy improves the robustness of scene categorization to various rotations. The final classification result is calculated from the mean classification score of the four normalized images.

3. EXPERIMENTAL EVALUATION AND RESULTS

In this section, we evaluate the performance of the proposed scene categorization algorithm on a public benchmark dataset.

3.1. Experimental methods

The 15-scene dataset was used to evaluate the scene categorization performance [4, 15]. It contains 10 categories of outdoor scenes and 5 categories of indoor scenes. The distorted
15-scene dataset was formed by applying random affine transformations on the original images. After applying the proposed normalization on the original or distorted images, we obtained the normalized 15-scene images.

The accuracy of normalization was evaluated by comparing the normalized form of the original image and the normalized form of the distorted image. The normalization accuracy (NA) is defined as the percentage of zero pixels in the difference-image. A larger NA value implies a more precise normalization.

In our experiment, the scattering features are calculated from overlapped patches on a dense grid. The size of the patch is $16 \times 16$ pixels. The distance between adjacent patch centers is 8 pixels. To build the dictionary, we randomly select 50 scattering features from each image as training samples. The length of the dictionary is 1024. The global features are formed by the max pooling at three spatial levels.

Two state-of-the-art feature extraction methods, GIST [23] and SIFT-ScSPM [16], were compared with the proposed method. These two descriptors were implemented in the same framework as the proposed method. The 5-fold cross validation technique was applied to measure the classification rate (CR). The training parameters of the RBF-SVM were determined dynamically using a separate validation set in each fold. The average value of CR was calculated over the five folds. The standard deviation of CR over the five folds was used to measure the variation in the classification performance.

### 3.2. Analysis of scene categorization

We first compared the proposed normalization with the decomposed normalization method in [12]. The existing method decomposes the normalization into three affine transformation matrices. As shown in Table 1, the proposed normalization is twice faster than the decomposed normalization. Moreover, the processing-time variation for the decomposed normalization is about 5 times higher than the proposed method. These results mean the proposed normalization is more efficient and stable for different affine distortions. The NA of the proposed method (79.4%) is also higher than that of the decomposed normalization (48.2%). The re-sampling errors caused by multiple transformations in the decomposed normalization decrease its NA.

<table>
<thead>
<tr>
<th>Normalization method</th>
<th>Processing time (s)</th>
<th>Normalization accuracy (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Decomposed normalization [12]</td>
<td>1.3 ± 1.0</td>
<td>48.2 ± 2.8</td>
</tr>
<tr>
<td>Proposed normalization</td>
<td>0.6 ± 0.2</td>
<td>79.4 ± 2.9</td>
</tr>
</tbody>
</table>

Table 1. Performance of moment-based normalization.

Next, we evaluated the scene categorization algorithms on the original 15-scene dataset. Results in Table 2 indicate that the proposed normalization improves the classification rates of the three descriptors slightly. The adopted feature extraction method (scattering-ScSPM) outperforms the other two feature extraction methods (SIFT-ScSPM and GIST).

We also evaluated the scene categorization algorithms on the distorted 15-scene dataset; the results are shown in Table 3. Several observations can be made. First, without image normalization (Table 3, Column 2), the average CR of the three algorithms (GIST, SIFT-ScSPM, and Scattering-ScSPM) on the distorted images is 26.6% lower than the average CR on the non-distorted images (Table 2, Column 2). This means affine distortions have severe effect on the existing scene categorization algorithms.

Second, on the distorted dataset, image normalization leads to higher classification rates than without image normalization; this applies to all three algorithms (GIST, SIFT-ScSPM, and Scattering-ScSPM). For example, the GIST method has a CR of 47.8% without image normalization, and a CR of 73.7% with image normalization. The SIFT-ScSPM algorithm has a CR of 55.3% without image normalization, and a CR of 84.4% with image normalization. With the proposed normalization, the average CR in Table 3, Column 3 was improved by 28.1%, compared with the average CR in Table 3, Column 2.

Third, with the proposed normalization, there are only small differences between the classification rates on the original dataset (Table 2, Column 3) and the distorted dataset (Table 3, Column 3). It shows that the proposed image normalization makes scene categorization more robust to affine distortions. Finally, the scattering-ScSPM achieves the highest classification rate 84.8% among the three descriptors.

<table>
<thead>
<tr>
<th>Feature descriptor</th>
<th>Without image normalization (%)</th>
<th>With proposed normalization (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>GIST</td>
<td>73.2 ± 1.0</td>
<td>76.3 ± 1.5</td>
</tr>
<tr>
<td>SIFT-ScSPM</td>
<td>86.8 ± 1.0</td>
<td>84.1 ± 1.2</td>
</tr>
<tr>
<td>Scattering-ScSPM</td>
<td>84.0 ± 1.3</td>
<td>84.9 ± 1.8</td>
</tr>
</tbody>
</table>

Table 2. Scene categorization results on original images.

<table>
<thead>
<tr>
<th>Feature descriptor</th>
<th>Without image normalization (%)</th>
<th>With proposed normalization (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>GIST</td>
<td>47.8 ± 2.0</td>
<td>73.7 ± 5.5</td>
</tr>
<tr>
<td>SIFT-ScSPM</td>
<td>55.3 ± 1.8</td>
<td>84.4 ± 4.3</td>
</tr>
<tr>
<td>Scattering-ScSPM</td>
<td>55.5 ± 2.1</td>
<td>84.8 ± 1.8</td>
</tr>
</tbody>
</table>

Table 3. Scene categorization results on distorted images.

4. CONCLUSION

In this paper, a new approach for scene categorization that is invariant to affine transformations is presented. An image normalization approach was proposed based on image moment constraints. Our experiments show that the proposed normalization makes scene categorization more robust to affine distortions. We believe that the proposed normalization can improve the performance not only for scene categorization, but also for other applications, like face recognition and image watermarking.
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