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1. Introduction

Assessments of the changing nature of frost occurrence in Australia have used high-quality temperature recording station data and examined changes in the number of frosts between 1960 and present (Kalma et al., 1992; Stone et al., 1996; Collins et al., 2000; Karoly and Wu, 2005; Alexander et al., 2006a, 2006b). Common results from these studies include statistically significant increasing trends in the incidence of cold nights and frosts since the 1960s particularly across the southern parts of New South Wales (NSW) and Victoria. The most recent analyses posted by the Australian Bureau of Meteorology in 2012, based on the Australian Climate Observations Reference Network – Surface Air Temperature (ACORN-SAT), derived from 112 high-quality recording stations (Trewin, 2012), show that while mean minimum temperatures have been increasing over Australia, the number of extreme cold temperature events (i.e. screen temperatures below 2 °C) has increased on-average by 4 events per decade since 1970 over much of Victoria and NSW. This apparent ‘paradox’ of minimum temperature warming but increasing frost extremes is of significant concern to various agricultural industries (Anderson and Garlinge, 2000).

The links between frost and crop production are well understood and have been extensively reported (Sakai and Larcher, 1987; Coleman, 1992; Kalma et al., 1992; Davidson, 1997; Porter and Gawith, 1999; Rogiers, 1999; Cashman, 2000; Woldendorp et al., 2008; Budong et al., 2010). While frost damage in cereals is dependent on issues such as crop tolerance, growth stage, moisture content of the soil, duration of the subfreezing temperature and location in the field, it is widely agreed that damage is most severe once the ‘head’ or ‘ear’ has emerged (Livingston and Swinbank, 1950; Single, 1964; Afanasev, 1966; Paulsen and Heyne, 1983). In terms of cereal production, frost occurrence during late Austral winter and Austral spring (i.e. August–November) is most significant in terms of crop damage and resultant loss of productivity. To lower the risk of frost damage, producers often plant crops later in the sowing window (i.e. late April–June), so heading and grain development occur when warmer temperatures prevail towards the end of the frost window. While this approach does serve to lower the risk of exposure to frosts,
it does expose the crop, instead, to increased likelihood of drought and high temperature conditions during grain filling, potentially reducing the yield (Passioura, 2007). For this reason, historical frost occurrence in Australia has contributed significantly to the distribution of agricultural land use as seen in Australia today.

Frost damage is estimated to cost Australian agricultural producers between $120 and $700 million in lost revenue each year (Blennow and Lindkvist, 2000; Vaneckova et al., 2010; Pouteau et al., 2011). For example, in Victoria in 2006, over half the annual fruit production was lost in response to a single event totalling $500 million in lost revenue (ABARE, 2007). In the same year, $90 million of damage was recorded in the Western Australia wheat growing region (ABARE, 2007).

The examination of climatic variability and associated climate drivers has been undertaken using both statistical inference and dynamic simulation. To date, statistical studies have considered linear and nonlinear type regression approaches to characterize the variation over time (Schubert, 1998; Fowler et al., 2007; Vaneckova et al., 2010; Frost et al., 2011). Over time these statistical approaches have been developed to capture the seasonal variability in the data, e.g. the basic structural time series model (Harvey, 1989). There are also a number of examples of research that use dynamic state-space modelling approaches for analysing climatic data (Kokic et al., 2011). These models are useful to obtain trends, get predictions of the future and assess the influence of covariates; however, the current approaches are not able to explain spatial variation. That is, they do not consider any spatial and/or spatiotemporal dependency between data even though this clearly occurs (Sahu et al., 2007). Alternative approaches that do consider these dependencies include advanced Bayesian space–time modelling (Cressie and Wikle, 2011). These models include advanced Bayesian space–time models (Cressie and Wikle, 2011). These types of models have been successfully applied in the R programming language (R-Development-Core-Team, 2006) using the spTimer package developed by Bakar and Sahu (2013). Use of this software allows the development of Bayesian space–time models (Cressie and Wikle 2011) using a number of indices of climate variables known to have a physical link to frost occurrence and frequency. The R package spTimer was used to analyse daily minimum temperature and hence to obtain patterns and predictions of frost occurrence. This approach allows the modelling of observations in off-observation site locations based on posterior information obtained from the model fitted to data at observation site locations.

2. Data and methods

The statistical modelling and subsequent analyses were undertaken in the R programming language (R-Development-Core-Team, 2006) using the spTimer package developed by Bakar and Sahu (2013). Use of this software allows the development of Bayesian space–time models (Cressie and Wikle 2011) using a number of indices of climate variables known to have a physical link to frost occurrence and frequency. The R package spTimer was used to analyse daily minimum temperature and hence to obtain patterns and predictions of frost occurrence. This approach allows the modelling of observations in off-observation site locations based on posterior information obtained from the model fitted to data at observation site locations.

2.1. Temperature data

The baseline minimum temperature datasets used for this study were sourced from the Australian Bureau of Meteorology and are both the high quality (HQ) gridded as well as individual station minimum temperature data across northern Victoria and southern NSW (Trewin, 2012). Minimum temperature data was available from a total of 75 locations across the study region, including seven HQ stations for the period 1961–2009 (Figure 1). Twenty-five sites were randomly selected to serve as validation sites upon which a series of statistical analyses were performed (the results presented later in this article).

For the purposes of this analysis, the occurrence of frost was assumed to occur once daily minimum temperatures fell below 2°C (Kalma et al., 1992). Given the relative impact of frost on Australian agriculture is most significant during late winter and spring, the period August–November became the reference period over which all analyses were conducted.

2.2. Other climatic variables and indices

A focus of this study was to examine the spatial changes in frost occurrence over time and to understand the drivers of this change. To achieve this, we developed a Bayesian spatial–temporal statistical model using rates of greenhouse gas (GHG) emissions, as well as other well-understood causal factors including solar radiation, the El Niño Southern Oscillation (ENSO), times series data relating to the position (STRP) and intensity across the Australian case study region (northern Victoria and southern NSW) for the period 1960 to present; (2) to predict changes in variability in frost occurrence both temporally and spatially and compare the results with the limited independent observational data for this region; (3) to provide estimates of changes in frost frequency for unmonitored locations within the case study region using spatiotemporal correlations derived from the Bayesian approach and (4) to compare this spatiotemporal model with commonly used linear and additive regression models.
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(STRI) of subtropical highs and a measure of atmospheric blocking (B1). These were introduced into the model as a series of covariates to explore their influence on minimum temperatures. These covariate data were obtained from a variety of sources as presented in Table 1. Some of these data required post-processing to ensure consistency of record length and data frequency.

Large-scale changes in Australian temperature and rainfall have been well documented over the last 30 years, with changes in these variables linked to variations in large-scale mean Sea Level Pressure (SLP) (Nicholls et al., 1996, Nicholls, 2010; Timbal and Fawcett, 2013; Whan et al., 2014), shifts in synoptic systems (Hope, 2006; Risbey et al., 2009), changes in baroclinicity (Frederiksen and Frederiksen, 2007), the Southern Annular Mode (SAM) (Cai and Cowan, 2006), naturalvariability on a range of timescales (Cai et al., 2005; Cai and Cowan 2008; Ummenhofer et al., 2011; Jones et al., 2012), land cover changes (Timbal and Arblaster, 2006) and anthropogenic forcing (Karoly and Braganza, 2005; Cai and Cowan, 2006; Preston and Jones, 2006).

Changes in rainfall and temperature have well-documented links to changes in frost frequency, duration and intensity (Plummer et al., 1999; Hughes, 2003; Levy et al., 2004; Murphy and Timbal, 2008; Battisti and Naylor, 2009; Timbal and Fawcett, 2013). Thus drivers of seasonal, decadal and multi-decadal variation in rainfall and temperature have been used as parameters to develop the statistical modelling of minimum temperature extremes.

The historical trajectory of GHG accumulation in the atmosphere is well established as an important driver of change in Australian historical temperature and rainfall (Karoly and Braganza, 2005; Hope, 2006; Jones et al., 2012). As both these variables are strongly correlated with frost occurrence, we have included this as a model covariate (i.e. fCO2). In this application, we have considered equivalent carbon dioxide (eCO2) as a model parameter as it represents a combined measure of all major GHGs controlled under the Kyoto protocol calculated using carbon dioxide radiative forcing relationships integrated with the effects of aerosols and particulates.
### Table 1. Covariate data used for statistical modelling of minimum temperatures for the northern Victoria and southern New South Wales case study region.

<table>
<thead>
<tr>
<th>Time series</th>
<th>Forcing</th>
<th>Source</th>
<th>Time period</th>
<th>Frequency</th>
</tr>
</thead>
<tbody>
<tr>
<td>BI (Pook et al., 2013)</td>
<td>Blocking Index</td>
<td>Based on the Australian Bureau of Meteorology formulation (Pook and Gibson, 1999) Vector wind data sourced from the National Center for Environmental Prediction (NCEP)</td>
<td>1960–2009</td>
<td>Monthly</td>
</tr>
</tbody>
</table>

To conform to the approximate physical relationship between GHG concentration and temperature, eCO₂ was converted to a radiating forcing value using the approximation $fCO_2 \equiv f(eCO_2) = 5.35 \log_e(eCO_2/278)$ (Myhre et al., 1998).

The work of Stone et al. (1996) highlighted the large variations in frost frequency between El Niño, La Niña and ENSO-neutral years in Australia with other research (Allan and Haylock, 1993; Chase et al., 2003; Murphy and Timbal, 2008; Pezza and Ambrizzi, 2005) confirming this influence as well as highlighting further global teleconnections. For this reason, we include a time series of mean sea surface temperatures from the NINO 3.4 region (i.e. ENSO 3.4) as well as the Southern Oscillation Index (SOI) in our model in order to capture both a faster (atmospheric) and slower (oceanic) moving influence on frost from the Pacific ocean–atmosphere system (Figure 2). SOI is not included in Section 3 as it was found statistically insignificant as a covariate for the period of analysis presented here (i.e. August).

Other covariates considered in the statistical model include a measure of atmospheric blocking to the south of
Australia (BI), subtropical ridge (STR) indices (Figure 2), volcanic forcing indices as well as measures of sun spot activity. The BI is an index of air pressure calculated from the pressure gradient between mid and high latitudes of the Southern Hemisphere and has been found to have a strong influence on temperature (Pezza and Simmonds, 2005; Cattiaux et al., 2010; Barnes et al., 2012). Regional sea level pressure indices that measure the position and intensity of the subtropical ridge (STRP – position; STRI – intensity) are derived from formulations by Drosdowsky (2005) and later by Larsen and Nicholls (2009). Volcanic forcing indices and measures of sun spot activity are not included in the modelling or reported in Section 3 as they too were found statistically insignificant.

In terms of the BI, monthly mean data are available at 2.5° resolution for easting positions across the entire hemisphere. For the purposes of this study, we focus on using data from 137.5 to 150°E, due to strong correlations against southern Australian minimum temperatures compared with other longitudes either side of this range (Figure 2). Daily solar radiation flux data (fS) were obtained from the National Center for Environmental Prediction (NCEP) for the period 1960–2009. The gridded temperature and solar flux data were spatially misaligned and so a kriging technique (Krige, 1951; Cressie, 1993; Banerjee et al., 2004; Diggle and Ribeiro, 2007) was employed to rectify this issue.

We undertook a series of analyses to check whether rainfall or 1-month-lagged rainfall should be included as a covariate in the spatiotemporal modelling approach. The inclusion resulted in declines in model performance in terms of spatial predictive power, i.e. Predictive Model Choice Criteria (PMCC). An analysis of correlation between variables showed that rainfall was strongly correlated with ENSO 3.4, the blocking index (BI) and STRI. So including rainfall could also result in over-specification of the model. As a result of these analyses this covariate was not included.

Most covariates are introduced as monthly mean values in the Bayesian spatial–temporal approach; thus for each location, a combination of monthly covariates and daily temperature data is used.

2.3. Exploratory analysis
We analysed daily data for 122 days in every year during August–November, from 1961 to 2009 across all 75 stations in the case study region. This allows a formal evaluation of minimum temperature variation and hence changes in frost occurrence. The exploratory analyses consist of a total of 448,350 observations of minimum temperature with only 0.71% missing. Using linear regression analysis, 39.3% of the 75 stations demonstrated increasing frost frequency over the last 49 years and 34% showed declining trends in frost occurrence. The remaining 26%
Figure 3. Five-year average frosts for two randomly chosen locations that show upward and downward trends in frost levels over time.

demonstrated no significant trend. Figure 3 provides a 5-year running mean of frost occurrence for two indicative locations in the study region. This highlights that the occurrence of frost varies spatially and also provides a basis for using a Bayesian space–time modelling approach.

Table 2 shows the average number of frosts for different decades and months. When examining all the months from August to November, the mean number of frosts per month across the case study region was 3.33 for the period 1961–2009. In the earlier part of the record (i.e. 1961–1970), the mean number of frosts was 3.71. This mean value declined over the next two decades followed by an increase since 1991. However, when we separate out the frost occurrence into the individual months we observe the mean frost numbers in August increased to 9.01 in 2001–2009 compared to 8.59 in 1961–1970.

We also obtain average frost levels based on different elevations for different decades. We divide all 75 locations into four groups based on their elevations (Figure 1). For locations with elevation of $\leq 100$ m, there is a marked increase over time in the mean number of frosts for the August–November period. Other sites demonstrate a decline in frost numbers to 1990 and then a recovery in frost numbers to 2009, although at lower levels to the earlier part of the record. If the declines were entirely related to anthropogenic warming, then we would expect to see comparable reductions in frost risk at all elevations. If we take into account the observed changes in synoptic circulation as identified by Nicholls et al. (1996), Nicholls (2010), Timbal and Fawcett (2013) and Whan et al. (2014) (i.e. southerly displacement and intensification of the subtropical ridge), then we expect warming to be associated with both an increase in the advection of cold air, associated with high-pressure system southerly migration and intensification, but also an increase in wind speed associated with the intensification. This is supported by increases in meridional wind speeds since the mid-1970s as observed by Verdon-Kidd et al. (2013). Given the significant increase in frost risk in August and at sites $\leq 100$ m above sea level, as well as the importance of frost occurrence at this time, in terms of significant crop damage and resultant loss of productivity, the validation and predictive information presented in Section 3 is based on the month of August (Table 3).

2.4. Models

Initial development of our statistical models was based on the entire minimum temperature record for the case study region. From this we were able to obtain the frequency of events below $-2^\circ$C. To test the performance of this model, we compared it against two other statistical modelling approaches namely, linear regression model and an additive model. To compare the performance of the three modelling approaches, we use minimum temperature data from 50 locations to fit the models and the remaining 25 locations were set aside for validation purpose, see Figure 1. These 25 locations were chosen randomly to avoid purposive bias in the prediction and validation. However, for subsequent overall prediction in the region and producing the frost risk maps provided in Section 3.3., we have used all 75 locations.

For each type of model, we fit six separate sets of models. Initially, we modelled the full dataset containing 50 randomly chosen locations from 1961 to 2009. We then fit models separately for each decade starting from 1961 (i.e. 1961–1970 for the 50 locations and then validated those in the 25 set aside locations for the same period). We also fitted models for the decades 1971–1980, 1981–1990, 1991–2000 and 2001–2009 in order to track changes in correlations of the covariates with minimum temperatures across decades. The rationale for producing individual decadal models was that while decadal variation in covariate values can be determined by fitting the

<table>
<thead>
<tr>
<th>Months</th>
<th>Average number of frosts</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>August</td>
</tr>
<tr>
<td>Decade: 1961–1970</td>
<td>8.59</td>
</tr>
<tr>
<td>Decade: 1971–1980</td>
<td>8.65</td>
</tr>
<tr>
<td>Decade: 1981–1990</td>
<td>6.08</td>
</tr>
<tr>
<td>Decade: 1991–2000</td>
<td>8.96</td>
</tr>
<tr>
<td>Decade: 2001–2009</td>
<td>9.01</td>
</tr>
<tr>
<td>Year: 1961–2009</td>
<td>8.24</td>
</tr>
</tbody>
</table>
Bayesian space–time model across the whole time period (i.e. 1961–2009), as this is not possible for either the linear or additive approaches. To allow effective comparisons across the three approaches model performance was assessed at the decadal scale. Hence for three types of models, we fit a total of 18 models and compare their performance in Section 3.2.

The variables discussed in Section 2.2. are used as covariates in all the models. In the subsection that follows we provide a brief summary of how the climatic variables and indices were used for all models.

Let \( Y(s_i, t) \) be the observed minimum temperature at location \( s_i, i = 1, \ldots, n \) and at two nested time points \( t, t = 1, \ldots, T \) and \( l, l = 1, \ldots, r \). For example, in our study we model \( T = 122 \) days in each year for \( r = 49 \) years; \( T = 31 \) when we focus only on August. We write the model as:

\[
Y(\mathbf{s}_i, t) = \mu(\mathbf{s}_i, t) + \epsilon(\mathbf{s}_i, t)
\]

where \( \epsilon(\mathbf{s}_i, t) \) is the white noise of the model following a Gaussian distribution with mean zero and variance \( \sigma^2 \). The term \( \mu(\mathbf{s}_i, t) \) is the mean process of the model. Let \( Y_B = [Y(s_1, t), \ldots, Y(s_n, t)]' \), \( \mu_B = [\mu(s_1, t), \ldots, \mu(s_n, t)]' \) and \( \epsilon_B = [\epsilon(s_1, t), \ldots, \epsilon(s_n, t)]' \).

2.4.1. Linear regression model

Without considering any spatial effect, we define the mean process of a simple linear regression model as:

\[
\mu_B = \xi_k \mathbf{1} + \mathbf{X}_B \beta
\]

where, \( \xi_k \) is the decadal effect, \( k = 1, \ldots, 5 \); and \( \mathbf{1} \) is the \( n \times 1 \) vector of the decadal identifiers. In this article, for fitting a full model we consider \( \xi_k \) represents the identity of the decade 1961–1970, \( \xi_2 \) as the decade 1971–1980 and so on. Model Equation (2) is fitted with pooled dataset across the region.

We also fit Equation (2) on datasets obtained from each decade separately, where for example as 1961–1970, we use \( l = 10, t = 122 \) in each \( l \) and the intercept as \( \xi_k, k = 1 \). Similarly we fit separate models for the decades 1971–1980, 1981–1990, 1991–2000 and 2001–2009. Note that for models fitted with all years of data we consider \( k = 1, \ldots, 5 \) pooled in one model as stated in Equation (2). The term \( \mathbf{X}_B \) contains the design matrix of order \( n \times p \), where \( p = 7 \) (covariates we describe in Section 2.2.), and \( \beta \) represents corresponding parameters of the covariates.

2.4.2. Additive model

We also consider the additive model where latitude and longitude positions are included using a smooth spline function. This type of model is nonlinear in nature and has some ability to use the spatial information via coordinate information. Thus, we write Equation (2) for the additive model as:

\[
\mu_B = \xi_k \mathbf{1} + \mathbf{X}_B \beta + s(\text{lon}, \text{lat})_B
\]

where \( s(\text{lon}, \text{lat})_B \) represents the smooth spline function based on the longitude and latitude of the data points to reflect some spatial dependency. Hence, we write

\[
s(\text{lon}, \text{lat}) = \sum_{j=1}^{K} \gamma_j b_j(u, v)
\]

where \( b_j(u, v) \) is the known basis function with \( \text{lon} = u \) and \( \text{lat} = v \); and \( \gamma_j \) is the unknown parameter that is estimated using penalized likelihood approach. For more details on the basis functions and estimation procedure, see Wood (2006, Section 4.1). Note that the additive model in Equation (3) has not been optimized for any covariates except spatial dependency.

2.4.3. Bayesian space–time model

The space–time model used in this study has a Bayesian structure and includes both spatial and temporal correlation. We use the same structure as given in Equation (1) and model the mean processes with a spatiotemporal random effect \( \eta_B(s_i, t) \) at site \( s_i \) and time \( t \) and \( t \). Let \( \eta_B = [\eta_1(s_1, t), \ldots, \eta_5(s_5, t)]' \), hence we write:

\[
\mu_B = \xi_k \mathbf{1} + \mathbf{X}_B \beta + \eta_B
\]

where \( \eta_B \) follows a Gaussian process with mean zero and covariance function of a Matern class correlation function (Banerjee et al., 2004; Diggle and Ribeiro, 2007; Cressie and Wikle, 2011) to describe spatial dependency. Under the Bayesian paradigm, we also need to define prior distributions of the model parameters; this is discussed in Section 2.4.4.

Table 3. Average number of frost days for different elevations based on different decades for all 75 locations.

<table>
<thead>
<tr>
<th>Elevation (in m)</th>
<th>&lt;100</th>
<th>100–200</th>
<th>200–300</th>
<th>&gt;300</th>
<th>All</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of locations</td>
<td>17</td>
<td>13</td>
<td>22</td>
<td>23</td>
<td>75</td>
</tr>
<tr>
<td>Decade: 1961–1970</td>
<td>22.17</td>
<td>30.90</td>
<td>74.15</td>
<td>151.32</td>
<td>278.55</td>
</tr>
<tr>
<td>Decade: 1981–1990</td>
<td>13.47</td>
<td>18.75</td>
<td>50.15</td>
<td>115.20</td>
<td>197.57</td>
</tr>
<tr>
<td>Decade: 1991–2000</td>
<td>31.72</td>
<td>28.50</td>
<td>67.20</td>
<td>123.85</td>
<td>250.27</td>
</tr>
<tr>
<td>Decade: 2001–2009</td>
<td>32.89</td>
<td>25.44</td>
<td>68.92</td>
<td>136.86</td>
<td>264.11</td>
</tr>
</tbody>
</table>
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2.4.4. Space–time covariance, prior and posterior distributions

The Matern function is useful for modelling a wide variety of spatial–temporal data as its smoothness and decay parameters can be easily estimated from the data. In this article, we use a special case of Matern function where the smoothness parameter is set to 0.5, which is also known as the exponential covariance function (Banerjee et al., 2004). We estimate the space–time model using a Bayesian paradigm; prior information from the model parameter is used to obtain the posterior distribution. For posterior inference, we use the Gibbs sampling algorithm with 5000 runs. This Markov Chain Monte Carlo (MCMC) approach converges after 1000 iterations; hence, we discard the first 2000 samples as burn-in (Gelman, 2004). We also used multiple parallel runs and calculated the Gelman and Rubin statistics (Gelman and Rubin, 1992).

The full Bayesian model requires specifying prior distributions for all the unknown parameters in the model. We work with the inverse of the variance components and assume an independent gamma prior distribution with parameters \(a\) and \(b\) having mean \(ab\). In our implementation, we used \(a = 2\) and \(b = 1\) implying that these variance components have a prior mean of 1 and infinite variance. We assign a flat Gaussian prior with mean zero and large variance \((10000)\) for the regression coefficients. The spatial decay parameter, we assume an independent Gamma prior distribution in \((a, b)\) corresponding to approximate spatial ranges of 0–1000 km. This range adequately covers our study region of interest.

A number of sensitivity analyses were performed in order to select prior distributions of parameters. We found our model is not sensitive to different sets of hyper-parameters of the prior distributions, and thus detailed results are omitted for brevity.

2.5. Model validation

To check and validate the model performances, we used standard validation criteria, e.g. root mean square error (RMSE), mean absolute error (MAE), mean absolute percentage error (MAPE), false alarm and hit rate (Sahu and Bakar, 2012b) (see Table 2). Values of RMSE, MAE and MAPE close to zero imply that the model is robust, closely aligned with the observations and suitable for predictive use. False alarm and hit rates were calculated using a threshold of 2°C consistent with the threshold temperature set for surface frost occurrence. A hit rate exceeding 70% and false alarm rate of 30%, or lower, imply that the model is effective in predicting specific frost events.

2.6. Computational issues

For computational purposes in this study, we use the spTimer package (Bakar and Sahu, 2013) in R language (R-Development-Core-Team, 2006). This software allows us to fit data using Bayesian space–time models. We can also spatially predict observations in off-observation locations based on posterior information obtain from the model fitted to observation site locations (i.e. climate station sites). To fit and predict with the additive models, we use R package mgcv (Wood, 2012).

3. Results

In this section, we provide results obtained from the statistical modelling undertaken across the whole time period 1961–2009, each decade and three modelling approaches (i.e. 18 sets of models in total).

3.1. Parameter estimates

Each of the covariates has been standardized over the entire 1961–2009 time period. The resultant standardization means that one can interpret the regression coefficients as the expected change of minimum temperature in degrees Celsius per one standard deviation change in the original (non-standardized) covariate that it represents, conditional on the other covariates in the model. For example, a coefficient estimate of −0.5 means that if the original covariate increased by one standard deviation and the other covariates were held fixed, then the minimum temperature would decrease by 0.5°C.

Estimates of each parameter’s contribution to minimum temperature variability were assessed across each decade and all years (i.e. 1961–2009) via statistical analysis of 3000 simulations of the space–time model (Figure 4). Median, interquartile range, as well as 10th and 90th percentile statistics were derived for each parameter and highlight the contribution made by each parameter to minimum temperatures (Figure 4). Superimposed solid circles and squares represent point estimates of the parameters for both the linear and additive models, respectively (Figure 4). Unsurprisingly the pattern of decadal variation for the six covariates is similar across the three models, although for the linear and additive models the parameter estimate values are more negatively weighted for the STRI and solar forcing covariates and more positively weighted for the STRP covariate (Figure 4). The more emphatic parameter estimates from both the linear and additive models are most likely the result of potential model bias as these fixed effect models do not consider variation in spatial correlation (Hodges and Reich, 2010).

Of the six covariates used to develop the statistical models, BI, STRI and solar forcing resulted in simulated median declines in minimum temperature of 1.25, 2.46 and solar 0.47°C, respectively \((p = 0.01)\), across all years. The ENSO 3.4, STRP and CO2 forcing covariates resulted in simulated median increases in minimum temperatures of 0.22, 1.47 and 0.51°C \((p = 0.01)\) respectively, across all years (Figure 4). Some variation in the extent of temperature change was simulated between decades, although the direction of temperature change remained either negative for the BI, STRI and solar forcing or positive for STRP and CO2 forcing (Figure 4). The ENSO 3.4 covariate resulted a greater degree of change in simulated minimum temperatures with a median change of −0.26°C for the period 2001–2009 as opposed to median increases in minimum temperatures...
Figure 4. Distribution of the space–time model parameters for different decades starting from 1961–1970 to 2001–2009. Estimate for the full dataset (i.e. years 1961–2009) is given as the extreme right boxplot. The parameter estimates obtained from linear and additive models are superimposed as circle and square dots, respectively.
Table 4. Different validation criteria for all 18 models we considered in this study, where LMd refers to the linear model, AMd the additive model and SMd the space–time model.

<table>
<thead>
<tr>
<th>Years</th>
<th>Models</th>
<th>All data</th>
<th>Temperature data &lt;2 °C</th>
<th>False alarm (%) at 2 °C</th>
<th>Hit rate (%) at 2 °C</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>RMSE</td>
<td>MAE</td>
<td>MAPE</td>
<td></td>
</tr>
<tr>
<td>1961–1970</td>
<td>LMd</td>
<td>3.94</td>
<td>3.14</td>
<td>41.94</td>
<td>5.01</td>
</tr>
<tr>
<td></td>
<td>AMd</td>
<td>3.77</td>
<td>3.01</td>
<td>40.67</td>
<td>4.78</td>
</tr>
<tr>
<td></td>
<td>SMd</td>
<td>2.11</td>
<td>1.61</td>
<td>23.56</td>
<td>1.81</td>
</tr>
<tr>
<td>1971–1980</td>
<td>LMd</td>
<td>3.84</td>
<td>3.09</td>
<td>44.32</td>
<td>4.82</td>
</tr>
<tr>
<td></td>
<td>AMd</td>
<td>3.68</td>
<td>2.97</td>
<td>43.62</td>
<td>4.53</td>
</tr>
<tr>
<td></td>
<td>SMd</td>
<td>2.28</td>
<td>1.73</td>
<td>23.18</td>
<td>2.16</td>
</tr>
<tr>
<td>1981–1990</td>
<td>LMd</td>
<td>3.61</td>
<td>2.88</td>
<td>47.28</td>
<td>4.46</td>
</tr>
<tr>
<td></td>
<td>AMd</td>
<td>3.45</td>
<td>2.76</td>
<td>45.86</td>
<td>4.19</td>
</tr>
<tr>
<td></td>
<td>SMd</td>
<td>2.16</td>
<td>1.65</td>
<td>26.24</td>
<td>1.83</td>
</tr>
<tr>
<td>1991–2000</td>
<td>LMd</td>
<td>4.05</td>
<td>3.25</td>
<td>43.94</td>
<td>5.29</td>
</tr>
<tr>
<td></td>
<td>AMd</td>
<td>3.87</td>
<td>3.12</td>
<td>49.99</td>
<td>5.05</td>
</tr>
<tr>
<td></td>
<td>SMd</td>
<td>1.99</td>
<td>1.50</td>
<td>21.96</td>
<td>1.59</td>
</tr>
<tr>
<td>2001–2009</td>
<td>LMd</td>
<td>4.16</td>
<td>3.30</td>
<td>49.92</td>
<td>5.11</td>
</tr>
<tr>
<td></td>
<td>AMd</td>
<td>3.96</td>
<td>3.15</td>
<td>48.49</td>
<td>4.80</td>
</tr>
<tr>
<td></td>
<td>SMd</td>
<td>2.46</td>
<td>1.88</td>
<td>27.35</td>
<td>1.82</td>
</tr>
<tr>
<td>1961–2009</td>
<td>LMd</td>
<td>4.16</td>
<td>3.32</td>
<td>50.72</td>
<td>4.97</td>
</tr>
<tr>
<td></td>
<td>AMd</td>
<td>3.89</td>
<td>3.11</td>
<td>48.17</td>
<td>5.06</td>
</tr>
<tr>
<td></td>
<td>SMd</td>
<td>1.98</td>
<td>1.50</td>
<td>23.18</td>
<td>1.65</td>
</tr>
</tbody>
</table>

Figure 5. Root mean squared error (RMSE) criteria for spatial predictions for different models where in (a) all data and in (b) data with $T_{\text{min}} < 2$ °C for the period 1961–2009.

of 0.4 °C (1961–1970), 0.53 °C (1971–1980), 0.08 °C (1981–1990) and 0.23 °C (1991–2000) (Figure 4).

In the case of the CO$_2$ forcing covariate, increased levels of warming were simulated between successive decades except for the last (i.e. 2001–2009) with a slight decline in simulated warming over this period. This result is consistent with other analyses undertaken in the Australian region (Karoly and Braganza, 2005; Cai and Cowan, 2006; Preston and Jones, 2006) describing warming trends associated with increasing concentrations of GHGs.

The enhanced simulated decline in minimum temperatures, over the last decade, as a result of both the ENSO 3.4 and STRI covariates would suggest that both these drivers have been important in influencing the occurrence of extreme minimum temperature events over Australia. The increasing importance of the STRI, over the last decade, in influencing temperature variability, is consistent with findings by Timbal and Fawcett (2013) and Whan et al. (2014). As focussed on understanding the drivers of seasonal rainfall declines in southern Australia, the research of Timbal and Fawcett (2013) and Whan et al.
(2014) attributed rainfall declines since 1980 to an intensification of the subtropical ridge in this region. Their analyses showed a strengthening correlation between rainfall, the STRI and STRP post 1980. Most notably the STRI accounted for a greater proportion of rainfall variability than the position of the subtropical ridge (STRP). The findings from this article are consistent with these analyses.

With the exception of the early decade (i.e. 1961–1970), solar forcing has shown little change in correlation with minimum temperatures (Figure 4). This result is consistent with earlier work by Mann et al. (1998) in which the authors comment that ‘the correlation between solar irradiance and Northern Hemisphere temperatures has remained largely static after the mid-twentieth century’ (Mann et al., 1998).

In the case of the BI, the consistent negative correlation with minimum temperatures infers that the greater the intensity of the blocking the more extreme the minimum temperatures will be. As with all the other correlations, these results have a strong physical basis, as strong blocking tends to slow the west to east passage of ridging highs as well as distort the synoptic feature in such a way as to increase the meridional exchange of energy (Pook et al., 2013).

3.2. Comparison of the models for validation data

Table 4 provides the validation criteria described in Section 2.5. From the pooled dataset containing observations from 1961 to 2009, the RMSE obtained from the linear model was 4.16, whereas from the additive model the RMSE was 3.89 (see Figure 5(a)). The slight improvement in predictive skill was introduced via the inclusion of station coordinates through the splining process. The RMSE is the lowest for the space–time model (i.e. 1.98), showing the considerable improvement in predictive skill due to the more complete consideration of the spatiotemporal random effect. This considerable improvement is also seen for the spatiotemporal model across each decade and for temperature extremes below 2 °C (Figure 5).

The MAE validation criteria showed similar results with the spatiotemporal model having values half that of the linear and additive models. The MAE values were consistently lower for the spatiotemporal model than for the other models across all decades and for extreme temperature values below 2 °C (Table 4).

The MAPE values were 50.72 and 48.17% for the linear and additive models, respectively, when considering the model performance across the entire period 1961–2009. The MAPE value for the space–time model was calculated as 23.18% which is half that of the linear and additive models (Table 4). This result implies that the space–time model was more likely to better predict temperatures than the other two approaches.

At the extreme end of the temperature distribution (i.e. below 2 °C) the MAPE values were lowest for the spatiotemporal modelling approach (Table 4). The results
Figure 7. Observed versus predicted minimum temperature plots for linear, additive and space–time models using 1961–2009 dataset; \( y = x \) line is superimposed in each plot. The threshold point for frost risk at 2 \( ^\circ \)C is also superimposed in the graphs.

indicate that the spatiotemporal modelling approach out-performs the other approaches for predicting frost occurrence.

In Table 4, we also provide the percentage of false alarms and hit rates for the predictions for all the 18 models. For a fixed threshold of 2 \( ^\circ \)C, we observe for years 1961–2009, the hit rate of 94.31% for the space–time model compared with 89.9 and 89.5% for the other models.

The false alarm rates measure how poor each model was at predicting temperatures below 2 \( ^\circ \)C. For the spatiotemporal model, the false alarm rate was 24.63% as opposed to 87.24–93.69% for the other two models.

Figure 6 shows RMSE scores obtained from the temporal predictions of the models. We set aside data from the decade 2001–2009 and fit the models using data from the 1961–2000 period. We compare the predictive results for all 75 locations and also for the set aside 25 locations for years 2001–2009. The validation statistics shows that the spatiotemporal model provides the best predictive results for all minimum temperature data (Figure 6(a)) as well as extreme values below 2 \( ^\circ \)C (Figure 6(b)).

The validation results clearly demonstrate the enhanced skill and model performance of the spatiotemporal model over either the linear or additive model. It also demonstrates the importance of spatial dependency as both the spatiotemporal and the additive models often outperform the linear model.

In addition to the examination of the validation statistics we can also examine the distribution of observed versus predicted values for the entire period. Figure 7 clearly shows that the spatiotemporal model provides a much stronger linear relationship than the other two models, with significantly smaller bias at the extreme ends of the observed minimum temperatures. The plot of observed versus predicted values, produced via the spatiotemporal approach, shows much better agreement with the one-to-one line than
for the other two approaches. This visualization would thus also support the superior performance of the spatiotemporal model (Figure 7).

3.3. Predictive maps

In this section, we produce predictive maps of frost frequency using the three modelling approaches. For prediction purposes, we define 253 grid points over our study region and obtained interpolated predicted values of the daily minimum temperature using data from the 75 monitoring locations. From these data, we impute the frequency of frosts in each month and year using 2 °C as the threshold for frosts. In this subsection, we show predictive maps for the month of August only in order to illustrate the significant spatial–temporal frost frequency changes.

3.3.1. Comparison of the maps for different models

We fitted the linear, additive and Bayesian space–time models to each month across the period 1961–2009 in order to impute the average monthly frost frequencies. Figure 8 shows the predicted mean spatial pattern of frost frequency for the month of August across the period 1961–2009. The values that appear on each of the maps represent the observed mean August frost numbers calculated for each of the recording stations in the case study region. Both the linear and additive models show regions with under prediction in the central and southeastern portions of the case study region (i.e. lower altitudes), showing predicted mean frost numbers approximately half of those observed (Figure 8).

The spatiotemporal model shows better agreement with observations across most of the case study region (i.e. at both the lower and high altitude locations). We apply the model to examine the decadal shifts in frost frequency across the entire study region and examine how anomalous the 2001–2009 period was in relation to the other decades in the observed record.

3.3.2. Analysis of decadal changes in frost occurrence using Bayesian space–time models

Figure 9 shows the decadal changes, against the base period 1961–1990, of average frost days for the month of August across the entire case study region. The spatial analysis shows that the mean number of August frosts has increased in the last two decades. This results from the frost risk tending to expand from the southeastern and eastern regions of the case study region towards the north and west. By the period 1991–2000, frost frequency had more than doubled for some lower altitude sites (Figure 9).

4. Discussion

In this study, we have analysed daily minimum temperatures across a case study region in Southeast Australia to identify the risk of frost occurrence in late winter and spring over the period from 1961 to 2009. For locations with elevation of ≤100 m, there is a marked increase in the
mean number of frosts for the August–November period (with a statistically significant increase in August). This increase in frost numbers and shift in the period of occurrence is consistent with observations from other Southern Hemisphere locations (Collins et al., 2000; Pezza and Ambrizzi, 2005; Krishnamurti et al., 1999; Rusticucci and Vargas, 1995) but is paradoxical given the background global warming that has occurred over the same period (CSIRO, 2007; IPCC, 2012). The responses to possible occurrence of these ‘climate change surprises’ (Schneider and Root, 1996; Schneider et al., 1998; Rial et al., 2004) have been discussed previously and have given rise to the suggestion that managing the risks associated with climate change will require flexible strategies that can cope not only with the likely transient changes, but also region specific disturbances as well as large unforeseeable natural fluctuations (IPCC, 2012). The benefits of flexible approaches to changing historical frost risk have been demonstrated by Howden et al., 2003. Such an approach increased simulated gross margins by between 15 and 52%, compared to using a fixed planting date (Howden et al., 2003). Similar flexible frost-risk strategies may increasingly be required in southeastern Australia.
As CO₂ forcing has been shown here to be an important and growing driver of change in minimum temperatures across the case study region, other drivers have also been identified in this study as contributing strongly to historical changes in frost risk.

Both ENSO (ENSO 3.4) and the STRI show a strengthening negative correlation with minimum temperatures over the last decade of analysis; suggesting a strong influence on minimum temperature variability over this period. In some instances this may continue to confound the effect of growing CO₂ concentrations (Hegerl and Zwiers, 2011). Existing research already supports the long-term shift in latitudinal position and intensification of the band of high pressure typically located over southern central Australia and links this to anthropogenic warming (Larsen and Nicholls, 2009; Lu et al., 2007; Timbal and Murphy, 2007; Murphy and Timbal, 2008). This study links these synoptic system changes to increased frost risk. The ramifications of this shift in synoptic scale features include measurable declines in winter and spring rainfall (i.e. Wiedenmann et al., 2002; Hendon et al., 2007; Cai and Cowan, 2008; Timbal and Hope, 2008; Verdon-Kidd and Kiem, 2009) which will interact with the increased frost risk assessed here to impact negatively on agricultural production.

The position of the subtropical ridge was also found to be an important contributor to the pattern of minimum temperature occurrence, and while the pattern of influence varies considerably from decade to decade the parameter estimates show that its influence is increasingly important over the last decade. This is consistent with the findings of Timbal and Drosdowsky (2013).

When climate drivers such as rates of GHG emissions, as well as other solar radiation, the El Niño Southern Oscillation (ENSO 3.4) and STRP and STR of subtropical highs and blocking high pressure systems are included in the Bayesian space–time modelling framework the resultant simulations, across the period 1960–2009, exhibit better validation statistics (e.g. ‘false’ alarm rates of 24.63% and ‘hit’ rates of 94.31%) compared with alternative linear and additive statistical models. The validation statistics (i.e. RMSE and MAE metrics) were better for the space–time model than the others, when fitted across the whole period than the others, when fitted across the whole period (i.e. 1961–2009), and for individual decades. The reproduction of the observed minimum temperature variability both temporally and spatially as well as the improved performance over existing statistical approaches would suggest that the spatial–temporal modelling approach will be useful for regional climate impact studies as well as supporting local and regional climate risk management activities (Haylock et al., 2006).

The mean number of August frosts has shown considerable decadal variation since 1961 with the most pronounced changes occurring in the southeastern and eastern regions (Figure 9). By the period 1991–2000, frost frequency had more than doubled for lower altitude sites. This poses ongoing and considerable risk to many agricultural industries (Anderson and Garlinge, 2000).
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