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Abstract

This thesis is a study of average distances in compact metric spaces. The average distances that we study can be motivated by questions such as “How can one arrange a finite set of points on a square so as to maximise the average distance between them?” The answer to this question is simple: Place a point on each vertex of the square! Such questions become much more interesting, and their corresponding answers become much harder to find, when we generalise the space to other metric spaces, and vary what we mean by the term “average distance”. For instance, is it always possible given any finite set of points on the boundary of a circle to find another point in the same region such that the “average distance” from the point to the set is $2/\pi$? If so, will any other “magic-number” other than $2/\pi$ work?

We define three average distances for a compact metric space (the first as a result of the Gross-Stadje Theorem, which additionally requires that the space be connected, the others as suprema of certain average distances) which form our focus of study. These averages have previously been discussed in mathematical journals, and one purpose of this thesis is to survey much of the known material regarding them. Indeed, until now there has been no single account which discusses all three averages together, and we gain much further insight by doing so.

Consideration of some well-known measure theory quickly changes the nature of our average distances from being considered as properties of finite sets of points, to being considered as properties of (signed) measures of unit mass, for it is possible to characterise our average distances using certain functionals whose domain is a space of measures. We give new results due to Peter Nickolas concerning the (lack
of continuity of these functionals.

We spend considerable time discussing hypermetric and quasihypermetric spaces. These spaces have previously been studied in mathematical journals under several different names and different characterisations. Until now, there has been no single account which discusses all of these characterisations together. We give new results due to Peter Nickolas and Reinhard Wolf concerning average distances in compact quasihypermetric spaces. Two of our average distances have strong geometric interpretations for certain quasihypermetric spaces, and we present original proofs for metric embedding theorems of Menger which enable us to arrive at these.

Using our measure theoretic framework, we investigate properties of our average distances, and demonstrate how to calculate them for certain concrete spaces, in particular for Euclidean, and more generally, quasihypermetric spaces.

We conclude our discussion by noting certain other questions which we may have chosen to consider in this thesis.
Outline

This thesis is intended to be read in a linear fashion, with the exceptions of Chapter 2 and Chapter 5. The reader who is familiar with weak-* convergence of finite signed Borel measures on a compact metric space, and in particular, convergence in its convex subset of probability measures, may skip Chapter 2, or refer to it as required. Chapter 5 introduces quasihypermetric spaces, and it may be read independently of the other work in this thesis.

Chapter 1 defines the average distances \( m(X), M(X) \) and \( \overline{M}(X) \) for a compact (connected) metric space \( X \), and calculates each in the case that \( X = [0,1] \). It concludes by noting that these constants may be characterised by integrating the metric of the space with respect to measures of unit mass, and that Chapter 2 and Chapter 3 will develop the theory necessary to do so.

Chapter 2 introduces the topological vector space \( \mathcal{M}(X) \) of finite signed Borel measures on a metric space \( X \), and its convex subset \( \mathcal{M}^1(X) \) of probability measures, equipped with its weak-* topology. Particular attention is paid to studying certain analytic and topological properties of \( \mathcal{M}^1(X) \) in the case that \( X \) is compact.

Chapter 3 introduces two mappings derived from integration with respect to signed measures, and discusses properties of each, with particular attention paid to continuity.

Chapter 4 uses the work in the preceding two chapters to prove the Gross-Stadje theorem, to characterise \( m(X), M(X) \) and \( \overline{M}(X) \) measures, to develop properties of these average distances, and to calculate their values for certain spaces. The discussions in this chapter do not refer to the quasihypermetric inequality.
Chapter 5 introduces the class of quasihypermetric spaces, and the subclasses of hypermetric and strictly quasihypermetric spaces. The choice of results to include in this chapter is motivated by their need for a study of average distances; however, it can be read independently of the remainder of this thesis.

Chapter 6 continues the discussion from Chapter 4, presenting further results on average distances in quasihypermetric spaces.

Chapter 7 notes other questions arising from a consideration of average distances in compact metric spaces which we may have chosen to consider.
List of symbols
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Chapter 1

Introduction

This thesis is an investigation of average distances in metric spaces, where several different notions of the term “average” are considered. Given a compact metric space $X$, this chapter introduces the constants $m(X)$, $M(X)$ and $\overline{M}(X)$, each of which in some sense represent an average distance amongst the points of $X$. We define these constants, briefly mention some relationships between them, and calculate each when $X$ is the unit interval. Finally, we discuss alternate characterisations of $m(X)$, $M(X)$ and $\overline{M}(X)$.

1.1 The Gross-Stadje Theorem

We begin the story of average distances in compact metric spaces with the following surprising result:

Theorem 1.1.1 (Gross-Stadje Theorem). Let $(X, d)$ be a compact connected metric space. Then there exists a unique $m(X, d) \in \mathbb{R}$ such that for all $n \in \mathbb{N}$ and for all $x_1, \ldots, x_n \in X$ there exists $y \in X$ such that

$$\frac{1}{n} \sum_{i=1}^{n} d(x_i, y) = m(X, d).$$

We refer to $m(X, d)$ as the Gross-Stadje number of a compact connected metric space $(X, d)$, and abbreviate $m(X, d)$ to $m(X)$ where appropriate.
The theorem was originally published by Gross [24]. It was also published by Stadje [48], who was apparently unaware of Gross' work. The Stadje result is more general, using the weaker assumptions that is $X$ a compact connected Hausdorff space and that $d: X \times X \to \mathbb{R}$ is a continuous symmetric function. This thesis is concerned only with the original result of Gross, but we attribute it to both Gross and Stadje.

Gross' proof of the theorem uses game theory, whilst Stadje's proof uses game theory and measure theory. Our proof requires game theory and measure theory, but is different from the one given by Stadje. To allow for a discussion of the appropriate measure theory, we postpone the proof until Chapter 4.

The following proposition specialises the Gross-Stadje Theorem to the compact connected interval $[0,1]$, equipped with its usual metric. The proof is due to Morris and Nickolas [38, pg. 461].

\textbf{Proposition 1.1.2.} There exists a unique $m([0,1]) \in \mathbb{R}$ such that for all $n \in \mathbb{N}$ and for all $x_1, \ldots, x_n \in [0,1]$ there exists $y \in [0,1]$ such that

$$
\frac{1}{n} \sum_{i=1}^{n} |x_i - y| = m([0,1]).
$$

Further, $m([0,1]) = 1/2$.

\textit{Proof.} Let $n = 2$, let $x_1 = 0$ and let $x_2 = 1$. Then for each $y \in [0,1],

$$
\frac{1}{n} \sum_{i=1}^{n} |x_i - y| = \frac{1}{2}(|0 - y| + |1 - y|) = \frac{1}{2}.
$$

Therefore, if $m([0,1])$ exists then it must be unique and equal $1/2$.

Let $n \in \mathbb{N}$, let $x_1, \ldots, x_n \in [0,1]$ and let $f: [0,1] \to [0,1]$ be the function defined for $y \in [0,1]$ by

$$
f(y) = \frac{1}{n} \sum_{i=1}^{n} |x_i - y|.
$$

Then $f$ is continuous and

$$
f(1) = \frac{1}{n} \sum_{i=1}^{n} |x_i - 1| = \frac{1}{n} \sum_{i=1}^{n} (1 - x_i) = 1 - \frac{1}{n} \sum_{i=1}^{n} x_i = 1 - f(0).
$$
1.2. SUPREMA OF AVERAGE DISTANCES

It is easily shown that \( f(0) \leq 1/2 \leq f(1) \) or \( f(1) \leq 1/2 \leq f(0) \). In either case, by the Intermediate Value Theorem there exists \( y \in [0, 1] \) such that \( f(y) = 1/2 \), thus establishing the existence of \( m([0, 1]) \). \(\square\)

1.2 Suprema of average distances

If \( X \) is a compact connected metric space, then \( m(X) \) can be considered in some sense to be an average distance which may be attained by using any tuple of points from \( X \). Using different notions of average distance, we now define the constants \( M(X) \) and \( \overline{M}(X) \) for a compact metric space \( X \). These values represent suprema of mutual average distances in tuples of points, the averages being measured in subtly different ways.

1.2.1 The average distance \( M(X, d) \)

Let \((X, d)\) be a compact metric space and let \( D(X) \) denote the diameter of \( X \). As \( X \) is compact, \( D(X) \) is a finite non-negative real number and \( D(X) = 0 \) if and only if \( X \) is a singleton. If \( n \in \mathbb{N} \) and \( x_1, \ldots, x_n \in X \), then it is clear that

\[
\frac{1}{n^2} \sum_{i=1}^{n} \sum_{j=1}^{n} d(x_i, x_j) \leq D(X) < \infty.
\]

The supremum of average distances of the above form must be finite.

**Definition 1.2.1.** Let \((X, d)\) be a compact metric space. Then \( M(X, d) \in \mathbb{R} \) is defined by

\[
M(X, d) = \sup \frac{1}{n^2} \sum_{i=1}^{n} \sum_{j=1}^{n} d(x_i, x_j),
\]

where the supremum is taken over all \( n \in \mathbb{N} \) and all \( x_1, \ldots, x_n \in X \). The abbreviation \( M(X) \) may be used for \( M(X, d) \) as appropriate.

When \( X \) is also connected, it is not immediately clear that there exists a relationship between the values \( m(X) \) and \( M(X) \). This relationship will be explored in Chapters 4 and 6. In particular, Chapter 4 will show that \( m(X) \leq M(X) \).
For now, we calculate $M([0,1])$, the derivation of which is due to Peter Nickolas.

**Lemma 1.2.2.** Let $x_1, \ldots, x_n \in [0,1]$ contain at least one interior point of $[0,1]$. Then there exist $y_1, \ldots, y_n \in [0,1]$ and $k \in \{1, \ldots, n\}$ such that

$$\sum_{i=1}^{n} \sum_{j=1}^{n} |x_i - x_j| \leq \sum_{i=1}^{n} \sum_{j=1}^{n} |y_i - y_j|$$

and $y_i = x_i$ for all $i$ such that $i \neq k$ and $x_k$ is an interior point of $[0,1]$ and $y_k$ is an endpoint of $[0,1]$.

**Proof.** We may assume without loss of generality that the $x_i$ are ordered. As the $x_i$ contain an interior point of $[0,1]$, let $l = \min \{i: x_i \neq 0\}$ and let $r = \max \{i: x_i \neq 1\}$. Then $l - 1$ is the number of $x_i$ that lie on the left endpoint of $[0,1]$ and $n - r$ is the number of $x_i$ that lie on the right endpoint of $[0,1]$. The $y_i$ will be constructed from the $x_i$ by "sliding" some $x_j$ to an endpoint of $[0,1]$. We consider separately the cases $l - 1 \leq n - r$ and $l - 1 > n - r$.

**Case 1: $l - 1 \leq n - r$.** We have that the number of $x_i$ which lie on the left endpoint of $[0,1]$ is less than or equal to the number of $x_i$ which lie on the right endpoint of $[0,1]$. Hence, let $y_1, \ldots, y_n \in [0,1]$ be constructed from the $x_i$ by sliding $x_l$ to the left endpoint of $[0,1]$; that is, for each $i = 1, \ldots, n$, let

$$y_i = \begin{cases} x_i & \text{if } i \neq l, \\ 0 & \text{if } i = l. \end{cases}$$

As $l - 1 - n + r \leq 0$ and $x_l > 0$, it follows that $(l - 1 - n + r)x_l \leq 0 = (l - 1 - n + r)y_l$.

Let $x'_1, \ldots, x'_{n-1} \in [0,1]$ be the list of points created by removing $x_l$ from the $x_i$, and let $y'_1, \ldots, y'_{n-1} \in [0,1]$ be the list of points created by removing $y_l$ from the $y_i$. Then as

$$\sum_{i=1}^{n-1} \sum_{j=1}^{n-1} |x'_i - x'_j| = \sum_{i=1}^{n-1} \sum_{j=1}^{n-1} |y'_i - y'_j|$$

and the result follows.
1.2. SUPREMA OF AVERAGE DISTANCES

and

\[ \sum_{i=1}^{n-1} |x_i - x'_i| = \sum_{i=1}^{l-1} |x_i - x_i| + \sum_{i=l+1}^{r} |x_i - x'| + \sum_{i=r+1}^{n} |x_i - x_i| \]

\[ = (l - 1)|x_i| + \sum_{i=l+1}^{r} |x_i - x'| + (n - r)(1 - x_i) \]

\[ = (l - 1 - n + r)x_i + n - r + \sum_{i=l+1}^{r} |x_i - x'| \]

\[ \leq (l - 1 - n + r)y_i + n - r + \sum_{i=l+1}^{r} |y_i - y_i| \]

\[ = \sum_{i=1}^{n-1} |y_i - y_i'|, \]

it follows that

\[ \sum_{i=1}^{n} \sum_{j=1}^{n} |x_i - x_j| = \sum_{i=1}^{n-1} \sum_{j=1}^{n-1} |x'_i - x'_j| + 2 \sum_{i=1}^{n-1} |x_i - x'_i| + \sum_{i=1}^{n-1} |x_i - x_i| \]

\[ \leq \sum_{i=1}^{n-1} \sum_{j=1}^{n-1} |y'_i - y'_j| + 2 \sum_{i=1}^{n-1} |y_i - y'_i| + \sum_{i=1}^{n-1} |y_i - y_i| \]

\[ = \sum_{i=1}^{n} \sum_{j=1}^{n} |y_i - y_j|. \]

Case 2: \( l - 1 > n - r \). We have that the number of \( x_i \) which lie on the left endpoint of \([0, 1]\) is greater than the number of \( x_i \) which lie on the right endpoint of \([0, 1]\). Hence, let \( y_1, \ldots, y_n \in [0, 1] \) be constructed from the \( x_i \) by sliding \( x_r \) to the right endpoint of \([0, 1]\); that is, for each \( i = 1, \ldots, n \), let

\[ y_i = \begin{cases} 
  x_i & \text{if } i \neq r, \\
  1 & \text{if } i = r.
\end{cases} \]

As \( l - 1 - n + r > 0 \) and \( x_r < 1 \), it follows that

\[ (l - 1 - n + r)x_r < (l - 1 - n + r) = (l - 1 - n + r)y_r. \]

It can be shown in a similar manner to case 1 that

\[ \sum_{i=1}^{n} \sum_{j=1}^{n} |x_i - x_j| \leq \sum_{i=1}^{n} \sum_{j=1}^{n} |y_i - y_j|. \]

\[ \square \]
Proposition 1.2.3. $M([0, 1]) = 1/2$.

Proof. Let $n = 2$, let $x_1 = 0$ and let $x_2 = 1$. Then

$$
\frac{1}{n^2} \sum_{i=1}^{n} \sum_{j=1}^{n} |x_i - x_j| = \frac{1}{2},
$$

which gives that $M([0, 1]) \geq 1/2$. It remains to be shown that $M([0, 1]) \leq 1/2$.

Let $n \in \mathbb{N}$ and let $x_1, \ldots, x_n \in [0, 1]$. By applying Lemma 1.2.2 a finite number of times, there exist $y_1, \ldots, y_n \in \{0, 1\}$ such that

$$
\sum_{i=1}^{n} \sum_{j=1}^{n} |x_i - x_j| \leq \sum_{i=1}^{n} \sum_{j=1}^{n} |y_i - y_j|.
$$

Let $k$ be the cardinality of the set $\{i : 1 \leq i \leq n \text{ and } y_i = 0\}$. Then $n - k$ is the cardinality of the set $\{i : 1 \leq i \leq n \text{ and } y_i = 1\}$ and

$$
\sum_{i=1}^{n} \sum_{j=1}^{n} |y_i - y_j| = 2k(n - k).
$$

Now, $2k(n - k)$ may be considered to be a quadratic in $k$ which attains an upper bound when $k = n/2$. We have that

$$
\frac{1}{n^2} \sum_{i=1}^{n} \sum_{j=1}^{n} |x_i - x_j| \leq \frac{1}{n^2} \sum_{i=1}^{n} \sum_{j=1}^{n} |y_i - y_j| \leq \frac{1}{n^2} \cdot 2 \cdot \frac{n}{2} \cdot \left( n - \frac{n}{2} \right) = \frac{1}{2},
$$

giving that $M([0, 1]) \leq 1/2$. \qed

1.2.2 $M(X)$ as a weighted average distance

We now show that $M(X)$ may be characterised as the supremum of weighted average distances of the form

$$
\sum_{i=1}^{n} \sum_{j=1}^{n} w_i w_j d(x_i, x_j),
$$

where the $w_i \geq 0$ are weights such that $\sum_{i=1}^{n} w_i = 1$.

Lemma 1.2.4. Let $n \in \mathbb{N}$ and let $w_1, \ldots, w_n \in [0, 1]$ such that $\sum_{i=1}^{n} w_i = 1$. Then

for all $\varepsilon > 0$ there exist $q_1, \ldots, q_n \in \mathbb{Q} \cap [0, 1]$ such that $\sum_{i=1}^{n} q_i = 1$ and $|w_i - q_i| < \varepsilon$ for each $i$.\end{lem}
1.2. SUPREMA OF AVERAGE DISTANCES

Proof. Let $\varepsilon > 0$. Then for all $i$ such that $1 \leq i \leq n - 1$ there exists $q_i \in \mathbb{Q} \cap [0,1]$ such that $|w_i - q_i| < \varepsilon/n < \varepsilon$ and $q_i \leq w_i$. Subsequently, let $q_n = 1 - \sum_{i=1}^{n-1} q_i \in \mathbb{Q}$, which gives that $\sum_{i=1}^{n} q_i = 1$ and

$$0 \leq w_n = 1 - \sum_{i=1}^{n-1} w_i \leq 1 - \sum_{i=1}^{n-1} q_i \leq 1.$$ 

Hence $q_n \in \mathbb{Q} \cap [0,1]$, and

$$|w_n - q_n| = \left| \sum_{i=1}^{n-1} (-w_i + q_i) \right| \leq \sum_{i=1}^{n-1} |w_i - q_i| < (n - 1) \cdot \frac{\varepsilon}{n} < \varepsilon. \quad \square$$

Proposition 1.2.5. Let $(X,d)$ be a compact metric space. Then

$$M(X, d) = \sup_{n} \sum_{i=1}^{n} \sum_{j=1}^{n} w_i w_j d(x_i, x_j),$$

where the supremum is taken over all $n \in \mathbb{N}$ and all $x_1, \ldots, x_n \in X$ and all $w_1, \ldots, w_n \geq 0$ such that $\sum_{i=1}^{n} w_i = 1$.

Proof. Let

$$A = \sup \frac{1}{n^2} \sum_{i=1}^{n} \sum_{j=1}^{n} d(x_i, x_j),$$

where the supremum is taken over all $n \in \mathbb{N}$ and all $x_1, \ldots, x_n \in X$, and let

$$B = \sup \sum_{i=1}^{n} \sum_{j=1}^{n} w_i w_j d(x_i, x_j),$$

where the supremum is taken over all $n \in \mathbb{N}$ and all $x_1, \ldots, x_n \in X$ and all $w_1, \ldots, w_n \geq 0$ such that $\sum_{i=1}^{n} w_i = 1$. We want to show that $A = B$. Noting that $\sum_{i=1}^{n} (1/n) = 1$, it is clear that $A \leq B$. Let $n \in \mathbb{N}$, let $x_1, \ldots, x_n \in X$ and let $w_1, \ldots, w_n \geq 0$ such that $\sum_{i=1}^{n} w_i = 1$. To demonstrate that $B \leq A$, it will be sufficient to show that

$$\sum_{i=1}^{n} \sum_{j=1}^{n} w_i w_j d(x_i, x_j) \leq A,$$

which we shall establish in two steps.

Suppose that each weight is rational. Then there exist $p_1, \ldots, p_n \in \mathbb{N} \cup \{0\}$ and $q_1, \ldots, q_n \in \mathbb{N}$ such that $w_i = p_i/q_i$ for each $i$. Let $m$ be the lowest common multiple
of the $q_i$. We then have that $p_i m / q_i \in \mathbb{Z}$ for each $i$ and

$$\sum_{i=1}^{n} \frac{p_i m}{q_i} = m \sum_{i=1}^{n} \frac{p_i}{q_i} = m.$$ 

Now, let $y_1, \ldots, y_m \in X$ be a list of points which contains exactly $p_i m / q_i$ occurrences of $x_i$ for each $i$. Then

$$\sum_{i=1}^{n} \sum_{j=1}^{n} w_i w_j d(x_i, x_j) = \frac{1}{m^2} \sum_{i=1}^{n} \sum_{j=1}^{n} \frac{p_i m}{q_i} \frac{p_j m}{q_j} d(x_i, x_j) = \frac{1}{m^2} \sum_{i=1}^{m} \sum_{j=1}^{m} d(y_i, y_j) \leq A.$$ 

Otherwise there exists an irrational weight. We may assume without loss of generality that the $x_i$ are distinct, and therefore must contain at least two points. Let $\varepsilon > 0$ and let $M = \max \{d(x_i, x_j) : i, j = 1, \ldots, n\} > 0$. By Lemma 1.2.4 there exist $q_1, \ldots, q_n \in \mathbb{Q} \cap [0, 1]$ such that $\sum_{i=1}^{n} q_i = 1$ and $|w_i - q_i| < \varepsilon / 2M^2 n^2$ for each $i$. Hence

$$\left| \sum_{i=1}^{n} \sum_{j=1}^{n} w_i w_j d(x_i, x_j) - \sum_{i=1}^{n} \sum_{j=1}^{n} q_i q_j d(x_i, x_j) \right|$$

$$\leq \left| \sum_{i=1}^{n} \sum_{j=1}^{n} (w_i w_j - w_i q_j) d(x_i, x_j) \right| + \left| \sum_{i=1}^{n} \sum_{j=1}^{n} (w_i q_j - q_i q_j) d(x_i, x_j) \right|$$

$$\leq \sum_{i=1}^{n} \sum_{j=1}^{n} w_i |w_j - q_j| d(x_i, x_j) + \sum_{i=1}^{n} \sum_{j=1}^{n} q_j |w_i - q_i| d(x_i, x_j)$$

$$< 2 \sum_{i=1}^{n} \sum_{j=1}^{n} \left| \frac{\varepsilon}{2M^2 n^2} \right| M$$

$$= \varepsilon,$$

giving that

$$\sum_{i=1}^{n} \sum_{j=1}^{n} w_i w_j d(x_i, x_j) < \sum_{i=1}^{n} \sum_{j=1}^{n} q_i q_j d(x_i, x_j) + \varepsilon \leq A + \varepsilon.$$ 

By taking the infimum over $\varepsilon$, we obtain $\sum_{i,j=1}^{n} w_i w_j d(x_i, x_j) \leq A$. \hfill $\square$

### 1.2.3 The average distance $\overline{M}(X, d)$

We now define $\overline{M}(X)$ as a generalisation of $M(X)$ by allowing the possibility of negative weights.
Definition 1.2.6. Let \((X, d)\) be a compact metric space. Then \(\overline{M}(X, d) \in \mathbb{R} \cup \{\infty\}\) is defined by

\[
\overline{M}(X, d) = \sup \sum_{i=1}^{n} \sum_{j=1}^{n} w_i w_j d(x_i, x_j),
\]

where the supremum is taken over all \(n \in \mathbb{N}\) and all \(x_1, \ldots, x_n \in X\) and all \(w_1, \ldots, w_n \in \mathbb{R}\) such that \(\sum_{i=1}^{n} w_i = 1\). The abbreviation \(\overline{M}(X)\) may be used for \(\overline{M}(X, d)\) as appropriate.

It is clear that \(M(X) \leq \overline{M}(X)\). We note that, unlike \(M(X)\), there is no obvious reason why \(\overline{M}(X)\) need be finite. In fact, Chapter 6 will give examples of compact metric spaces \(X\) such that \(\overline{M}(X) = \infty\).

For now, we calculate \(\overline{M}([0,1])\). The following result establishes the so-called quasihypermetric property of \([0,1]\) using a proof due to Kézdy et al. [30, pg. 25-26] (the cited proof actually establishes the stronger hypermetric property of \([0,1]\)). We shall study this property further in Chapter 5.

Theorem 1.2.7. For all \(n \in \mathbb{N}\) and for all \(a_1, \ldots, a_n, b_1, \ldots, b_n \in [0,1]\),

\[
\sum_{1 \leq i < j \leq n} |a_i - a_j| + \sum_{1 \leq i < j \leq n} |b_i - b_j| \leq \sum_{1 \leq i, j \leq n} |a_i - b_j|. 
\]

Proof. Let \(n \in \mathbb{N}\) and let \(a_1, \ldots, a_n, b_1, \ldots, b_n \in [0,1]\). Any rearrangement of the \(a_i\) clearly leaves \(\sum_{i,j=1}^{n} |a_i - b_j|\) and \(\sum_{i,j=1}^{n} |a_i - a_j|\) invariant, and since

\[
\sum_{1 \leq i, j \leq n} |a_i - a_j| = 2 \sum_{1 \leq i < j \leq n} |a_i - a_j|,
\]

any rearrangement of the \(a_i\) will also leave \(\sum_{i,j} |a_i - a_j|\) invariant. Hence, we may assume without loss of generality that the \(a_i\) are ordered. Similarly, we may assume without loss of generality that the \(b_i\) are ordered.

Let \(x_1, \ldots, x_{2n}\) be an ordered listing of the points \(a_1, \ldots, a_n, b_1, \ldots, b_n\), and let \(a: \{a_1, \ldots, a_n\} \rightarrow \{1, \ldots, 2n\}\) and \(b: \{b_1, \ldots, b_n\} \rightarrow \{1, \ldots, 2n\}\) be the mappings such that for each \(i\), \(x_{a(i)}\) represents the point \(a_i\) and \(x_{b(i)}\) represents the point \(b_i\). Note that if \(i < j\) then \(|x_i - x_j| = \sum_{k=i}^{j-1} |x_k - x_{k+1}|\). In general, we may
write

\[ |x_i - x_j| = \sum_{k=\min(i,j)}^{\max(i,j)-1} |x_k - x_{k+1}|. \]

Let

\[ A = \sum_{1 \leq i < j \leq n} |a_i - a_j| = \sum_{1 \leq i < j \leq n} |x_{a(i)} - x_{a(j)}| = \sum_{1 \leq i < j \leq n} \left( \sum_{k=a(i)}^{a(j)-1} |x_k - x_{k+1}| \right), \]

\[ B = \sum_{1 \leq i < j \leq n} |b_i - b_j| = \sum_{1 \leq i < j \leq n} \left( \sum_{k=b(i)}^{b(j)-1} |x_k - x_{k+1}| \right), \]

\[ C = \sum_{1 \leq i < j \leq n} |a_i - b_j| = \sum_{1 \leq i, j \leq n} \left( \sum_{k=\min(a(i),b(j))}^{\max(a(i),b(j))-1} |x_k - x_{k+1}| \right). \]

For each \( k \), let \( \alpha_k, \beta_k \) and \( \gamma_k \) be the number of formal occurrences of the expression \( |x_k - x_{k+1}| \) in each of the expressions defining \( A, B \) and \( C \) respectively. It will be sufficient to show that for each \( k \), \( \alpha_k + \beta_k \leq \gamma_k \).

For each \( k \), let

\[ T_k = \{ i : i \leq k \text{ and } i = a(j) \text{ for some } 1 \leq j \leq n \}, \]

\[ U_k = \{ i : i \leq k \text{ and } i = b(j) \text{ for some } 1 \leq j \leq n \}, \]

\[ Y_k = \{ i : i > k \text{ and } i = a(j) \text{ for some } 1 \leq j \leq n \}, \]

\[ Z_k = \{ i : i > k \text{ and } i = b(j) \text{ for some } 1 \leq j \leq n \}, \]

and let \( t_k, u_k, y_k \) and \( z_k \) be the respective cardinalities of these sets. Note that \( t_k + y_k = u_k + z_k = n \). Now, the expression \( |x_k - x_{k+1}| \) occurs exactly once in the expression defining \( A \) for each pair \((i, j)\) such that \([x_k, x_{k+1}] \subseteq [x_{a(i)}, x_{a(j)}] = [a_i, a_j]\). This is given by the number of pairs \((i, j)\) such that \( a(i) \leq k \) and \( a(j) \geq k + 1 > k \), which is exactly \( t_k y_k \). Therefore \( \alpha_k = t_k y_k \), and similarly \( \beta_k = u_k z_k \). The expression \( |x_k - x_{k+1}| \) occurs exactly once in the expression defining \( C \) for each pair \((i, j)\) such that \([x_k, x_{k+1}] \subseteq [x_{a(i)}, x_{b(j)}] = [a_i, b_j] \) or \([x_k, x_{k+1}] \subseteq [x_{b(j)}, x_{a(i)}] = [b_j, a_i] \). This is given by the number of pairs \((i, j)\) such that \( a(i) \leq k \) and \( b(j) > k \), or \( b(j) \leq k \) and \( a(i) > k \), which is exactly \( t_k z_k + u_k y_k \). Therefore \( \gamma_k = t_k z_k + u_k y_k \).
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For all $k$, it follows from

$$(u_k - t_k) - (y_k - z_k) = (u_k + z_k) - (t_k + y_k) = n - n = 0$$

that $(u_k - t_k)(y_k - z_k) \geq 0$. Hence $t_ky_k + u_kz_k \leq t_kz_k + u_ky_k$, giving $\alpha_k + \beta_k \leq \gamma_k$ as required. 

An alternate proof of the fact that $\mathbb{R}$, and so $[0, 1]$, has the so-called hypermetric property is given by Stolarsky [50, pg. 547–549]. The above property of $[0, 1]$ can be stated as a property of weighted average distances. The proof is suggested by Lovász et al. [35, pg. 2049].

**Lemma 1.2.8.** Let $n \in \mathbb{N}$ and let $x_1, \ldots, x_n \in \mathbb{R}$ such that $\sum_{i=1}^{n} x_i = 0$. Then for all $\varepsilon > 0$ there exist $q_1, \ldots, q_n \in \mathbb{Q}$ such that $\sum_{i=1}^{n} q_i = 0$ and $|x_i - q_i| < \varepsilon$ for each $i$.

**Proof.** Let $\varepsilon > 0$. Then for all $i$ such that $1 \leq i \leq n - 1$ there exists $q_i \in \mathbb{Q}$ such that $|x_i - q_i| < \varepsilon/n < \varepsilon$. Subsequently, let $q_n = -\sum_{i=1}^{n-1} q_i \in \mathbb{Q}$, which gives that $\sum_{i=1}^{n} q_i = 0$ and

$$|x_n - q_n| = \left| \sum_{i=1}^{n-1} (-x_i + q_i) \right| \leq \sum_{i=1}^{n-1} |x_i - q_i| < (n - 1) \cdot \frac{\varepsilon}{n} < \varepsilon. \quad \square$$

**Theorem 1.2.9.** For all $n \in \mathbb{N}$, for all $w_1, \ldots, w_n \in \mathbb{R}$ such that $\sum_{i=1}^{n} w_i = 0$ and for all $x_1, \ldots, x_n \in [0, 1]$,

$$\sum_{1 \leq i < j \leq n} w_i w_j |x_i - x_j| \leq 0.$$

**Proof.** Let $n \in \mathbb{N}$, let $w_1, \ldots, w_n \in \mathbb{R}$ such that $\sum w_i = 0$ and let $x_1, \ldots, x_n \in [0, 1]$. We shall establish the result in three steps.

Suppose that each weight is an integer. If all of the weights are non-negative then we must have that $w_i = 0$ for each $i$, giving $\sum_{i<j} w_i w_j |x_i - x_j| = 0$. Otherwise, there exist at least one positive and one negative weight. Let $m \in \mathbb{N}$ be the number of negative weights, let $a_1, \ldots, a_m \in [0, 1]$ represent the $x_i$ such that $w_i < 0$ and let $u_1, \ldots, u_m \in \mathbb{Z}$ be the corresponding weights, and let $b_1, \ldots, b_{n-m} \in [0, 1]$ represent
the $x_i$ such that $w_i \geq 0$ and let $v_1, \ldots, v_{n-m} \in \mathbb{Z}$ be the corresponding weights. We then have that

$$\sum_{1 \leq i < j \leq n} w_i w_j |x_i - x_j|$$

\begin{align*}
&= \sum_{1 \leq i < j \leq m} u_i u_j |a_i - a_j| + \sum_{1 \leq i < j \leq n-m} v_i v_j |b_i - b_j| + \sum_{i=1}^{m} \sum_{j=1}^{n-m} u_i v_j |a_i - b_j| \\
&= \sum_{1 \leq i < j \leq m} |u_i u_j||a_i - a_j| + \sum_{1 \leq i < j \leq n-m} |v_i v_j||b_i - b_j| - \sum_{i=1}^{m} \sum_{j=1}^{n-m} |u_i v_j||a_i - b_j|.
\end{align*}

Let $m' = \sum_{i=1}^{m} u_i$ and $n' = \sum_{i=m+1}^{n} v_i$. Since $-m' + n' = 0$, it follows that $m' = n'$. Let $a'_1, \ldots, a'_{m'} \in [0,1]$ be the list of points which contains exactly $|u_i|$ occurrences of $a_i$ for each $i$ and let $b'_1, \ldots, b'_{m'} \in [0,1]$ be the list of points which contains exactly $|v_i|$ occurrences of $b_i$ for each $i$. Then by Theorem 1.2.7,

$$\sum_{1 \leq i < j \leq n} |u_i u_j||a_i - a_j| + \sum_{1 \leq i < j \leq n-m} |v_i v_j||b_i - b_j| - \sum_{i=1}^{m} \sum_{j=1}^{n-m} |u_i v_j||a_i - b_j|$$

\begin{align*}
&= \sum_{1 \leq i < j \leq m'} |a'_i - a_j| + \sum_{1 \leq i < j \leq m'} |b'_i - b'_j| - \sum_{1 \leq i, j \leq m'} |a'_i - b'_j| \\
&\leq 0,
\end{align*}

which gives that $\sum_{i<j} w_i w_j |x_i - x_j| \leq 0$.

Suppose now that each weight is rational. Then there exist $p_1, \ldots, p_n \in \mathbb{Z}$ and $q_1, \ldots, q_n \in \mathbb{N}$ such that $w_i = p_i/q_i$ for each $i$. Let $q$ be the lowest common multiple of the $q_i$. It follows that $p_i q / q_i \in \mathbb{Z}$ for each $i$, and as

$$\sum_{i=1}^{n} \frac{p_i q}{q_i} = q \sum_{i=1}^{n} \frac{p_i}{q_i} = 0,$$

we then have

$$\sum_{1 \leq i < j \leq n} w_i w_j |x_i - x_j| = \frac{1}{q^2} \sum_{1 \leq i < j \leq n} \frac{p_i q}{q_i} \frac{p_j q}{q_j} |x_i - x_j| \leq 0.$$

Finally, suppose now that there exists an irrational weight, from which it follows that there must exist at least two distinct points amongst the $x_i$. Let $\varepsilon > 0$, let
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\( M = \max \{ |x_i - x_j|: i, j = 1, \ldots, n \} > 0, \) let \( K = \max \{ 2|w_i|: i = 1, \ldots, n \} > 0 \) and let

\[
\delta = \min \left\{ \frac{\varepsilon}{K Mn(n - 1)}, \frac{K}{2} \right\}.
\]

By Lemma 1.2.8, there exist \( q_1, \ldots, q_n \in \mathbb{Q} \) such that \( \sum_{i=1}^{n} q_i = 0 \) and \( |w_i - q_i| < \delta \) for each \( i \). Now, for each \( i \), by the triangle inequality we have that

\[
||w_i| - |q_i|| = ||w_i - 0| - |q_i - 0|| \leq |w_i - q_i| < \delta
\]

giving

\[
|q_i| < |w_i| + \delta \leq \max_j |w_j| + \delta \leq \frac{K}{2} + \frac{K}{2} = K.
\]

Note that there are exactly \( n(n - 1)/2 \) pairs \((i, j)\) such that \( 1 < i < j \leq n \). Therefore

\[
\left| \sum_{1 \leq i < j \leq n} w_i w_j |x_i - x_j| - \sum_{1 \leq i < j \leq n} q_i q_j |x_i - x_j| \right|
\leq \left| \sum_{1 \leq i < j \leq n} (w_i w_j - w_i q_j) |x_i - x_j| \right| + \left| \sum_{1 \leq i < j \leq n} (w_i q_j - q_i q_j) |x_i - x_j| \right|
\leq \sum_{1 \leq i < j \leq n} |w_i| |w_j - q_j| M + \sum_{1 \leq i < j \leq n} |q_j| |w_i - q_i| M
\leq 2 \sum_{1 \leq i < j \leq n} K \delta M
\leq 2 \sum_{1 \leq i < j \leq n} \frac{\varepsilon}{n(n - 1)}
= \varepsilon,
\]

giving that

\[
\sum_{1 \leq i < j \leq n} w_i w_j |x_i - x_j| < \sum_{1 \leq i < j \leq n} q_i q_j |x_i - x_j| + \varepsilon \leq 0 + \varepsilon.
\]

By taking the infimum over \( \varepsilon \), we obtain \( \sum_{i < j} w_i w_j |x_i - x_j| \leq 0. \)

\[ \Box \]

**Proposition 1.2.10.** \( \overline{M}([0,1]) = 1/2. \)

**Proof.** It is a consequence of Proposition 1.2.3 that \( \overline{M}([0,1]) \geq M([0,1]) = 1/2. \) It remains to be shown that \( \overline{M}([0,1]) \leq 1/2. \)
Let $n \in \mathbb{N}$, let $x_1, \ldots, x_n \in [0,1]$ and let $w_1, \ldots, w_n \in \mathbb{R}$ such that $\sum_{i=1}^{n} w_i = 1$, let $w_{n+1} = w_{n+2} = -1/2$, let $x_{n+1} = 0$ and let $x_{n+2} = 1$. Then $\sum_{i=1}^{n+2} w_i = 0$ and by Theorem 1.2.7,

\[
\sum_{i=1}^{n} \sum_{j=1}^{n} w_i w_j |x_i - x_j| + \sum_{i=n+1}^{n+2} \sum_{j=n+1}^{n+2} w_i w_j |x_i - x_j| + 2 \sum_{i=1}^{n} \sum_{j=n+1}^{n+2} w_i w_j |x_i - x_j|
\]

\[
= \sum_{i=1}^{n} \sum_{j=1}^{n} w_i w_j |x_i - x_j|
\]

\[
\leq 0.
\]

Now,

\[
\sum_{i=n+1}^{n+2} \sum_{j=n+1}^{n+2} w_i w_j |x_i - x_j| = \frac{1}{4} (0 + 1 + 1 + 0) = \frac{1}{2}.
\]

Noting that $|x_i - 0| + |x_i - 1| = 1$ for all $x \in [0,1]$, we then have

\[
2 \sum_{i=1}^{n} \sum_{j=n+1}^{n+2} w_i w_j |x_i - x_j| = - \sum_{i=1}^{n} (w_i |x_i - 0| + w_i |x_i - 1|) = - \sum_{i=1}^{n} w_i = -1.
\]

Hence

\[
\sum_{i=1}^{n} \sum_{j=1}^{n} w_i w_j |x_i - x_j| \leq 1/2,
\]

which gives that $\overline{M}([0,1]) \leq 1/2$. 

\[\square\]

### 1.3 Characterisations of $m(X), M(X)$ and $\overline{M}(X)$

Let $(X, d)$ be a compact metric space. Let $\mathcal{M}(X)$ denote the set of finite signed Borel measures on $X$ and let $\mathcal{M}^1(X)$ denote the subset of $\mathcal{M}(X)$ consisting of precisely the probability measures. For each $x \in X$, let $\delta_x$ denote the atomic Borel probability measure concentrated at $x$. Observe that for each atomic measure $\mu = \sum_{i=1}^{n} w_i \delta_{x_i} \in \mathcal{M}(X)$ and for all $y \in X$,

\[
\int d(x, y) \, d\mu(x) = \sum_{i=1}^{n} w_i d(x_i, y),
\]

\[
\int d(x, z) \, d\mu(x) \, d\mu(z) = \sum_{i=1}^{n} \sum_{j=1}^{n} w_i w_j d(x_i, x_j).
\]
The constants $m(X,d)$, $M(X,d)$ and $\bar{M}(X,d)$ may then be characterised using various integrals of the metric $d$ with respect to atomic measures.

Now, consider

$$M(X,d) = \sup_{\mu} \int d(x,y) \, d\mu(x) \, d\mu(y).$$

We initially defined $M(X,d)$, in effect, by taking the supremum over atomic measures of the form $\mu = (1/n) \sum_{i=1}^{n} \delta_{x_i} \in \mathcal{M}^1(X)$. Proposition 1.2.5 showed that this value is not altered by allowing the $\mu$ to range over an enlarged class of measures, namely the collection of finitely supported Borel probability measures on $X$. Chapter 4 will give a measure theoretic characterisation of $M(X,d)$ by further enlarging this class of measures to include all Borel probability measures on $X$. By replacing the probability measures with signed measures of unit mass, analogous comments apply to $\bar{M}(X,d)$.

If $(X,d)$ is connected then $m(X,d) \in \mathbb{R}$ is the unique constant such that for all atomic measures of the form $\mu = (1/n) \sum_{i=1}^{n} \delta_{x_i} \in \mathcal{M}^1(X)$ there exists $y \in X$ such that

$$\int d(x,y) \, d\mu(x) = m(X,d).$$

Chapter 4 will prove a strong form of the Gross-Stadje Theorem which characterises $m(X,d)$ using arbitrary Borel probability measures on $X$.

To characterise $m(X,d)$, $M(X,d)$ and $\bar{M}(X,d)$ using measures, and to prove the Gross-Stadje Theorem, we must first discuss some measure theory. Chapter 2 will study two topologies which may be placed on $\mathcal{M}(X)$, and Chapter 3 will study properties of certain mappings concerning the integrals

$$\int d(x,y) \, d\mu(x) \quad \text{and} \quad \int d(x,z) \, d\mu(x) \, d\mu(z),$$

where $y \in X$ and $\mu \in \mathcal{M}(X)$.

### 1.4 Summary

This chapter stated the Gross-Stadje Theorem and defined the average distances $m(X)$, $M(X)$ and $\bar{M}(X)$ found in a compact (connected) metric space $X$. From
these definitions, it is clear that $M(X) \leq \overline{M}(X)$, but it is not clear that any further relationship exists between $M(X)$ and $\overline{M}(X)$, nor given the Gross-Stadje Theorem that $m(X)$ is related to these values. Relationships between the three average distances will be developed in Chapters 4 and 6, but it was shown that when $X = [0, 1]$ all three averages are defined and equal to $1/2$.

We noted that $m(X)$, $M(X)$ and $\overline{M}(X)$ may be characterised by integrating various functions with respect to Borel measures of unit mass. To derive these characterisations, and to prove the Gross-Stadje Theorem, it is necessary to discuss convergence in $\mathcal{M}(X)$ and properties of certain functions which arise by integrating the metric of $X$. These topics are discussed in Chapters 2 and 3. The remainder of this thesis will then be a study of $m(X)$, $M(X)$ and $\overline{M}(X)$, and the relationships between them.
Chapter 2

Spaces of measures

This chapter will introduce the vector space $M(X)$ of finite signed Borel measures on a metric space $X$, and discuss the strong and weak-* topologies on this space. Particular attention will be paid to the properties of convergence, compactness, metrization and approximation in $M(X)$ equipped with the weak-* topology, which will subsequently be used in Chapter 4 to prove the Gross-Stadje Theorem, and to investigate certain properties of $m(X), M(X)$ and $M(X)$.

2.1 The space of measures

We include the following definition to fix the meaning of the terms *signed measure*, *measure* and *probability measure*.

**Definition 2.1.1.** Let $(X, \mathcal{X})$ be a measurable space and let $\mu: \mathcal{X} \to [-\infty, \infty]$ be a function. If $\mu(\emptyset) = 0$ and

$$
\mu \left( \bigcup_{n=1}^{\infty} A_n \right) = \sum_{n=1}^{\infty} \mu(A_n)
$$

for all disjoint sequences $(A_n) \in \mathcal{X}$ then $\mu$ is a *signed measure*. In addition, if $\mu(A) \geq 0$ for all $A \in \mathcal{X}$ then $\mu$ is a *measure*. Further, if $\mu$ is a measure such that $\mu(X) = 1$ then $\mu$ is a *probability measure*. 
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According to Bartle [6, pg. 23], as the left-hand side of the above equality is independent of order and required for all disjoint sequences \((A_n)\), the series on the right-hand side must be absolutely convergent for all such sequences. In particular, this requires that \(\mu\) may only attain one of the values \(\infty\) and \(-\infty\).

Our measure theory notation will follow that of Cohn [17]. In particular, we shall employ his convention of not abbreviating the term signed measure to measure, though for emphasis we will at times refer to a measure as a positive measure. If a (signed) measure \(\mu\) does not take on the values \(\pm\infty\), then we say that \(\mu\) is a finite (signed) measure.

Let \(X\) be a metric space. Then \(\mathcal{B}(X)\) will denote the Borel \(\sigma\)-algebra on \(X\); that is, \(\mathcal{B}(X)\) is the \(\sigma\)-algebra generated by the open (or equivalently, closed) subsets of \(X\). We refer to a (signed) measure on the measurable space \((X, \mathcal{B}(X))\) as a (signed) Borel measure, and we define

\[
\mathcal{M}(X) = \{\mu: \mu \text{ is a finite signed Borel measure on } X\},
\]

\[
\mathcal{M}^+(X) = \{\mu: \mu \text{ is a finite Borel measure on } X\},
\]

\[
\mathcal{M}^1(X) = \{\mu: \mu \text{ is a Borel probability measure on } X\}.
\]

It is clear that \(\mathcal{M}^1(X) \subseteq \mathcal{M}^+(X) \subseteq \mathcal{M}(X)\). It is well-known that \(\mathcal{M}(X)\) is a real vector space under the usual operations of addition and scalar multiplication, and that \(\mathcal{M}^+(X)\) and \(\mathcal{M}^1(X)\) are convex subsets of \(\mathcal{M}(X)\). The subsequent sections of this chapter will discuss various topologies on \(\mathcal{M}(X)\).

Let \(\mu \in \mathcal{M}(X)\). Then \(\mu = \mu^+ - \mu^-\) will denote the unique Jordan decomposition of \(\mu\) as the difference of two positive measures. (See [17, pg. 125] for the standard derivation of \(\mu^+\) and \(\mu^-\).) The measure \(|\mu| = \mu^+ + \mu^-\) is the variation of \(\mu\), and the real number \(||\mu|| = |\mu|(X)\) is the total variation of \(\mu\). The total variation is a norm on \(\mathcal{M}(X)\), and \(\mathcal{M}(X)\) is a Banach space when equipped with this norm. We define the support of \(\mu\) to be the set

\[
C_\mu = \{x \in X: |\mu|(U) > 0 \text{ for all open neighbourhoods } U \text{ of } x\}.
\]

We denote by \(C(X)\) the Banach space of bounded continuous real-valued func-
tions on \( X \) equipped with the usual supremum norm, and by \( U(X) \) the subspace of uniformly continuous functions. For \( f \in C(X) \) and \( \mu \in \mathcal{M}(X) \), we note that the integral of \( f \) with respect to \( \mu \) is defined, and as convenient use the notation

\[
\mu(f) = \int f \, d\mu.
\]

We refer to a measure with finite support as an atomic measure. For each \( x \in X \), the atomic measure concentrated at \( x \), denoted \( \delta_x \), is the probability measure such that for all \( A \in \mathcal{B}(X) \),

\[
\delta_x(A) = \begin{cases} 
1 & \text{if } x \in A, \\
0 & \text{if } x \not\in A.
\end{cases}
\]

The atomic probability measures play an important role in approximation of measures with respect to the weak-* topology in \( \mathcal{M}(X) \). For now, we see that these measures are also important to the convex structure of \( \mathcal{M}^1(X) \). The following result is given as an exercise in Choquet [14, pg. 108].

**Proposition 2.1.2.** Let \( X \) be a compact metric space. Then the set of probability measures \( \{\delta_x : x \in X\} \) is the set of extreme points of \( \mathcal{M}^1(X) \).

**Proof.** Let \( x \in X \), let \( \mu, \nu \in \mathcal{M}^1(X) \) be such that \( \delta_x = (\mu + \nu)/2 \) and let \( A \in \mathcal{B}(X) \). If \( x \in A \) then \( \mu(A) + \nu(A) = 2 \) and as \( 0 \leq \mu, \nu \leq 1 \) it follows that \( \mu(A) = \nu(A) = 1 \). Otherwise \( x \not\in A \) and \( \mu(A) + \nu(A) = 0 \), and as \( \mu, \nu \) are measures it follows that \( \mu(A) = \nu(A) = 0 \). Hence \( \delta_x = \mu = \nu \) and \( \delta_x \) is an extreme point of \( \mathcal{M}^1(X) \).

Let \( \mu \in \mathcal{M}^1(X) \) be such that \( \mu \not= \delta_x \) for all \( x \in X \). Since \( X \) is a compact metric space, the support of \( \mu \) is measurable. It cannot be empty, since \( \mu \) is a probability measure, and we have excluded the case that it is a singleton. The support must then contain at least two points, \( x_1 \) and \( x_2 \) say. Let \( U \in \mathcal{B}(X) \) be an open neighbourhood of \( x_1 \) such that \( x_2 \not\in U \), whence \( 0 < \mu(U), \mu(X \setminus U) < 1 \). Let \( \nu, \lambda \in \mathcal{M}^1(X) \) be the measures defined for \( A \in \mathcal{B}(X) \) by

\[
\nu(A) = \frac{1}{\mu(U)} \mu(A \cap U) \quad \text{and} \quad \lambda(A) = \frac{1}{\mu(X \setminus U)} \mu(A \cap (X \setminus U)).
\]
Then for all $A \in \mathcal{B}(X)$,

$$
\mu(A) = \mu(A \cap U) + \mu(A \cap (X \setminus U))
= \mu(U) \cdot \nu(A) + (1 - \mu(U)) \cdot \lambda(A),
$$
giving that $\mu = \mu(U) \nu + (1 - \mu(U)) \lambda$ is not an extreme point of $\mathcal{M}^1(X)$. \qed

### 2.2 The strong topology on the space of measures

**Definition 2.2.1.** Let $V$ be a set which is both a real vector space and a Hausdorff topological space, and consider $V \times V$ and $\mathbb{R} \times V$ to be equipped with their respective product topologies. If

1. The mapping $V \times V \to V$ such that $(x, y) \mapsto x + y$ is continuous, and
2. The mapping $\mathbb{R} \times V \to \mathbb{R}$ such that $(x, y) \mapsto x \cdot y$ is continuous,

then $V$ is a real topological vector space.

If $X$ is a metric space, then we refer to the norm topology on $\mathcal{M}(X)$ as the *strong topology on $\mathcal{M}(X)$*. Using elementary properties of the norm, this space is a real topological vector space. We denote strong convergence of a net $(\mu_\alpha) \in \mathcal{M}(X)$ to a limit $\mu \in \mathcal{M}(X)$ by $\mu_\alpha \to \mu$. We note that limits of convergent nets in Hausdorff spaces are unique.

### 2.3 The weak-* topology on the space of measures

Let $X$ be a metric space. We now define another topology on $\mathcal{M}(X)$ by constructing a neighbourhood system about each point. Let $\mu \in \mathcal{M}(X)$. For each $f \in C(X)$ and for each $\varepsilon > 0$, let

$$
\mathcal{V}_\mu(f, \varepsilon) = \left\{ \nu \in \mathcal{M}(X) : \left| \int f \, d\nu - \int f \, d\mu \right| < \varepsilon \right\}.
$$
2.3. THE WEAK-* TOPOLOGY ON THE SPACE OF MEASURES

For each \( n \in \mathbb{N} \), for each \( f_1, \ldots, f_n \in C(X) \) and for each \( \varepsilon_1, \ldots, \varepsilon_n > 0 \), let

\[
V_\mu(f_1, \ldots, f_n, \varepsilon_1, \ldots, \varepsilon_n) = \bigcap_{i=1}^{n} V_\mu(f_i, \varepsilon_i).
\]

The following two results are stated without proof by Parthasarathy [43, pg. 40].

**Proposition 2.3.1.** Let \( X \) be a metric space and let \( B \) be the collection of all \( V_\mu(f_1, \ldots, f_n, \varepsilon_1, \ldots, \varepsilon_n) \) such that \( \mu \in \mathcal{M}(X) \) and \( n \in \mathbb{N} \) and \( f_1, \ldots, f_n \in C(X) \) and \( \varepsilon_1, \ldots, \varepsilon_n > 0 \). Then \( B \) is a basis for a topology on \( \mathcal{M}(X) \).

**Proof.** Let \( \mu \in \mathcal{M}(X) \) and let 0 denote the zero of \( C(X) \). Then for all \( \nu \in \mathcal{M}(X) \),

\[
\left| \int 0 \, d\nu - \int 0 \, d\mu \right| = 0 < 1.
\]

Therefore \( \mathcal{M}(X) = V_\mu(0, 1) \in B \).

Let \( B_1, B_2 \in B \) such that \( B_1 \cap B_2 \neq \emptyset \). Then \( B_1 = V_\mu(f_1, \ldots, f_m, \varepsilon_1, \ldots, \varepsilon_m) \) and \( B_2 = V_\nu(g_1, \ldots, g_n, \delta_1, \ldots, \delta_n) \) for some \( \mu, \nu \in \mathcal{M}(X) \), for some \( m, n \in \mathbb{N} \), for some \( f_1, \ldots, f_m, g_1, \ldots, g_n \in C(X) \) and for some \( \varepsilon_1, \ldots, \varepsilon_m, \delta_1, \ldots, \delta_n > 0 \). If \( \mu = \nu \) then

\[
B_1 \cap B_2 = V_\mu(f_1, \ldots, f_m, g_1, \ldots, g_n, \varepsilon_1, \ldots, \varepsilon_m, \delta_1, \ldots, \delta_n) \in B.
\]

Otherwise, let \( \lambda \in B_1 \cap B_2 \). For each \( i = 1, \ldots, m \) and for each \( j = 1, \ldots, n \) we have that \( \varepsilon_i - |\lambda(f_i) - \mu(f_i)| > 0 \) and \( \delta_j - |\lambda(g_j) - \nu(g_j)| > 0 \). Let

\[
r = \min \left\{ \varepsilon_i - \left| \int f_i \, d\lambda - \int f_i \, d\mu \right|, \delta_j - \left| \int g_j \, d\lambda - \int g_j \, d\nu \right| \right\} > 0.
\]

Let \( \lambda = \lambda(f_1, \ldots, f_m, g_1, \ldots, g_n, r, \ldots, r, r, \ldots, r) \in B \). It is clear that \( \lambda \in V_\lambda \). Let \( \omega \in V_\lambda \). Then for each \( i = 1, \ldots, m \)

\[
\left| \int f_i \, d\omega - \int f_i \, d\mu \right| \leq \left| \int f_i \, d\omega - \int f_i \, d\lambda \right| + \left| \int f_i \, d\lambda - \int f_i \, d\mu \right|
\]

\[
< r + \left| \int f_i \, d\lambda - \int f_i \, d\mu \right|
\]

\[
\leq \varepsilon_i - \left| \int f_i \, d\lambda - \int f_i \, d\mu \right| + \left| \int f_i \, d\lambda - \int f_i \, d\mu \right|
\]

\[= \varepsilon_i.
\]
That is, $|\omega(f_i) - \mu(f_i)| < \varepsilon_i$ for each $i = 1, \ldots, m$. Similarly, $|\omega(g_i) - \nu(g_i)| < \delta_j$ for each $j = 1, \ldots, n$, giving $\omega \in B_1 \cap B_2$. We have that $V_\lambda \subseteq B_1 \cap B_2$, and

$$B_1 \cap B_2 = \bigcup_{\lambda \in B_1 \cap B_2} V_\lambda.$$ 

Therefore $B$ is a basis for a topology on $\mathcal{M}(X)$.

We now show that the topology generated by the $V_\mu(f_1, \ldots, f_n, \varepsilon_1, \ldots, \varepsilon_n)$ is known as the weak-* topology on $\mathcal{M}(X)$. This topology is often studied within a general framework in functional analysis.

If $X$ is a Banach space then the dual space of $X$, denoted by $X^*$, is the Banach space of all bounded linear functionals on $X$.

**Definition 2.3.2.** Let $X$ be a Banach space and let $X^*$ be the dual space of $X$. A topology on $X^*$ such that a net $(\lambda_\alpha) \subseteq X^*$ converges to $\lambda \in X^*$ if and only if $\lambda_\alpha(x)$ converges to $\lambda(x)$ for all $x \in X$ is known as a weak-* topology on $X^*$.

A weak-* topology on a space is necessarily unique. Now, and in later work, we require the following well-known theorem of Riesz. Note that $C(X)$ is a Banach space for all metric spaces $X$.

**Theorem 2.3.3** (Riesz Representation Theorem). Let $X$ be a metric space. Then for all $\lambda \in C(X)^*$, there exists a unique $\mu \in \mathcal{M}(X)$ such that for all $f \in C(X)$,

$$\lambda(f) = \int f \, d\mu \quad \text{and} \quad \|\lambda\| = \|\mu\|.$$ 

Further, if $\lambda$ is non-negative and $\lambda(1) = 1$ then $\mu \in \mathcal{M}^1(X)$.

It is now possible to characterise our topology on the space of measures.

**Proposition 2.3.4.** Let $X$ be a metric space. Then the topology on $\mathcal{M}(X)$ generated by the $V_\mu(f_1, \ldots, f_n, \varepsilon_1, \ldots, \varepsilon_n)$ is its weak-* topology.

**Proof.** Recall that for all $f \in C(X)$ and for all $\mu \in \mathcal{M}(X)$, it is convenient to write

$$\mu(f) = \int f \, d\mu.$$
It is a consequence of the Riesz Representation Theorem that the space $C(X)^*$ with its usual norm may be represented by the space of measures $\mathcal{M}(X)$ with the usual measure norm. Let $(\mu_\alpha) \in \mathcal{M}(X)$ be a net and let $\mu \in \mathcal{M}(X)$. We want to show that $(\mu_\alpha)$ converges to $\mu$ in the given topology if and only if for all $f \in C(X)$, $\mu_\alpha(f) \to \mu(f)$.

Suppose that $\mu_\alpha$ converges to $\mu$ in the given topology. Let $f \in C(X)$ and let $\varepsilon > 0$. As $V_\mu(f, \varepsilon)$ is an open neighbourhood of $\mu$ there exists an $\alpha_0$ such that for all $\alpha$

$$\alpha_0 \leq \alpha \implies \mu_\alpha \in V_\mu(f, \varepsilon) \implies \left| \int f \, d\mu_\alpha - \int f \, d\mu \right| < \varepsilon.$$ 

Therefore $\mu_\alpha(f) \to \mu(f)$.

Conversely, suppose that for all $f \in C(X)$, $\mu_\alpha(f) \to \mu(f)$. Let $g_1, \ldots, g_n \in C(X)$ and let $\varepsilon_1, \ldots, \varepsilon_n > 0$. Then $V_\mu(g_1, \ldots, g_n, \varepsilon_1, \ldots, \varepsilon_n)$ is an open neighbourhood of $\mu$. Let $\varepsilon_0 = \min \{ \varepsilon_i : 1 \leq i \leq n \} > 0$. For each $i$, there exists $\alpha_i$ such that for all $\alpha$

$$\alpha_i \leq \alpha \implies \left| \int g_i \, d\mu_\alpha - \int g_i \, d\mu \right| < \varepsilon_0.$$ 

Let $\alpha_0$ be an upper bound of the $\alpha_i$. Then for all $\alpha$ and for each $i$,

$$\alpha_0 \leq \alpha \implies \left| \int g_i \, d\mu_\alpha - \int g_i \, d\mu \right| < \varepsilon_0 < \varepsilon_i.$$ 

That is, $\alpha_0 \leq \alpha \implies \mu_\alpha \in V_\mu(g_1, \ldots, g_n, \varepsilon_1, \ldots, \varepsilon_n)$. Therefore $\mu_\alpha$ converges to $\mu$ in the given topology. \(\square\)

Unless stated otherwise, we assume from now on that $\mathcal{M}(X)$, $\mathcal{M}^+(X)$ and $\mathcal{M}^1(X)$ are topological spaces equipped with the weak-* topology. Convergence of a net $(\mu_\alpha) \in \mathcal{M}(X)$ to a limit $\mu \in \mathcal{M}(X)$ in this space will be denoted by $\mu_\alpha \to^* \mu$.

The remainder of this section will investigate the properties of convergence, compactness, metrization and approximation in $\mathcal{M}(X)$ and $\mathcal{M}^1(X)$. We first derive some necessary measure theoretic results

### 2.3.1 Borel measures on a metric space

Let $(X, d)$ be a metric space. For all subsets $A$ of $X$, the mapping $X \to \mathbb{R}$ such that $x \mapsto d(x, A)$ is defined for $x \in A$ by $d(x, A) = \inf \{d(x, a) : a \in A\}$.
Proofs of the following two lemmas are found in Parthasarathy [43, pg. 2,4].

Lemma 2.3.5. Let \((X, d)\) be a metric space and let \(A\) be a subset of \(X\). Then the mapping \(X \to \mathbb{R}\) such that \(x \mapsto d(x, A)\) is uniformly continuous.

Proof. Let \(x, y \in X\). Then for all \(z \in A\), \(d(x, A) \leq d(x, z) \leq d(x, y) + d(y, z)\) and by taking the infimum over \(z \in A\), we obtain \(d(x, A) \leq d(x, z) \leq d(x, y) + d(y, A)\). Similarly, \(d(y, A) \leq d(x, y) + d(x, A)\) gives that \(|d(x, A) - d(y, A)| \leq d(x, y)\). The result follows. \(\square\)

The following is a special case of Urysohn’s Lemma for normal topological spaces.

Lemma 2.3.6. Let \((X, d)\) be a metric space and let \(A\) and \(B\) be disjoint closed subsets of \(X\). Then there exists \(f \in C(X)\) such that \(0 \leq f \leq 1\) and \(f(A) = \{0\}\) and \(f(B) = \{1\}\). In addition, if \(\inf \{d(a, b) : a \in A \text{ and } b \in B\} > 0\) then \(f\) may be chosen such that \(f \in U(X)\).

Proof. Note that as \(A\) and \(B\) are closed and disjoint, \(d(x, A) + d(x, B) \neq 0\) for all \(x \in X\). Hence, let \(f : X \to \mathbb{R}\) be the function defined for \(x \in X\) by

\[f(x) = \frac{d(x, A)}{d(x, A) + d(x, B)}\]

Then \(0 \leq f \leq 1\) and \(f(A) = \{0\}\) and \(f(B) = \{1\}\), and it is a consequence of Lemma 2.3.5 that \(f \in C(X)\). Suppose that \(\inf \{d(a, b) : a \in A \text{ and } b \in B\} > 0\) and let \(\delta_0 = \inf \{d(x, A) + d(x, B) : x \in X\}\). Then as \(A\) and \(B\) are closed and disjoint, it follows that \(\delta_0 > 0\) and hence for all \(x, y \in X\),

\[
\begin{align*}
|f(x) - f(y)| &\leq \left|\frac{d(x, A)}{d(x, A) + d(x, B)} - \frac{d(y, A)}{d(x, A) + d(x, B)}\right| + \left|\frac{d(y, A)}{d(x, A) + d(x, B)} - f(y)\right| \\
&\leq \frac{1}{d(x, A) + d(x, B)}|d(x, A) - d(y, A)| \\
&\quad + \frac{d(y, A)}{d(x, A) + d(x, B)} \cdot \left|\frac{d(y, A)}{f(y)} - (d(x, A) + d(x, B))\right| \\
&\leq \frac{1}{\delta_0} \cdot |d(x, A) - d(y, A)| + \frac{1}{\delta_0} \cdot |(d(y, A) + d(y, B)) - (d(x, A) + d(x, B))| \\
&\leq \frac{2}{\delta_0} \cdot |d(x, A) - d(y, A)| + \frac{1}{\delta_0} \cdot |d(x, B) - d(y, B)|.
\end{align*}
\]
Let $\varepsilon > 0$. As $d(\cdot, A)$ and $d(\cdot, B)$ are uniformly continuous, there exists $\delta > 0$ such that for all $x, y \in X$, if $d(x, y) < \delta$ then $|d(x, A) - d(y, A)| < \delta_0 \varepsilon / 3$ and $|d(x, B) - d(y, B)| < \delta_0 \varepsilon / 3$. We have that for all $x, y \in X$,

$$d(x, y) < \delta \implies |f(x) - f(y)| < \frac{2\varepsilon}{3} + \frac{\varepsilon}{3} = \varepsilon,$$

giving that $f \in U(X)$. \hfill \qed

Let $X$ be a metric space and let $\mu \in \mathcal{M}(X)$. Parthasarathy shows in [43, pg. 27] that $\mu$ is regular; that is, for all $A \in \mathcal{B}(X)$,

$$\mu(A) = \inf \{\mu(U) : A \subseteq U \text{ is an open subset of } X\} = \sup \{\mu(C) : C \subseteq A \text{ is a closed subset of } X\}.$$ 

Consequently, $\mu$ is uniquely determined by its values on the open or closed subsets of $X$. The following result shows that a signed measure is uniquely determined by the values it assigns to the integrals of bounded uniformly continuous real-valued functions on $X$. The proof is an extension of one given by Parthasarathy [43, pg. 39] for probability measures.

**Proposition 2.3.7.** Let $X$ be a metric space and let $\mu, \nu \in \mathcal{M}(X)$. If for all $f \in U(X)$,

$$\int f \, d\mu = \int f \, d\nu,$$

then $\mu = \nu$.

**Proof.** Firstly, suppose that $\mu, \nu \in \mathcal{M}^+(X)$ and that for all $f \in U(X)$,

$$\int f \, d\mu = \int f \, d\nu.$$ 

Let $C$ be a closed subset of $X$ and let $(G_n)$ be a sequence of subsets of $X$ defined for each $n \in \mathbb{N}$ by $G_n = \{x \in X : d(x, C) < 1/n\}$. As $d(\cdot, C)$ is continuous, we have that each $G_n$ is open. Now, $(G_n)$ is a decreasing sequence such that $C = \bigcap_{n=1}^{\infty} G_n$ and for each $n$, $C$ and $X \setminus G_n$ are disjoint closed sets such that

$$\inf \{d(x, y) : x \in C \text{ and } y \in X \setminus G_n\} \geq 1/n.$$
By Urysohn's Lemma, there exists a sequence \((f_n)\) in \(U(X)\) such that for each \(n\), 
\[0 \leq f_n \leq 1\] and \(f_n(X \setminus G_n) = \{0\}\) and \(f_n(C) = \{1\}\). It is easy seen that for each \(n\), 
\[\chi_C \leq f_n \leq \chi_{G_n},\] giving that 
\[\mu(C) = \int \chi_C \, d\mu \leq \int f_n \, d\mu = \int f_n \, d\nu \leq \int \chi_{G_n} \, d\nu = \nu(G_n)\].

It follows that \(\mu(C) \leq \nu(C)\). Similarly \(\nu(C) \leq \mu(C)\), and \(\mu(C) = \nu(C)\). As \(\mu\) is regular, it follows that \(\mu = \nu\).

Suppose now that \(\mu, \nu \in \mathcal{M}(X)\) and that for all \(f \in U(X)\),
\[\int f \, d\mu = \int f \, d\nu.
\]

Let \(\mu = \mu^+ - \mu^-\) and \(\nu = \nu^+ - \nu^-\) be Jordan decompositions of \(\mu\) and \(\nu\). It is easily seen that \(\mu^+(f) + \nu^-(f) = \nu^+(f) + \mu^-(f)\) for all \(f \in U(X)\), and from the above, \(\mu^+ + \nu^- = \nu^+ + \mu^-\). Therefore \(\mu = \nu\).

**Corollary 2.3.8.** Let \(X\) be a metric space and let \(\mu \in \mathcal{M}(X)\). If for all \(f \in U(X)\)
\[\int f \, d\mu = 0,
\]
then \(\mu = 0\).

The proof of the following result was suggested by Peter Nickolas.

**Lemma 2.3.9.** Let \(\mu\) be a finite signed Borel measure on some metric space. Then \(\mu\) has at most a countable number of points of positive mass.

**Proof.** Let \(A\) be the set of points given positive mass by \(\mu\), which we suppose to be uncountable, and let \(P\) be a positive set for \(\mu\). Now, for some \(m \in \mathbb{N}\), \(A\) contains an uncountable number of points with mass greater than \(1/m\), otherwise \(A\) could be written as a countable union of countable sets. Let \((u_n) \in A\) be a sequence of points with mass greater than \(1/m\). Then for each \(n\), \(\bigcup_{i=1}^{n} \{u_i\}\) and its relative
complement in \( P \) are \( \mu \)-measurable and

\[
\mu(A) = \mu\left( \bigcup_{i=1}^{n} \{u_i\} \right) + \mu\left( P \setminus \bigcup_{i=1}^{n} \{u_i\} \right) \\
\geq \mu\left( \bigcup_{i=1}^{n} \{u_i\} \right) \\
= \sum_{i=1}^{n} \mu(\{u_i\}) \\
\geq \frac{n}{m}.
\]

Letting \( n \to \infty \) we obtain \( \mu(A) = \infty \), which contradicts that \( \mu \) is finite.

\[\square\]

### 2.3.2 Properties of the weak-* topology on \( \mathcal{M}(X) \)

The following result is well-known.

**Proposition 2.3.10.** Let \( X \) be a metric space. Then \( \mathcal{M}(X) \) equipped with its weak-* topology is a real topological vector space.

**Proof.** We know that \( \mathcal{M}(X) \) is a vector space. Let \( (\mu_n, \nu_n) \in \mathcal{M}(X) \times \mathcal{M}(X) \) be a convergent net with limit \( (\mu, \nu) \in \mathcal{M}(X) \times \mathcal{M}(X) \). As the product topology on \( \mathcal{M}(X) \times \mathcal{M}(X) \) is the weakest topology on this set such that the projection mappings \( (\lambda, \omega) \mapsto \lambda \) and \( (\lambda, \omega) \mapsto \omega \) are continuous, we must have that \( \mu_n \to_* \mu \) and \( \nu_n \to_* \nu \). Hence, for all \( f \in C(X) \)

\[
\left| \int f \, d(\mu_n + \nu_n) - \int f \, d(\mu + \nu) \right| \leq \left| \int f \, d\mu_n - \int f \, d\mu \right| + \left| \int f \, d\nu_n - \int f \, d\nu \right| \to 0,
\]

giving that \( \mu_n + \nu_n \to_* \mu + \nu \). Therefore, addition is continuous.

Let \( (c_n, \mu_n) \in \mathbb{R} \times \mathcal{M}(X) \) be a convergent net with limit \( (c, \mu) \in \mathbb{R} \times \mathcal{M}(X) \). By properties of the product topology on \( \mathbb{R} \times \mathcal{M}(X) \), we must have that \( c_n \to c \) and \( \mu_n \to_* \mu \). Hence, for all \( f \in C(X) \)

\[
\left| \int f \, d(c_n\mu_n) - \int f \, d(c\mu) \right| \leq \left| \int f \, d(c_n\mu_n) - \int f \, d(c_n\mu) \right| + \left| \int f \, d(c_n\mu) - \int f \, d(c\mu) \right| \\
\leq |c_n| \cdot \left| \int f \, d\mu_n - \int f \, d\mu \right| + \|f\| \cdot |c_n \mu_n - c\mu| \\
= |c_n| \cdot \left| \int f \, d\mu_n - \int f \, d\mu \right| + \|f\| \cdot |c_n - c| \cdot \|\mu\|.
\]
Let $\varepsilon > 0$. As $c_\alpha \to c$ there exists $\alpha_1$ such that

$$
\alpha_1 < \alpha \implies |c_\alpha - c| < \frac{\varepsilon}{2(\|f\| \cdot \|\mu\| + 1)}.
$$

Also $|c_\alpha| \to |c|$, giving the existence of an $\alpha_2$ such that $\alpha_2 < \alpha \implies |c_\alpha| < 2(|c| + 1)$.

As $\mu_\alpha \to^* \mu$ there exists $\alpha_3$ such that

$$
\alpha_3 < \alpha \implies \left| \int f \, d\mu_\alpha - \int f \, d\mu \right| < \frac{\varepsilon}{4(|c| + 1)}.
$$

Let $\alpha_0$ be an upper bound of $\{\alpha_1, \alpha_2, \alpha_3\}$. If $\alpha_0 < \alpha$ then

$$
\left| \int f \, d(c_\alpha \mu_\alpha) - \int f \, d(c \mu) \right| < 2(|c| + 1) \cdot \frac{\varepsilon}{4(|c| + 1)} + \|f\| \cdot \|\mu\| \cdot \frac{\varepsilon}{2(\|f\| \cdot \|\mu\| + 1)}
$$

$$
= \frac{\varepsilon}{2} + \frac{\|f\| \cdot \|\mu\|}{\|f\| \cdot \|\mu\| + 1} \cdot \frac{\varepsilon}{2}
$$

$$
< \varepsilon,
$$

giving that $c_\alpha \mu_\alpha \to^* c \mu$. Therefore, scalar multiplication is continuous.

It remains to be shown that $\mathcal{M}(X)$ is Hausdorff. As $(\mathcal{M}(X), +)$ is a topological group, it will be sufficient to show that two distinct points can be separated by an open set. Let $\mu, \nu \in \mathcal{M}(X)$ such that $\mu \neq \nu$. Then by Proposition 2.3.7 there exists $f \in C(X)$ such that $\mu(f) \neq \nu(f)$. Let $r = |\mu(f) - \nu(f)| > 0$. Then $V_\mu(f, r)$ is an open neighbourhood of $\mu$ such that $\nu \notin V_\mu(f, r)$. Therefore $\mathcal{M}(X)$ is Hausdorff. \( \square \)

The following properties of $\mathcal{M}(X)$ concern convergence.

**Proposition 2.3.11.** Let $X$ be a metric space. Then the strong topology on $\mathcal{M}(X)$ contains the weak-* topology on $\mathcal{M}(X)$; that is, for all nets $(\mu_\alpha) \in \mathcal{M}(X)$ and all $\mu \in \mathcal{M}(X)$, if $\mu_\alpha \to \mu$ then $\mu_\alpha \to^* \mu$.

**Proof.** Suppose that $\mu_\alpha \to \mu$. Then $\|\mu_\alpha - \mu\| \to 0$, and for all $f \in C(X)$

$$
\left| \int f \, d\mu_\alpha - \int f \, d\mu \right| \leq \int \|f\| \, d|\mu_\alpha - \mu| = \|f\| \cdot \|\mu_\alpha - \mu\| \to 0.
$$

Therefore $\mu_\alpha \to^* \mu$. \( \square \)

*Let $A$ be a subset of a topological space $X$. We denote by $A^0$ the interior of $A$, by $\overline{A}$ the closure of $A$ and by $\text{Bd}(A) = \overline{A} - A^0$ the boundary of $A$.\
Lemma 2.3.12. Let $X$ and $Y$ be topological spaces, let $A$ be a subset of $Y$ and let $f : X \to Y$ be a continuous function. Then $\text{Bd}(f^{-1}(A)) \subseteq f^{-1}(\text{Bd}(A))$.

Proof. Note that interior and closure are monotonic functions on subsets of a topological space with respect to subset inclusion and that $A^0 \subseteq A \subseteq \overline{A}$. As $f$ is continuous and $f^{-1}(A^0) \subseteq f^{-1}(A) \subseteq f^{-1}(\overline{A})$, it follows from $A^0$ being open that $f^{-1}(A^0) \subseteq (f^{-1}(A))^0$, and from $\overline{A}$ being closed that $f^{-1}(A) \subseteq f^{-1}(\overline{A})$. Hence

$$\text{Bd}(f^{-1}(A)) = f^{-1}(\overline{A}) - (f^{-1}(A))^0 \subseteq f^{-1}(\overline{A}) - f^{-1}(A^0) = f^{-1}(\text{Bd}(A)).$$

The proof of the following result is found in Parthasarathy [43, pg. 40]

Theorem 2.3.13. Let $X$ be a metric space, let $(\mu_\alpha) \in \mathcal{M}^1(X)$ be a net and let $\mu \in \mathcal{M}^1(X)$. The following are equivalent:

1. $\mu_\alpha \to^* \mu$.

2. For all $f \in C(X)$, $\mu_\alpha(f) \to \mu(f)$.

3. For all $f \in U(X)$, $\mu_\alpha(f) \to \mu(f)$.

4. For all $C \in \mathcal{B}(X)$, if $C$ is closed then $\limsup_\alpha \mu_\alpha(C) \leq \mu(C)$.

5. For all $U \in \mathcal{B}(X)$, if $U$ is open then $\liminf_\alpha \mu_\alpha(U) \geq \mu(U)$.

6. For all $A \in \mathcal{B}(X)$, if $\mu(\text{Bd}(A)) = 0$ then $\mu_\alpha(A) \to \mu(A)$.

Proof. Our usual characterisation of weak-* convergence of probability measures gives that $(1) \iff (2)$. That $(2) \implies (3)$ follows immediately from $U(X) \subseteq C(X)$.

To show that $(3) \implies (4)$, suppose that $\mu_\alpha(f) \to \mu(f)$ for all $f \in U(X)$. Let $C$ be a closed subset of $X$ and let $(U_n)$ be the sequence of open subsets of $X$ defined for $n \in \mathbb{N}$ by $U_n = \{x \in X : d(x, C) < 1/n\}$. Then $(U_n)$ and $(\mu(U_n))$ are non-increasing sequences such that $C = \bigcap_{n=1}^\infty U_n$ and $\mu(U_n) \to \mu(C)$. For each $n$, $C$ and $X \setminus U_n$ are disjoint closed sets such that $\inf \{d(x, y) : x \in C \text{ and } y \in X \setminus U_n\} \geq 1/n$, and by Urysohn's Lemma there exists $f_n \in U(X)$ such that $f_n(X \setminus U_n) = \{0\}$ and...
Letting $n \to \infty$, we obtain $\limsup_{\alpha} \mu_{\alpha}(C) \leq \mu(C)$.

That (4) $\iff$ (5) follows from properties of measures and open and closed sets.

To show that (5) $\implies$ (6), suppose that $\liminf_{\alpha} \mu_{\alpha}(U) \geq \mu(U)$ for all open sets $U$. Then $\limsup_{\alpha} \mu_{\alpha}(C) \leq \mu(C)$ for all closed sets $C$. Let $A \in \mathcal{B}(X)$ such that $\mu(Bd(A)) = 0$. Then $\mu(A^0) = \mu(A) = \mu(\overline{A})$ and

$$
\limsup_{\alpha} \mu_{\alpha}(A) \leq \limsup_{\alpha} \mu_{\alpha}(\overline{A}) \leq \mu(\overline{A}) = \mu(A),
$$

$$
\liminf_{\alpha} \mu_{\alpha}(A) \geq \liminf_{\alpha} \mu_{\alpha}(A^0) \geq \mu(A^0) = \mu(A).
$$

Therefore $\mu_{\alpha}(A) \to \mu(A)$.

To show that (6) $\implies$ (2), suppose that $\mu_{\alpha}(A) \to \mu(A)$ for all $A \in \mathcal{B}(X)$ such that $\mu(Bd(A)) = 0$. Let $A \in \mathcal{B}(X)$ such that $\mu(Bd(A)) = 0$, let $f \in C(X)$ and let $\nu \in \mathcal{M}^1(\mathbb{R})$ be the probability measure defined for $B \in \mathcal{B}(\mathbb{R})$ by $\nu(B) = \mu(f^{-1}(B))$.

As $f$ is bounded, there exists $a, b \in \mathbb{R}$ such that $a < b$ and $f(X) \subseteq (a, b)$. Then $\nu$ is supported in $(a, b)$.

Let $\varepsilon > 0$. By Lemma 2.3.9, $\nu$ can have at most a countable number of points of non-zero mass. Hence, each set in a finite partition of $\mathbb{R}$ into Borel sets must contain a point that is not a mass point of $\nu$. Then there exist $a = y_0 < y_1 < \ldots < y_n = b$ such that $|y_i - y_{i-1}| < \varepsilon/4$ for each $i = 1, \ldots, n$ and $\nu(\{y_i\}) = \mu(f^{-1}(\{y_i\})) = 0$ for each $i = 0, \ldots, n$.

For each $i = 1, \ldots, n$, let $A_i = f^{-1}([y_{i-1}, y_i)) \in \mathcal{B}(X)$. It is a consequence of Lemma 2.3.12 that $\mu(Bd(A_i)) \leq \mu(f^{-1}(\{y_{i-1}, y_i\})) = 0$, giving $\mu_{\alpha}(A_i) \to \mu(A_i)$. Let
2.3. THE WEAK-* TOPOLOGY ON THE SPACE OF MEASURES

\( g = \sum_{i=1}^{n} y_i \chi_{A_i} \) be a simple function on \( X \). Then \( \|f - g\| < \varepsilon/4 \) and

\[
\left| \int f \, d\mu_\alpha - \int f \, d\mu \right| \\
\leq \left| \int (f - g) \, d\mu_\alpha \right| + \left| \int g \, d\mu_\alpha - \int g \, d\mu \right| + \left| \int (g - f) \, d\mu \right| \\
\leq \int \|f - g\| \, d\mu_\alpha + \left| \sum_{i=1}^{n} y_i \mu_\alpha(A_i) - \sum_{i=1}^{n} y_i \mu(A_i) \right| + \int \|g - f\| \, d\mu \\
< \frac{\varepsilon}{2} + \sum_{i=1}^{n} |y_i| \cdot |\mu_\alpha(A_i) - \mu(A_i)|.
\]

As \( \mu_\alpha(A_i) \rightarrow \mu(A_i) \) for each \( i \), there exists \( \alpha_0 \) such that

\[
\alpha_0 \leq \alpha \implies \sum_{i=1}^{m} |y_i| \cdot |\mu_\alpha(A_i) - \mu(A_i)| < \varepsilon/2.
\]

Then \( \alpha_0 \leq \alpha \implies |\mu_\alpha(f) - \mu(f)| < \varepsilon \). That is, \( \mu_\alpha(f) \rightarrow \mu(f) \). \( \square \)

We now investigate metrizability and compactness properties of the spaces of measures \( \mathcal{M}(X) \) and \( \mathcal{M}^1(X) \). We will make use of the Stone-Weierstrass Theorem, a proof of which may be found in Engelking [22, pg. 144].

**Theorem 2.3.14** (The Stone-Weierstrass Theorem). Let \( X \) be a compact metric space, and let \( A \subseteq C(X) \) be a ring which contains all constant functions, separates points, and is closed with respect to uniform convergence. Then \( A = C(X) \).

A proof of the following result may be found in Parthasarathy [43, pg. 43].

**Proposition 2.3.15.** Let \( X \) be a totally bounded metric space. Then \( U(X) \) is separable.

**Proof.** Let \( Y \) be the completion of \( X \). Since \( Y \) is complete and totally bounded, it follows that \( Y \) is compact. We will now show that \( U(X) \) and \( C(Y) \) are isometric Banach spaces. Noting that \( X \) is dense in \( Y \), for a fixed \( f \in U(X) \), let \( g_f : Y \rightarrow \mathbb{R} \) be the extension of \( f \) defined for \( x \in Y \setminus X \) by

\[
g_f(x) = \lim_{n \to \infty} f(x_n),
\]
where \((x_n) \in X\) is some sequence converging to \(x\). We need to show that the definition of \(g_f(x)\) is independent of the particular sequence chosen to approximate point \(x \in Y \setminus X\). Let \((x_n), (y_n) \in X\) be convergent sequences with limit \(y \in Y \setminus X\). Then \((x_n)\) and \((y_n)\) are Cauchy sequences, and as \(f\) is uniformly continuous, \((f(x_n))\) and \((f(y_n))\) are also Cauchy. By the completeness of \(Y\), there exist \(y, z \in Y\) such that \(\lim f(x_n) = y\) and \(\lim f(y_n) = z\). Given that the sequence \(x_1, y_1, x_2, y_2, \ldots\) is Cauchy, there exists \(w \in Y\) such that \(f(x_1), f(y_1), f(x_2), f(y_2), \ldots\) has limit \(w\).

Then \(w = y = z\), as \(y\) and \(z\) are limits of subsequences of a sequence with limit \(w\). Therefore

\[
\lim_{n \to \infty} f(x_n) = \lim_{n \to \infty} f(y_n),
\]

as required. It is clear that \(g_f \in C(Y) = U(Y)\), and so the mapping \(U(X) \to C(Y)\) such that \(f \mapsto g_f\) is a bijection. Further,

\[
\sup_{x \in X} |f(x)| = \sup_{x \in Y} |g_f(x)|,
\]

and so \(U(X)\) is isometric to \(C(Y)\).

It suffices now to establish that \(C(Y)\) is separable. Since \(Y\) is compact, it is also second-countable. Let \(\mathcal{B}\) be a countable basis for the topology on \(Y\) such that \(\emptyset \in \mathcal{B}\), and let \(\mathcal{C} = \{(U, V) \in \mathcal{B}^2 : \overline{U} \subseteq V\}\). For each \((U, V) \in \mathcal{C}\), by Lemma 2.3.6 there exists \(f_{U, V} \in C(Y)\) such that \(f(U) \subseteq \{0\}\) and \(f(V) \subseteq \{1\}\). Let \(A\) be the set of all finite linear combinations of products of functions \(f_{U, V}\) with rational coefficients. Then \(A\) is a countable ring, and so \(\overline{A}\) is a ring. Since \(Y\) is regular, it follows that \(A\), and then \(\overline{A}\), separates points. Finally, \(f_{\emptyset, X} \equiv 1\) and so \(\overline{A}\) contains all constant functions. By the Stone-Weierstrass Theorem, we have that \(\overline{A} = C(Y)\), whence \(C(Y)\) is separable. 

Parthasarathy [43, pg. 42-46] supplies proofs of the following three results.

**Lemma 2.3.16.** Let \(X\) be a metric space. Then \(X\) is homeomorphic to the collection of probability measures \(\{\delta_x : x \in X\}\).

**Proof.** Let \(\phi : X \to \{\delta_x : x \in X\}\) be the function defined for \(x \in X\) by \(\phi(x) = \delta_x\). It is clear that \(\phi\) is bijective. Let \((x_\alpha) \in X\) be a convergent net with limit \(x \in X\).
Then for all \( f \in C(X) \),
\[
\int f \, d\delta_{x_\alpha} = f(x_\alpha) \to f(x) = \int f \, d\delta_x.
\]
Therefore \( \phi(x_\alpha) \to^* \phi(x) \), giving that \( \phi \) is continuous.

Let \((x_\alpha) \in X \) be a net such that \( \phi(x_\alpha) \to^* \phi(x) \) for some \( x \in X \). Suppose that \( x_\alpha \not\to x \). There exists an open neighbourhood \( U \) of \( x \) and a subnet \((x_{\alpha(\beta)})\) of \((x_\alpha)\) such that \( x_{\alpha(\beta)} \not\in U \) for all \( \beta \). Note that \( \delta_{x_{\alpha(\beta)}} \to^* \delta_x \). As \( \{x\} \) and \( X \setminus U \) are disjoint closed sets, by Urysohn's Lemma there exists \( f \in C(X) \) such that \( 0 \leq f \leq 1 \) and \( f(\{x\}) = \{0\} \) and \( f(X \setminus U) = \{1\} \). It follows that \( \delta_{x_{\alpha(\beta)}}(f) = 1 \) for all \( \beta \) and \( \delta_x(f) = 0 \). Hence
\[
\int f \, d\delta_{x_{\alpha(\beta)}} \not\to \int f \, d\delta_x,
\]
contradicting that \( \delta_{x_{\alpha(\beta)}} \to^* \delta_x \). Therefore \( x_\alpha \to x \) and \( \phi^{-1} \) is continuous. \( \square \)

**Lemma 2.3.17.** Let \( X \) be a metric space. Then \( \{\delta_x: x \in X\} \) is a sequentially closed subset of \( \mathcal{M}^1(X) \).

*Proof.* Let \((x_n) \in X \) be a sequence such that \((\delta_{x_n}) \in \{\delta_x: x \in X\}\) converges to some \( \mu \in \mathcal{M}^1(X) \). Suppose that \((x_n)\) does not contain a convergent subsequence. Let \( A = \{x_n: n \in \mathbb{N}\} \). Then \( A \) must be infinite, otherwise \((x_n)\) would contain a constant subsequence. Let \( A_1 \) and \( A_2 \) be disjoint infinite sets such that \( A = A_1 \cup A_2 \). If \( A_1 \) has an adherent point \( y \), then by considering the family of open spheres with radius \( 1/n \) centred at \( y \) for \( n \in \mathbb{N} \) we can construct a convergent subsequence of \((x_n)\). Therefore \( A_1 \) has no adherent points, and is hence closed. By Theorem 2.3.13,
\[
\limsup_n \delta_{x_n}(A_1) \leq \mu(A_1) \leq 1.
\]
As \( A_1 \) is infinite, for all \( n \) there exists \( m \) such that \( n < m \) and \( x_m \in A_1 \), giving that
\[
\limsup_n \delta_{x_n}(A_1) = 1.
\]
It follows that \( \mu(A_1) = 1 \). Similarly, \( A_2 \) is closed and \( \mu(A_2) = 1 \), giving the contradiction \( \mu(A) = 2 \). Therefore, \((x_n)\) contains a convergent subsequence \((x_{n_k})\). Let \( x \in X \) such that \( x_{n_k} \to x \). Then \( \delta_{x_{n_k}} \to^* \delta_x \), giving that \( \mu = \delta_x \in \{\delta_x: x \in X\} \). \( \square \)
Note that in general, the term sequentially closed characterizes a weaker condition than the term closed, but that these conditions are equivalent in a separable space.

**Theorem 2.3.18.** Let $X$ be a metric space. Then

1. $\mathcal{M}^1(X)$ is separable and metrizable if and only if $X$ is separable, and

2. $\mathcal{M}^1(X)$ is compact and metrizable if and only if $X$ is compact.

**Proof.** Recall that $X$ is homeomorphic to a sequentially closed subspace of $\mathcal{M}^1(X)$. It is then immediate that if $\mathcal{M}^1(X)$ is separable and metrizable then $X$ is separable, and if $\mathcal{M}^1(X)$ is additionally compact then $X$ is compact.

Suppose then that $X$ is separable. We may equip $X$ with a totally bounded metric, in which case it follows from Proposition 2.3.15 that $U(X)$ is separable. Let $S = \{f \in U(X) : \|f\| \leq 1\}$ and let $\{f_1, f_2, \ldots\}$ be a dense subset of $S$. Then for all $n$ and for all $\mu \in \mathcal{M}^1(X)$, $\mu(f_n) \in [-1, 1]$. Let $\phi : \mathcal{M}^1(X) \to [-1, 1]^\infty$ be the function defined for $\mu \in \mathcal{M}^1(X)$ by

$$
\phi(\mu) = \left(\int f_1 \, d\mu, \int f_2 \, d\mu, \ldots\right).
$$

We want to show that $\phi$ (with a suitably restricted co-domain) is a homeomorphism.

To show that $\phi$ is one-to-one, let $\mu, \nu \in \mathcal{M}^1(X)$ such that $\phi(\mu) = \phi(\nu)$. Then $\mu(f_n) = \nu(f_n)$ for all $n$. To show that $\mu = \nu$, by Proposition 2.3.7 and elementary properties of the integral, it will be sufficient to show that $\mu(f) = \nu(f)$ for all $f \in S$.

Let $f \in S$. Then as $\{f_1, f_2, \ldots\}$ is dense in $S$, there exists a subsequence $(f_{n_k})$ of $(f_n)$ such that $\|f - f_{n_k}\| \to 0$. Let $\varepsilon > 0$. There exists $k_1$ such that if $k \geq k_1$ then $\|f - f_{n_k}\| < \varepsilon/2$, giving

$$
\left|\int f \, d\mu - \int f_{n_k} \, d\mu\right| \leq \int \|f - f_{n_k}\| \, d\mu = \|f - f_{n_k}\| < \varepsilon/2.
$$

Similarly, there exists $k_2$ such that if $k \geq k_2$ then $|\nu(f) - \nu(f_{n_k})| < \varepsilon/2$. Let $k_0$ be the maximum of $k_1$ and $k_2$. Then

$$
\left|\int f \, d\mu - \int f \, d\nu\right| \leq \left|\int f \, d\mu - \int f_{n_{k_0}} \, d\mu\right| + \left|\int f_{n_{k_0}} \, d\nu - \int f \, d\nu\right| < \varepsilon.
$$
Taking the infimum over $\varepsilon$, it follows that $\mu(f) = \nu(f)$ and $\phi$ is one-one.

To show that $\phi$ is continuous, let $(\mu_\alpha) \in \mathcal{M}^1(X)$ be a convergent net with limit $\mu \in \mathcal{M}^1(X)$. Then for each $n$, $\mu_\alpha(f_n) \to \mu(f_n)$, and by properties of the product topology, $\phi(\mu_\alpha) \to \phi(\mu)$. Hence $\phi$ is continuous.

To show that $\phi^{-1}$ is continuous, let $(\mu_\alpha)$ be a net in $\mathcal{M}^1(X)$ and $\mu \in \mathcal{M}^1(X)$ such that $\phi(\mu_\alpha) \to \phi(\mu)$. Then for all $n$, $\mu_\alpha(f_n) \to \mu(f_n)$. We want to show that $\mu_\alpha(f) \to \mu(f)$ for all $f \in C(X)$. Using Theorem 2.3.13 and properties of the integral, it will be sufficient to prove the statement for $f \in S$. Let $f \in S$. Then for all $n$ and for all $\alpha$,

$$
\left| \int f \, d\mu_\alpha - \int f \, d\mu \right|
\leq \left| \int f \, d\mu_\alpha - \int f_n \, d\mu_\alpha \right| + \left| \int f_n \, d\mu_\alpha - \int f_n \, d\mu \right| + \left| \int f_n \, d\mu - \int f \, d\mu \right|
\leq 2\|f - f_n\| + \left| \int f_n \, d\mu_\alpha - \int f_n \, d\mu \right|.
$$

Let $\varepsilon > 0$. There exists $n_0$ such that $\|f - f_{n_0}\| < \varepsilon/4$. As $\mu_\alpha(f_{n_0}) \to \mu(f_{n_0})$ there exists $\alpha_0$ such that if $\alpha_0 \leq \alpha$ then $|\mu_\alpha(f_{n_0}) - \mu(f_{n_0})| < \varepsilon/2$, and so $|\mu_\alpha(f) - \mu(f)| < \varepsilon$. Hence $\mu_\alpha \to^* \mu$, and so $\phi^{-1}$ is continuous. We have shown that $\phi$ (with a suitably restricted co-domain) is a homeomorphism. Recall that the Hilbert cube $[-1,1]^\infty$ is separable and metrizable. Hence, $\mathcal{M}^1(X)$ is separable and metrizable.

Suppose further that $X$ is compact. As the Hilbert cube is also compact, to show that $\mathcal{M}^1(X)$ is metrizable, it will be sufficient to show that $\phi(\mathcal{M}^1(X))$ is closed. Let $(\mu_\alpha) \in \mathcal{M}^1(X)$ be a sequence such that $(\phi(\mu_\alpha)) \in \phi(\mathcal{M}^1(X))$ is Cauchy, and hence convergent in the Hilbert cube. We want to show that there exists $\mu \in \mathcal{M}^1(X)$ such that $\phi(\mu)$ is the limit point of this sequence.

As $(\phi(\mu_\alpha))$ is convergent, $(\mu_\alpha(f_k))$ is convergent and hence Cauchy for each $k$.\"
Let $f \in S$. Then for all $m, n$ and $k$,

$$\left| \int f \, d\mu_m - \int f \, d\mu_n \right| \leq \left| \int f \, d\mu_m - \int f_k \, d\mu_m \right| + \left| \int f_k \, d\mu_m - \int f_k \, d\mu_n \right| + \left| \int f_k \, d\mu_n - \int f \, d\mu_n \right| \leq 2\|f - f_k\| + \left| \int f_k \, d\mu_m - \int f_k \, d\mu_n \right|.$$ 

By a similar argument to above, $(\mu_n(f))$ is Cauchy and by properties of the integral, $(\mu_n(f))$ is Cauchy for all $f \in U(X) = C(X)$. As a Cauchy sequence of real numbers is convergent, let $\lambda: C(X) \to \mathbb{R}$ be the linear functional defined for $f \in C(X)$ by

$$\lambda(f) = \lim_{n \to \infty} \int f \, d\mu_n.$$ 

Then $\lambda$ is a nonnegative linear functional such that $\lambda(1) = 1$. By the Riesz Representation Theorem there exists $\mu \in \mathcal{M}^1(X)$ such that $\lambda(f) = \mu(f)$ for all $f \in C(X)$. Then for all $k$

$$\lim_{n \to \infty} \int f_k \, d\mu_n = \int f_k \, d\mu,$$

giving that

$$\lim_{n \to \infty} \phi(\mu_n) = \left( \lim_{n \to \infty} \int f_1 \, d\mu_n, \lim_{n \to \infty} \int f_2 \, d\mu_n, \ldots \right) = \left( \int f_1 \, d\mu, \int f_2 \, d\mu, \ldots \right) = \phi(\mu).$$

Hence $\phi(\mathcal{M}^1(X))$ is closed and $\mathcal{M}^1(X)$ is metrizable.

Corollary 2.3.19. Let $X$ be a compact metric space. Then $\mathcal{M}^1(X)$ is complete.

We state the following results of Choquet [13, pg. 217, 308] without proof.

Proposition 2.3.20. Let $X$ be a compact metric space. Then $\{\mu \in \mathcal{M}(X) : \|\mu\| \leq r\}$ is weak-* compact for $0 \leq r < \infty$.

Proposition 2.3.21. Let $X$ be a compact metric space. Then $\mathcal{M}(X)$ is metrizable if and only if $X$ is finite.
Our remaining results concern approximation in $\mathcal{M}(X)$ and $\mathcal{M}^1(X)$.

**Lemma 2.3.22.** Let $X$ be a separable metric space and let $\mu \in \mathcal{M}(X)$ such that its support $C_\mu$ is countably infinite. Then $\mu = \sum_{i=1}^{\infty} w_i \delta_{x_i}$ for some sequence $(x_n) \in C_\mu$ and some sequence $(w_n) \in \mathbb{R}$ such that the series $\sum_{i=1}^{\infty} w_i$ is convergent. Further, if $\mu \in \mathcal{M}^+(X)$ then the $w_i$ are non-negative.

**Proof.** We note that for each $x \in X$ and each $f \in C(X)$,

$$\int f \, d\delta_x = f(x).$$

Then by using linearity properties of the integral,

$$\int f \, d\left(\sum_{i=1}^{n} w_i \delta_{y_i}\right) = \sum_{i=1}^{n} w_i \int f(y_i)$$

for all $n \in \mathbb{N}$ and all $w_1, \ldots, w_n \in \mathbb{R}$ and all $y_1, \ldots, y_n \in X$. We now list the elements of $C_\mu$ as $C_\mu = \{x_1, x_2, \ldots\}$. Since $X$ is a separable metric space, $X$ is Lindelöf, and so by the countable subadditivity of a measure, it is easily shown that $|\mu|\left(\{X \setminus C_\mu\}\right) = 0$, in which case, $\mu(C_\mu) = \mu(X)$.

We now establish the result in three steps. Firstly, suppose that $\mu \in \mathcal{M}^1(X)$. Let $(w_n) \in [0,1]$ and $(\mu_n) \in \mathcal{M}^+(X)$ be the sequences defined for $n \in \mathbb{N}$ by $w_n = \mu(\{x_n\})$ and $\mu_n = \sum_{i=1}^{n} w_i \delta_{x_i}$. We want to show that $\mu_n \rightharpoonup^* \mu$. Now, $(\mu_n(X))$ is a non-decreasing sequence which is bounded above by 1, and so by the Monotone Convergence Theorem must have a limit. Noting that for each $n$, $\mu_n(X) = \sum_{i=1}^{n} w_i$, it follows that $\sum_{i=1}^{\infty} w_i$ is convergent. Let $(A_n) \in \mathcal{B}(X)$ be the sequence defined for $n \in \mathbb{N}$ by $A_n = \bigcup_{i=1}^{n} \{x_i\}$. Then for each $n \in \mathbb{N}$, we have that the sequence of measurable functions $(\chi_{\{x_{n+1}, \ldots, x_k\}})_{k \geq n+1}$ converges pointwise to the measurable function $\chi_{C_\mu \setminus A_n}$, and so by the Lebesgue Dominated Convergence Theorem it follows that

$$\mu(C_\mu \setminus A_n) = \int \chi_{C_\mu \setminus A_n} \, d\mu$$

$$= \lim_{k \to \infty} \int \chi_{\{x_{n+1}, \ldots, x_k\}} \, d\mu$$

$$= \lim_{k \to \infty} \mu(\{x_{n+1}, \ldots, x_k\})$$

$$= \int \chi_{\{x_{n+1}, \ldots, x_k\}} \, d\mu$$

$$= \lim_{k \to \infty} \mu(\{x_{n+1}, \ldots, x_k\})$$
\[
\lim_{k \to \infty} \sum_{i=n+1}^{k} \mu(\{x_i\}) = \sum_{i=n+1}^{\infty} \mu(\{x_i\}) = \sum_{i=n+1}^{\infty} w_i.
\]

Note that \(\sum_{i=n+1}^{\infty} w_i\) must be convergent. Then for all \(f \in C(X)\), recalling that \(\mu(X) = \mu(C_\mu)\), we have

\[
\left| \int f \, d\mu_n - \int f \, d\mu \right| = \left| \sum_{i=1}^{n} w_i f(x_i) - \left( \sum_{i=1}^{n} \int_{\{x_i\}} f \, d\mu + \int_{X \setminus A_n} f \, d\mu \right) \right|
\]

\[
= \left| \sum_{i=1}^{n} w_i f(x_i) - \sum_{i=1}^{n} w_i f(x_i) - \int_{X \setminus A_n} f \, d\mu \right|
\]

\[
\leq \|f\| \cdot \mu(X \setminus A_n)
\]

\[
= \|f\| \cdot \mu(C_\mu \setminus A_n)
\]

\[
= \|f\| \cdot \sum_{i=n+1}^{\infty} w_i,
\]

which by the convergence of \(\sum_{i=1}^{\infty} w_i\) necessarily tends to 0 as \(n \to \infty\). Hence \(\mu_n(f) \to \mu(f)\) for all \(f \in C(X)\), giving that \(\mu_n \to^* \mu\).

Secondly, suppose that \(\mu \in M^+(X)\). As \(C_\mu \neq \emptyset\), we must have that \(\mu \neq 0\). Given that \((1/\mu(X)) \cdot \mu \in M^1(X)\), let \((w_n) \in [0, 1]\) and let \((x_n) \in C_\mu\) be sequences such that \((1/\mu(X)) \cdot \mu = \sum_{i=1}^{\infty} w_i \delta_{x_i}\) and \(\sum_{i=1}^{\infty} w_i\) converges. It is then a routine exercise to show that

\[
\mu = \sum_{i=1}^{\infty} \mu(X) w_i \delta_{x_i} \quad \text{and} \quad \sum_{i=1}^{\infty} \mu(X) w_i \text{ converges}.
\]

Finally, suppose that \(\mu \in M(X)\) is arbitrary. Let \(\mu = \mu^+ - \mu^-\) be a Jordan decomposition of \(\mu\), let \((w_n), (u_n) \in \mathbb{R}\) and let \((x_n), (y_n) \in C_\mu\) be sequences such that \(\mu^+ = \sum_{i=1}^{\infty} w_i \delta_{x_i}\) and \(\mu^- = \sum_{i=1}^{\infty} u_i \delta_{y_i}\) and both \(\sum_{i=1}^{\infty} w_i\) and \(\sum_{i=1}^{\infty} u_i\) converge. Subsequently, let \((v_n) \in \mathbb{R}\) and \((z_i) \in C_\mu\) respectively be the sequences \(w_1, u_1, w_2, u_2, \ldots\)
and \( x_1, y_1, x_2, y_2, \ldots \). It is then a routine exercise to show that

\[
\mu = \sum_{i=1}^{\infty} v_i \delta_{x_i} \quad \text{and} \quad \sum_{i=1}^{\infty} v_i \text{ converges.}
\]

It is worthy of note that in the above proof, for the case that \( \mu \in \mathcal{M}^1(X) \), we cannot exclude the possibility that some \( w_i = 0 \). For example, consider the measure

\[
\mu = \sum_{n=1}^{\infty} \frac{1}{2^n} \delta_{1/n} \in \mathcal{M}^1([0, 1]) .
\]

Then as every open neighbourhood of 0 contains some point \( 1/m \), it follows that \( 0 \in C_{\mu} \). Hence \( x_n = 0 \) for some \( n \) and \( w_n = \mu(\{0\}) = 0 \).

**Lemma 2.3.23.** Let \( (X, d) \) be a totally bounded metric space and let \( \varepsilon > 0 \). Then there exists a partition \( A_1, \ldots, A_n \in \mathcal{B}(X) \) of \( X \) such that \( D(A_i) < \varepsilon \) for each \( i \).

**Proof.** As \( X \) is totally bounded, there exists \( x_1, \ldots, x_n \in X \) such that the collection of spheres centred at the \( x_i \) of radius \( \varepsilon/2 \) cover \( X \). Denote each such sphere centred at \( x_i \) by \( U_i \), define \( A_1 = U_1 \in \mathcal{B}(X) \), and for each \( i = 2, \ldots, n \), define

\[
A_i = U_i \cap \left( X \setminus \bigcup_{j=1}^{i-1} U_j \right) \in \mathcal{B}(X) .
\]

Then for each \( i \), \( A_i \subseteq U_i \), giving that \( D(A_i) \leq D(U_i) \leq \varepsilon \).

It remains to be shown that the \( A_i \) partition \( X \). Let \( 1 \leq i < j \leq n \). Then

\[
A_i \cap A_j = U_i \cap \left( X \setminus \bigcup_{k=1}^{i-1} U_k \right) \cap U_j \cap \left( X \setminus \bigcup_{k=1}^{j-1} U_k \right)
\]

\[
= U_j \cap \left( U_i \cap \left( X \setminus \bigcup_{k=1}^{j-1} U_k \right) \right)
\]

\[
= U_j \cap \emptyset
\]

\[
= \emptyset .
\]

Let \( x \in X \) and let \( i = \min \{ i : x \in U_i \} \). Then \( x \in U_i \cap \left( X \setminus \bigcup_{j=1}^{i-1} U_j \right) = A_i \), which gives that \( X = \bigcup_{i=1}^{n} A_i \).

The proof of the following result is found in Parthasarathy [43, pg. 44].
Theorem 2.3.24. Let $X$ be a compact metric space. Then the subset of $\mathcal{M}^1(X)$ consisting of the atomic measures is dense in $\mathcal{M}^1(X)$.

Proof. Let $\mu \in \mathcal{M}^1(X)$ such that $\mu$ is not atomic. We want to write $\mu$ as the weak-* limit of a sequence of atomic measures.

If the support of $\mu$ is countable then by Lemma 2.3.22, there exists sequences $(w_n) \in [0, 1]$ and $(x_n) \in X$ such that $\mu = \sum_{i=1}^{\infty} w_i \delta_{x_i}$ and the series $\sum_{i=1}^{\infty} w_i$ converges. Subsequently, let $(\mu_n) \in \mathcal{M}(X)$ be the sequence defined for $n \in \mathbb{N}$ by

$$
\mu_n = \sum_{i=1}^{n} w_i \delta_{x_i} + \left( \sum_{i=n+1}^{\infty} w_i \right) \delta_{x_{n+1}}.
$$

Now

$$
\|\mu_n - \mu\| = \left\| \sum_{i=1}^{n} w_i \delta_{x_i} + \left( \sum_{i=n+1}^{\infty} w_i \right) \delta_{x_{n+1}} - \sum_{i=1}^{\infty} w_i \delta_{x_i} \right\|
$$

$$
= \left\| \left( \sum_{i=n+1}^{\infty} w_i \right) \delta_{x_{n+1}} - \sum_{i=n+1}^{\infty} w_i \delta_{x_i} \right\|
$$

$$
\leq \sum_{i=n+1}^{\infty} w_i \|\delta_{x_{n+1}}\| + \sum_{i=n+1}^{\infty} w_i \|\delta_{x_i}\|
$$

$$
= 2 \sum_{i=n+1}^{\infty} w_i,
$$

which by the convergence of $\sum_{i=1}^{\infty} w_i$ necessarily tends to 0 as $n \to \infty$. Hence $\mu_n \to \mu$ and so $\mu_n \to^* \mu$.

Otherwise, the support of $\mu$ is uncountable. Using Lemma 2.3.23, for each $n \in \mathbb{N}$ there exists $m(n) \in \mathbb{N}$ and $A_{n,1}, \ldots, A_{n,m(n)} \in \mathcal{B}(X)$ such that the diameter of $A_{n,i}$ is less than $1/n$ for each $i$, $A_{n,i} \cap A_{n,j} = \emptyset$ for each $i$ and $j$, and $X = \bigcup_{i=1}^{m(n)} A_{n,i}$. For each $n$, let $x_{n,1}, \ldots, x_{n,m}$ such that $x_{n,i} \in A_{n,i}$ for each $i = 1, \ldots, m(n)$, and let

$$
\mu_n = \sum_{i=1}^{m(n)} \mu(A_{n,i}) \delta_{x_{n,i}}.
$$

Let $f \in C(X)$. We want to show that $\mu_n(f) \to \mu(f)$. For each $n$ and for each $i = 1, \ldots, m(n)$, let

$$
\alpha_{n,i} = \inf_{x \in A_{n,i}} f(x) \quad \text{and} \quad \beta_{n,i} = \sup_{x \in A_{n,i}} f(x).
$$
Then
\[ \left| \int f \, d\mu_n - \int f \, d\mu \right| = \left| \sum_{i=1}^{m(n)} \mu(A_{n,i}) f(x_{n,i}) - \sum_{i=1}^{m(n)} \int_{A_{n,i}} f \, d\mu \right| \]
\[ = \left| \sum_{i=1}^{m(n)} \int_{A_{n,i}} f(x_{n,i}) \, d\mu - \sum_{i=1}^{m(n)} \int_{A_{n,i}} f \, d\mu \right| \]
\[ \leq \sum_{i=1}^{m(n)} \int_{A_{n,i}} |f(x_{n,i}) - f| \, d\mu \]
\[ \leq \sum_{i=1}^{m(n)} \int_{A_{n,i}} \sup_j (\beta_{n,j} - \alpha_{n,j}) \, d\mu \]
\[ = \sup_j (\beta_{n,j} - \alpha_{n,j}) \]

As \( f \) is uniformly continuous and as the diameter of \( A_{n,j} \) converges uniformly in \( j \) to 0 as \( n \to \infty \), we have that \( \sup_j (\beta_{n,j} - \alpha_{n,j}) \to 0 \) as \( n \to \infty \). Therefore \( \mu_n(f) \to \mu(f) \). \( \square \)

**Corollary 2.3.25.** Let \( X \) be a compact metric space. Then the vector space spanned by \( \{\delta_x : x \in X\} \) is dense in \( M(X) \).

### 2.4 Summary

This chapter introduced the space \( M(X) \) of finite signed measures on a metric space \( X \), equipped with its weak-* topology. The strong topology on \( M(X) \), which contains the weak-* topology, was briefly mentioned. We made the convention that unless otherwise stated, \( M(X) \) is to be considered as a topological vector space equipped with the weak-* topology.

We investigated convergence and approximation in \( M(X) \) and \( M^1(X) \), and compactness and metrizability in \( M^1(X) \), paying particular attention to the case of \( X \) being compact. Many of these properties will be used without explicit reference to the particular result in future work. Our main reference for \( M(X) \) was Choquet [13], and for \( M^1(X) \) was Parthasarathy [43].
Chapter 3

Average distance integrals

Given a compact (connected) metric space \((X, d)\), Chapter 1 defined the average distances \(m(X, d), M(X, d)\) and \(\overline{M}(X, d)\), and noted that these constants may be characterised using (signed) Borel measures of unit mass. This chapter introduces two real-valued functions defined by integrating a metric, namely \(d_{\mu}: X \to \mathbb{R}\) and \(I: \mathcal{M}(X)^2 \to \mathbb{R}\), and studies properties of each. In particular, we determine if \(d_{\mu}\) and \(I\) are continuous when \(X = [0, 1]\). Chapter 4 will subsequently use \(d_{\mu}\) and \(I\) to give measure theoretic characterisations of \(m(X, d), M(X, d)\) and \(\overline{M}(X, d)\), and to investigate certain properties of these average distances.

3.1 The function \(d_{\mu}: X \to \mathbb{R}\)

Let \((X, d)\) be a compact metric space. For all \(y \in X\), the mapping \(X \to \mathbb{R}\) such that \(x \mapsto d(x, y)\) is bounded and continuous, and hence integrable with respect to any finite signed Borel measure. Subsequently, for each \(\mu \in \mathcal{M}(X)\), let \(d_{\mu}: X \to \mathbb{R}\) be the function defined for \(y \in X\) by

\[
d_{\mu}(y) = \int d(x, y) \, d\mu(x).
\]
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3.1.1 Properties of $d_\mu$

We shall now show that $d_\mu \in C(X)$ for each $\mu \in \mathcal{M}(X)$, and give a sufficient condition for a sequence of such functions to be uniformly convergent in $C(X)$.

**Proposition 3.1.1.** Let $(X, d)$ be a compact metric space and let $\mu \in \mathcal{M}(X)$. Then $d_\mu \in C(X)$.

**Proof.** As a compact metric space has finite diameter, $D(X) < \infty$. Then for all $y \in X$,

$$|d_\mu(y)| = \left| \int d(x, y) \, d\mu(y) \right|$$

$$\leq \int d(x, y) \, d|\mu|(y)$$

$$\leq \int D(X) \, d|\mu|(y)$$

$$= D(X) \|\mu\|$$

$$< \infty.$$

Therefore, $d_\mu$ is bounded.

Let $\varepsilon > 0$, let $\delta = \varepsilon/(1 + \|\mu\|) > 0$ and let $y_1, y_2 \in X$ such that $d(y_1, y_2) < \delta$. Then

$$|d_\mu(y_1) - d_\mu(y_2)| = \left| \int d(x, y_1) \, d\mu(x) - \int d(x, y_2) \, d\mu(x) \right|$$

$$\leq \int |d(x, y_1) - d(x, y_2)| \, d|\mu|(x)$$

$$\leq \int d(y_1, y_2) \, d|\mu|(x)$$

$$< \delta \, d|\mu|(x)$$

$$= \frac{\varepsilon \|\mu\|}{1 + \|\mu\|}$$

$$< \varepsilon.$$

Therefore, $d_\mu$ is uniformly continuous, and it follows that $d_\mu \in C(X)$. \(\square\)

The following result generalises a lemma of Wolf [56, pg. 396].
Proposition 3.1.2. Let \((X, d)\) be a compact metric space and let \((\mu_\alpha) \in \mathcal{M}(X)\) be a convergent net with limit \(\mu \in \mathcal{M}(X)\). If \(||\mu_\alpha||\) is bounded then \((d_{\mu_\alpha}) \in C(X)\) converges uniformly to \(d_\mu\).

Proof. Suppose that \(||\mu_\alpha||\) is bounded. Then there exists \(r > 0\) such that \(||\mu_\alpha|| \leq r\) for all \(\alpha\), and \(||\mu|| \leq r\). Let \(\varepsilon > 0\) and let \(\delta = \varepsilon/3r\). As \(X\) is compact, there exists a finite subset \(\{x_1, \ldots, x_m\}\) of \(X\) such that the collection of open spheres centred at the \(x_i\) of radius \(\delta\) covers \(X\). For all \(y \in X\), the mapping \(X \to \mathbb{R}\) such that \(x \mapsto d(x, y)\) is bounded and continuous, and as \(\mu_\alpha \to^* \mu\) it follows that

\[
d_{\mu_\alpha}(y) = \int d(x, y) \, d\mu_\alpha(x) \to \int d(x, y) \, d\mu(x) = d_\mu(y).
\]

That is, \((d_{\mu_\alpha})\) converges pointwise to \(d_\mu\). In particular, there exists an \(\alpha_0\) such that for each \(i = 1, \ldots, m\), if \(\alpha_0 < \alpha\) then \(|d_{\mu_\alpha}(x_i) - d_\mu(x_i)| < \varepsilon/3\).

Let \(y \in X\). Then \(d(y, x_i) < \delta\) for some \(i = 1, \ldots, m\) and \(\alpha_0 < \alpha\) implies that

\[
|d_{\mu_\alpha} - d_\mu|(y) \leq |d_{\mu_\alpha}(y) - d_{\mu_\alpha}(x_i)| + |d_{\mu_\alpha}(x_i) - d_\mu(x_i)| + |d_\mu(x_i) - d_\mu(y)| \\
\leq \int d(y, x_i) \, d|\mu_\alpha|(x) + \frac{\varepsilon}{3} + \int d(y, x_i) \, d|\mu|(x) \\
= d(y, x_i) \, ||\mu_\alpha|| + \frac{\varepsilon}{3} + d(y, x_i) \, ||\mu|| \\
< \delta r + \frac{\varepsilon}{3} + \delta r \\
= \varepsilon.
\]

It follows from the compactness of \(X\) that if \(\alpha_0 < \alpha\) then

\[
||d_{\mu_\alpha} - d_\mu|| = \sup_{y \in X} |(d_{\mu_\alpha} - d_\mu)(y)| < \varepsilon.
\]

Therefore \((d_{\mu_\alpha})\) converges to \(d_\mu\) in \(C(X)\).

The original result of Wolf is:

Corollary 3.1.3. Let \((X, d)\) be a compact metric space and let \((\mu_n) \in \mathcal{M}^1(X)\) be a convergent sequence with limit \(\mu \in \mathcal{M}^1(X)\). Then \((d_{\mu_n}) \in C(X)\) converges uniformly to \(d_\mu\).
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3.2 The functional $I: \mathcal{M}(X)^2 \to \mathbb{R}$

Let $(X, d)$ be a compact metric space. We denote the product space $\mathcal{M}(X) \times \mathcal{M}(X)$ by $\mathcal{M}(X)^2$, and we denote the subspace of $\mathcal{M}(X)^2$ which consists precisely of all pairs of probability measures by $\mathcal{M}^1(X)^2$. We also use the symbol $\to^*$ to denote coordinate-wise weak-* convergence in $\mathcal{M}(X)^2$ and $\mathcal{M}^1(X)^2$, which is of course convergence in the respective product topologies.

Now by Proposition 3.1.1, $d_\mu$ is bounded and continuous and hence integrable when $\mu \in \mathcal{M}(X)$. Subsequently, let $I: \mathcal{M}(X)^2 \to \mathbb{R}$ be the functional defined for $(\mu, \nu) \in \mathcal{M}(X)^2$ by

$$I(\mu, \nu) = \int d_\mu d_\nu = \iint d(x, y) d\mu(x)d\nu(y).$$

The abbreviation $I(\mu)$ will be used for $I(\mu, \mu)$ where convenient. In this case, $I$ may be considered as a functional $I: \mathcal{M}(X) \to \mathbb{R}$ defined for $\mu \in \mathcal{M}(X)$ by

$$I(\mu) = \int d_\mu d\mu = \iint d(x, y) d\mu(x)d\mu(y).$$

As we will consider the restrictions of $I(\cdot, \cdot)$ and $I(\cdot)$ to $\mathcal{M}^1(X)^2$ and $\mathcal{M}^1(X)$, the symbol $I$ may be used to represent any one of four functionals, the exact meaning of which shall be made clear by context.

Let $\mu, \nu \in \mathcal{M}(X)$. Then by Fubini's Theorem, $I(\mu, \nu) = I(\nu, \mu)$, and using linearity properties of the integral we have the identities

$$I(\mu + \nu) = I(\mu) + I(\nu) + 2I(\mu, \nu),$$
$$I(\mu - \nu) = I(\mu) + I(\nu) - 2I(\mu, \nu).$$

These identities will be used in future work without reference.

3.2.1 Continuity properties of $I: \mathcal{M}(X)^2 \to \mathbb{R}$

We shall see by counterexample in Section 3.2.2 that if $X$ is a compact metric space then the functional $I: \mathcal{M}(X)^2 \to \mathbb{R}$ need not be continuous, in which case it is
discontinuous at each point. For now, we will show that $I$ is continuous on various important subsets of $\mathcal{M}(X)^2$.

The following result is a generalisation of a lemma due to Wolf [56, pg. 396].

**Theorem 3.2.1.** Let $(X, d)$ be a compact metric space and let $B$ be a closed ball in $\mathcal{M}(X)$ of finite radius. Then the restriction of $I: \mathcal{M}(X) \to \mathbb{R}$ to $B$ is bounded and continuous with respect to the weak-* topology.

**Proof.** Let $r \geq 0$ and let $B = \{ \mu \in \mathcal{M}(X) : \|\mu\| \leq r \}$. It will be sufficient to show that $I$ is bounded and continuous when restricted to $B$. For all $\mu \in B$,

$$|I(\mu)| = \left| \iint d(x, y) \, d\mu(x) \, d\mu(y) \right|$$

$$\leq \iint D(X) \, d|\mu|(x) \, d|\mu|(y)$$

$$= D(X) \|\mu\|^2$$

$$\leq D(X)r^2$$

$$< \infty.$$ 

Therefore, $I$ is bounded on $B$.

Let $(\mu_\alpha) \in B$ be a convergent net with limit $\mu \in B$. By Proposition 3.1.1 we have that $d_\mu \in C(X)$, giving $\mu_\alpha(d_\mu) \to \mu(d_\mu)$. Also, by Proposition 3.1.2, $\|d_{\mu_\alpha} - d_\mu\| \to 0$, and we then have

$$|I(\mu_\alpha) - I(\mu)| \leq \left| \int d_{\mu_\alpha} \, d\mu_\alpha - \int d_\mu \, d\mu_\alpha \right| + \left| \int d_\mu \, d\mu_\alpha - \int d_\mu \, d\mu \right|$$

$$\leq \int \|d_{\mu_\alpha} - d_\mu\| \cdot \|\mu_\alpha\| + \left| \int d_\mu \, d\mu_\alpha - \int d_\mu \, d\mu \right|$$

$$= \|d_{\mu_\alpha} - d_\mu\| \cdot \|\mu_\alpha\| + \left| \int d_\mu \, d\mu_\alpha - \int d_\mu \, d\mu \right|$$

$$\leq \|d_{\mu_\alpha} - d_\mu\| \cdot r + \left| \int d_\mu \, d\mu_\alpha - \int d_\mu \, d\mu \right|$$

$$\to 0 \cdot r + 0$$

$$= 0.$$ 

Therefore, $I$ is continuous on $B$. \qed
The identity $I(\mu, \nu) = \frac{1}{2}(I(\mu + \nu) - I(\mu) - I(\nu))$ in $\mathcal{M}(X)$ gives:

**Corollary 3.2.2.** Let $X$ be a compact metric space and let $B$ be a closed ball in $\mathcal{M}(X)$ of finite radius. Then the restriction of $I: \mathcal{M}(X)^2 \to \mathbb{R}$ to $B \times B$ is bounded and continuous with respect to the weak-* topology on $B \times B$. Further, $I: \mathcal{M}^1(X)^2 \to \mathbb{R}$ is bounded and continuous.

The original result of Wolf is:

**Corollary 3.2.3.** Let $X$ be a compact metric space. Then $I: \mathcal{M}^1(X) \to \mathbb{R}$ is bounded and continuous.

We now turn to a discussion of the continuity $I$ on its entire domain.

**Proposition 3.2.4.** Let $X$ be a compact metric space. Then $I: \mathcal{M}(X)^2 \to \mathbb{R}$ is separately continuous.

**Proof.** Let $(\nu_\alpha) \in \mathcal{M}(X)$ be a convergent net and let $\mu, \nu \in \mathcal{M}(X)$ such that $\nu_\alpha \to^* \nu$. As $I$ is symmetric, it is sufficient to show that $I(\mu, \nu_\alpha) \to I(\mu, \nu)$. Recalling from Proposition 3.1.1 that $d_\mu \in C(X)$, this is immediate from the usual characterisation of weak-* convergence in $\mathcal{M}(X)$, and noting that $I(\mu, \nu_\alpha) = \nu_\alpha(\mu)$ and $I(\mu, \nu) = \nu(\mu)$. \hfill \square

**Proposition 3.2.5.** Let $X$ be a compact metric space. Then $I: \mathcal{M}(X)^2 \to \mathbb{R}$ is continuous at each point if and only if it is continuous at one point.

**Proof.** The necessary condition is obvious. To prove the sufficient condition, suppose that $I$ is continuous at some point $(\mu_0, \nu_0) \in \mathcal{M}(X)^2$. Let $(\mu_\alpha, \nu_\alpha) \in \mathcal{M}(X)^2$ be a convergent net with limit $(\mu, \nu) \in \mathcal{M}(X)^2$. Then as addition of signed measures is continuous, $(\mu_\alpha - \mu + \mu_0, \nu_\alpha - \nu + \nu_0) \to^* (\mu_0, \nu_0)$, which gives that

$$I(\mu_\alpha - \mu + \mu_0, \nu_\alpha - \nu + \nu_0) \to I(\mu_0, \nu_0).$$
3.2. **THE FUNCTIONAL $I: \mathcal{M}(X)^2 \to \mathbb{R}$**

Now,

$$I(\mu_{\alpha} - \mu + \mu_0, \nu_{\alpha} - \nu + \nu_0)$$

$$= I(\mu_{\alpha} - \mu, \nu_{\alpha} - \nu) + I(\mu_{\alpha} - \mu, \nu_0) + I(\mu_0, \nu_{\alpha} - \nu) + I(\mu_0, \nu_0)$$

$$= I(\mu_{\alpha}, \nu_{\alpha}) - I(\mu_{\alpha}, \nu) - I(\mu, \nu_{\alpha}) + I(\mu, \nu)$$

$$+ I(\mu_{\alpha} - \mu, \nu_0) + I(\mu_0, \nu_{\alpha} - \nu) + I(\mu_0, \nu_0).$$

Using Proposition 3.2.4, we have that

$$I(\mu_{\alpha}, \nu) \to I(\mu, \nu),$$

$$I(\mu_{\alpha}, \nu_{\alpha}) \to I(\mu, \nu),$$

$$I(\mu_{\alpha} - \mu, \nu_0) \to I(0, \nu_0) = 0,$$

$$I(\mu_0, \nu_{\alpha} - \nu_0) \to I(\mu_0, 0) = 0.$$

It follows that $I(\mu_{\alpha}, \nu_{\alpha}) \to I(\mu, \nu)$, and $I$ is continuous at each point. \qed

**Corollary 3.2.6.** Let $X$ be a compact metric space. Then $I: \mathcal{M}(X)^2 \to \mathbb{R}$ is discontinuous at each point if and only if it is discontinuous at one point.

**Proposition 3.2.7.** Let $X$ be a compact metric space. Then $I: \mathcal{M}(X) \to \mathbb{R}$ is continuous at each point if and only if it is continuous at one point.

**Proof.** The necessary condition is obvious. To prove the sufficient condition, suppose that $I$ is continuous at some point $\mu_0 \in \mathcal{M}(X)$. Let $(\mu_{\alpha}) \in \mathcal{M}(X)$ be a convergent net with limit $\mu \in \mathcal{M}(X)$. Then as addition of signed measures is continuous, $\mu_{\alpha} - \mu + \mu_0 \to^* \mu_0$, which gives that $I(\mu_{\alpha} - \mu + \mu_0) \to I(\mu_0)$. Now,

$$I(\mu_{\alpha} - \mu + \mu_0)$$

$$= I(\mu_{\alpha} - \mu) + I(\mu_0) + 2I(\mu_{\alpha} - \mu, \mu_0)$$

$$= I(\mu_{\alpha}) + I(\mu) + I(\mu_0) - 2I(\mu_{\alpha}, \mu) + 2I(\mu_{\alpha} - \mu, \mu_0)$$

Using Proposition 3.2.4, we have that

$$I(\mu_{\alpha}, \mu) \to I(\mu)$$

$$I(\mu_{\alpha} - \mu, \mu_0) \to I(0, \mu_0) = 0.$$
It follows that \( I(\mu_\alpha) \rightarrow I(\mu) \), and \( I \) is continuous at each point.

\[ \]

\textbf{Corollary 3.2.8.} Let \( X \) be a compact metric space. Then \( I: \mathcal{M}(X)^2 \rightarrow \mathbb{R} \) is discontinuous at each point if and only if it is discontinuous at one point.

We now work towards a sufficient condition to ensure that \( I: \mathcal{M}(X)^2 \rightarrow \mathbb{R} \) and \( I: \mathcal{M}(X) \rightarrow \mathbb{R} \) are discontinuous. For each compact metric space \( X \), and for each \( f_1, \ldots, f_n \in C(X) \), let

\[ V(f_1, \ldots, f_n) = \left\{ \mu \in \mathcal{M}(X) : \int f_i \, d\mu = 0 \text{ for } i = 1, \ldots, n \right\}. \]

The following three lemmas are derived from exercises in Bourbaki [10, pg.104]. The proofs are due to Peter Nickolas.

\textbf{Lemma 3.2.9.} Let \( V \) be a linear space and let \( v_1, \ldots, v_n \in V \) be independent. Then there exist linear transformations \( \phi_i: V \rightarrow \mathbb{R} \) for \( i = 1, \ldots, n \) such that the matrix \( (\phi_i(v_j)) \) is non-singular.

\textit{Proof.} Let \( U = \langle v_1, \ldots, v_n \rangle \) be the subspace of \( V \) spanned by the \( v_i \) and let \( W \) be a subspace of \( V \) such that \( V = U \oplus W \). Then \( U \) is a finite dimensional subspace of \( V \), and each \( v \in V \) has a unique representation \( v = \sum_{i=1}^{n} \alpha_i v_i + w \) where \( \sum_{i=1}^{n} \alpha_i v_i \in U \) and \( w \in W \). For each \( i = 1, \ldots, n \), let \( \phi_i: V \rightarrow \mathbb{R} \) be the function defined by \( \phi_i(v) = \alpha_i \). It is clear that each \( \phi_i \) is a linear transformation. Now, for each \( i \) and for each \( v \in V \), \( \phi_i(v) \) is the \( i \)-th component of the projection of \( v \) onto \( U \). It follows that the \( j \)-th column of \( (\phi_i(v_j)) \) is simply the coordinate vector of \( v_j \) in \( U \), giving that \( (\phi_i(v_j)) \) is non-singular. \( \square \)

\textbf{Lemma 3.2.10.} Let \( X \) be a compact metric space and let \( f_1, \ldots, f_n \in C(X) \). Then \( V(f_1, \ldots, f_n) \) is a subspace of \( \mathcal{M}(X) \) and \( \text{codim}(V(f_1, \ldots, f_n)) \leq n \), with equality occurring if and only if the \( f_i \) are independent.

\textit{Proof.} Let \( V = V(f_1, \ldots, f_n) \). Using linearity properties of the integral, \( V \) is a subspace of \( \mathcal{M}(X) \). Hence, let \( W \) be a subspace of \( V \) such that \( \mathcal{M}(X) = V \oplus W \).

Suppose that the \( f_i \) are independent. Then by Lemma 3.2.9 and Theorem 2.3.3 there exist linear functionals \( \mu_1, \ldots, \mu_n \in \mathcal{M}(X) \) such that \( (\mu_i(f_j)) \) is non-singular.
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As $(\mu_i(f_j))$ is non-singular, it follows that the $\mu_i$ are independent and each $\mu_i \not\in V$, giving $\mu_i \in W$. Now, let $\mu \in \mathcal{M}(X)$ and consider the system of linear equations in $\alpha_1, \ldots, \alpha_n \in \mathbb{R}$ given by

$$
\mu(f_i) + \sum_{j=1}^{n} \mu_j(f_i)\alpha_j = 0, \quad i = 1, \ldots, n.
$$

This system has coefficient matrix $(\mu_j(f_i))$, which is necessarily non-singular, and hence has a unique solution. Using linearity properties of the integral, let $\alpha_1, \ldots, \alpha_n$ be the unique real numbers such that

$$
\int f_i d\left(\mu + \sum_{j=1}^{n} \alpha_j \mu_j\right) = 0, \quad i = 1, \ldots, n,
$$

let $\nu = \mu + \sum_{i=1}^{n} \alpha_i \mu_i \in V$ and let $\omega = -\sum_{i=1}^{n} \alpha_i \mu_i \in W$. Then $\mu = \nu + \omega$ is the unique decomposition of $\mu$ where $\nu \in V$ and $\omega \in W$. Now, if $\mu \in W$ then $\nu = 0$ and $\omega = \mu$. Hence, by varying $\mu$, the mapping $\mathcal{M}(X) \to W$ such that $\mu \mapsto \omega$ is onto, and it follows that $W$ is spanned by the independent $\mu_i$. Therefore, $\dim(W) = n$ and $\text{codim}(V) = n$.

Otherwise, the $f_i$ are dependent. Select $g_1, \ldots, g_m$ from the $f_i$ such that the $g_i$ are independent and $m < n$ is maximal, and let $V' = V(g_1, \ldots, g_m)$. Using linearity properties of the integral, $V' = V$ and by the above, $\text{codim}(V) = m < n$. \hfill \Box

**Lemma 3.2.11.** Let $X$ be a compact metric space such that $\{d_\mu : \mu \in \mathcal{M}(X)\}$ is dense in $C(X)$ and let $f_1, \ldots, f_n \in C(X)$ be independent. Then for some $\mu \in \mathcal{M}(X)$, $f_1, \ldots, f_n, d_\mu$ are independent.

**Proof.** Suppose that for all $\mu \in \mathcal{M}(X)$, $f_1, \ldots, f_n, d_\mu$ are dependent. Then as the $f_i$ are independent, each $d_\mu$ can be expressed as a linear combination of the $f_i$. As $\{d_\mu : \mu \in \mathcal{M}([X])\}$ is dense in $C(X)$, it follows that the finite-dimensional subspace $\langle f_1, \ldots, f_n \rangle \subseteq C(X)$ is dense in the infinite dimensional space $C(X)$, which is a contradiction. Therefore, $f_1, \ldots, f_n, d_\mu$ are independent for some $\mu \in \mathcal{M}(X)$. \hfill \Box

The following result is due to Peter Nickolas.
Theorem 3.2.12. Let $X$ be a compact metric space such that \( \{d_{\mu} : \mu \in \mathcal{M}(X)\} \) is dense in $C(X)$. Then there exists a convergent net \((\mu_\alpha, \nu_\alpha) \in \mathcal{M}(X)^2 \) with limit \((\mu, 0) \in \mathcal{M}(X)^2 \) such that \( \|\mu_\alpha\| = 1 \) for all $\alpha$ and $I(\mu_\alpha, \nu_\alpha) \not\rightarrow I(\mu, 0) = 0$.

Proof. Let $A$ be the directed set of all finite subsets of $C(X)$ other than $\{0\}$ equipped with set inclusion, and let $\alpha = \{f_1, \ldots, f_n\} \in A$. For convenience, we will denote by $V(\alpha)$ the set $V(f_1, \ldots, f_n)$.

By Proposition 3.2.11, there exists $\mu_\alpha \in \mathcal{M}(X)$ such that $d_{\mu_\alpha}$ is not in the linear span of $\alpha$. Now, for all $c \in \mathbb{R}$ such that $c \neq 0$, $d_{c\mu_\alpha} = cd_{\mu_\alpha}$, and it follows that $d_{c\mu_\alpha}$ is not in the linear span of $\alpha$. We may then assume without loss of generality that $\mu_\alpha$ has been chosen such that \( \|\mu_\alpha\| = 1 \). Now, let $B = \{\mu \in \mathcal{M}(X) : \|\mu\| \leq 1\}$ be the closed unit ball in $\mathcal{M}(X)$. Then by Proposition 2.3.20, $B$ is compact and as $(\mu_\alpha) \in B$, there exists a subnet $(\mu_{\alpha(p)})$ of $(\mu_\alpha)$ and $\mu \in B$ such that $\mu_{\alpha(p)} \rightarrow^* \mu$.

Let $\alpha' \subseteq \alpha$ be a maximal independent set. Then Proposition 3.2.10 gives that \( \mathrm{codim}(V(\alpha)) = |\alpha'| \) and \( \mathrm{codim}(V(\alpha \cup \{d_{\mu_\alpha}\})) = |\alpha'| + 1 \), and so there must exist some $\nu_\alpha \in V(\alpha)$ such that $\nu_\alpha \not\in V(\alpha \cup \{d_{\mu_\alpha}\})$. We have that for each $f \in V(\alpha)$, $\nu_\alpha(f) = 0$, and $I(\mu_\alpha, \nu_\alpha) = \nu_\alpha(d_{\mu_\alpha}) \neq 0$. As $V(\alpha)$ and $V(\alpha \cup \{d_{\mu_\alpha}\})$ are vector spaces, we may assume without loss of generality that $\nu_\alpha$ has been chosen such that $I(\mu_\alpha, \nu_\alpha) = |\alpha|$. Then for all $f \in C(X)$ and for all $\alpha \in A$,

\[ \{f\} \subseteq \alpha \Rightarrow f \in \alpha \Rightarrow \int f \, d\nu_\alpha = 0. \]

Therefore, $\nu_\alpha \rightarrow^* 0$ and $\nu_{\alpha(p)} \rightarrow^* 0$.

We then have that in \( \mathcal{M}(X)^2 \), $(\mu_{\alpha(p)}, \nu_{\alpha(p)}) \rightarrow^* (\mu, 0)$, but

\[ I(\mu_{\alpha(p)}, \nu_{\alpha(p)}) = |\alpha(\beta)| \not\rightarrow 0 = I(\mu, 0). \]

The result follows by renaming the net $(\mu_{\alpha(p)}, \nu_{\alpha(p)})$ to $(\mu_\alpha, \nu_\alpha)$. 

\[ \square \]

Corollary 3.2.13. Let $X$ be a compact metric space such that \( \{d_{\mu} : \mu \in \mathcal{M}(X)\} \) is dense in $C(X)$. Then $I: \mathcal{M}(X)^2 \rightarrow \mathbb{R}$ is discontinuous at each point.

Proof. The result follows from Proposition 3.2.5 and Proposition 3.2.12. 

\[ \square \]
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**Corollary 3.2.14.** Let $X$ be a compact metric space such that $\{d_\mu : \mu \in \mathcal{M}(X)\}$ is dense in $C(X)$. Then $I: \mathcal{M}(X) \to \mathbb{R}$ is discontinuous at each point.

**Proof.** The result follows from Corollary 3.2.13, the identity

$$I(\mu, \nu) = \frac{I(\mu + \nu) - I(\mu) - I(\nu)}{2}$$

for $\mu, \nu \in \mathcal{M}(X)$, and the continuity of addition in $\mathcal{M}(X)$. □

We conclude this section by noting the following result of Nickolas and Wolf [40]. The strict quasi-hypermetric property is discussed in Chapter 5.

**Theorem 3.2.15.** Let $X$ be a strictly quasi-hypermetric compact metric space. Then each of $I: \mathcal{M}(X) \to \mathbb{R}$ and $I: \mathcal{M}(X)^2 \to \mathbb{R}$ are continuous if and only if $X$ is finite.

### 3.2.2 Discontinuity of $I: \mathcal{M}([0,1])^2 \to \mathbb{R}$

We now show that $I: \mathcal{M}([0,1])^2 \to \mathbb{R}$ is discontinuous at each point. As a result of Corollary 3.2.13, it will be sufficient to show that $\{d_\mu : \mu \in C([0,1])\}$ is dense in $C([0,1])$. Subsequently, we investigate the mapping $\mathcal{M}([0,1]) \to C([0,1])$ such that $\mu \mapsto d_\mu$.

**Lemma 3.2.16.** The collection of all piecewise linear continuous functions on $[0,1]$ is dense in $C([0,1])$.

**Proof.** Let $f \in C([0,1])$ and let $\varepsilon > 0$. By the compactness of $[0,1]$, $f$ is uniformly continuous, and there exists $\delta > 0$ such that for all $x_1, x_2 \in [0,1]$, $|x_1 - x_2| < \delta$ implies that $|f(x_1) - f(x_2)| < \varepsilon/2$.

Let $0 = a_0 < a_1 < \ldots < a_{n-1} < a_n = 1$ be a subdivision of $[0,1]$ into intervals of equal length such that $|a_0 - a_1| < \delta$ and let $g: [0,1] \to \mathbb{R}$ be the function defined for $x \in [a_i, a_{i+1}]$ by

$$g(x) = f(a_i) + \frac{f(a_{i+1}) - f(a_i)}{a_{i+1} - a_i}(x - a_i).$$
Then \( g \) is a piecewise linear continuous function on \([0, 1]\) such that \( g(a_i) = f(a_i) \) for each \( i \). Let \( x \in [0, 1] \). Then \( x \in [a_i, a_{i+1}] \) for some \( i = 0, \ldots, n - 1 \) and

\[
|g(a_i) - g(x)| = \left| f(a_i) - \left( f(a_i) + \frac{f(a_{i+1}) - f(a_i)}{a_{i+1} - a_i} (x - a_i) \right) \right|
\]

\[
= \left| f(a_{i+1}) - f(a_i) \right| \cdot \left| \frac{x - a_i}{a_{i+1} - a_i} \right|
\]

\[
\leq \left| f(a_{i+1}) - f(a_i) \right| \cdot \frac{1}{|a_{i+1} - a_i|}
\]

\[
< \frac{\varepsilon}{2}.
\]

It follows that

\[
|(f - g)(x)| \leq |f(x) - f(a_i)| + |g(a_i) - g(x)| < \frac{\varepsilon}{2} + \frac{\varepsilon}{2} = \varepsilon.
\]

We have that \( |(f - g)(x)| < \varepsilon \) for all \( x \in [0, 1] \), and as \([0, 1]\) is compact, it follows that

\[
\|f - g\| = \sup_{x \in [0,1]} |(f - g)(x)| < \varepsilon.
\]

Hence, there exists a sequence \((g_n)\) of piecewise linear continuous functions on \([0, 1]\) such that \( \|f - g_n\| \to 0 \).

The following result is derived from an exercise in Bourbaki [10, pg.103]. The proof is due to Peter Nickolas.

**Theorem 3.2.17.** Let \( \phi : \mathcal{M}([0, 1]) \to C([0, 1]) \) be the mapping defined for each \( \mu \in \mathcal{M}([0, 1]) \) by \( \phi(\mu) = d_\mu \). Then

1. \( \phi(\mathcal{M}([0, 1])) \) is dense in \( C([0, 1]) \).

2. \( \phi \) is injective.

3. \( \phi \) is continuous with respect to the norm topology on \( \mathcal{M}([0, 1]) \).

4. \( \phi \) is discontinuous at each point with respect to the weak-* topology on \( \mathcal{M}([0, 1]) \).

5. \( \phi^{-1} \) is discontinuous at each point with respect to the weak-* topology on \( \mathcal{M}([0, 1]) \).
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Proof. 1. We firstly show that the image of $\mathcal{M}([0,1])$ under $\phi$ is dense in $C([0,1])$. Let $\mu = \delta_0 + \delta_1 \in \mathcal{M}([0,1])$. Then for all $y \in [0,1],$

$$(\phi(\mu))(y) = \int |x-y| \, d\mu(x) = |0-y| + |1-y| = y + 1 - y = 1.$$ Therefore, $\phi(\mathcal{M}([0,1]))$ contains the mapping $[0,1] \to \mathbb{R}$ such that $x \mapsto 1$.

Let $a \in [0,1]$ and let $\mu = \delta_a \in \mathcal{M}([0,1])$. Then for all $y \in [0,1],$

$$(\phi(\mu))(y) = \int |x-y| \, d\mu(x) = |a-y| = |y-a|.$$ Therefore, $\phi(\mathcal{M}([0,1]))$ contains the mapping $[0,1] \to \mathbb{R}$ such that $x \mapsto |x-a|$.

For each $0 < a < b < 1$, let $\psi_{a,b} : [0,1] \to \mathbb{R}$ be the function defined for $x \in [0,1]$ by

$$\psi_{a,b}(x) = \frac{1}{2} + \frac{1}{2(b-a)} (|x-a| - |x-b|).$$ Using properties of the integral, it is a routine exercise to show that $\phi(\mathcal{M}([0,1]))$ is a vector subspace of $C([0,1])$. Hence $\psi_{a,b} \in \phi(\mathcal{M}([0,1]))$ for all $0 \leq a < b \leq 1$. To show that $\phi(\mathcal{M}([0,1]))$ is dense in $C([0,1])$, it will be sufficient to show that any piecewise linear continuous function on $[0,1]$ is a linear combination of such functions $\psi_{a,b}$. Let $f : [0,1] \to \mathbb{R}$ be a piecewise linear continuous function on $[0,1]$. Then there exists $0 = a_0 < a_1 < \ldots < a_{n-1} < a_n = 1 \in [0,1]$ such that for all $x \in [a_i, a_{i+1}]$

$$f(x) = f(a_i) + \frac{f(a_{i+1}) - f(a_i)}{a_{i+1} - a_i} (x-a_i).$$ We now claim that

$$f = f(a_0) + \sum_{i=0}^{n-1} (f(a_{i+1}) - f(a_i)) \psi_{a_i,a_{i+1}}.$$ Let $x \in [0,1]$. Then $x \in [a_i, a_{i+1}]$ for some $i = 0, \ldots, n-1$. It will be sufficient to show that

$$f(a_0) + \sum_{j=0}^{n-1} (f(a_{j+1}) - f(a_j)) \psi_{a_j,a_{j+1}}(x) = f(a_i) + \frac{f(a_{i+1}) - f(a_i)}{a_{i+1} - a_i} (x-a_i).$$
Now, for all \( j = 0, \ldots, i - 1 \), \( a_{j+1} \) lies on the line segment with endpoints \( x \) and \( a_j \). Therefore \( |x - a_j| = |x - a_{j+1}| + |a_{j+1} - a_j| \) and

\[
\psi_{a_j, a_{j+1}}(x) = \frac{1}{2} + \frac{1}{2(a_{j+1} - a_j)} (|x - a_j| - |x - a_{j+1}|) \\
= \frac{1}{2} + \frac{1}{2(a_{j+1} - a_j)} (|x - a_{j+1}| + |a_{j+1} - a_j| - |x - a_{j+1}|) \\
= \frac{1}{2} + \frac{1}{2(a_{j+1} - a_j)} (a_{j+1} - a_j) \\
= 1.
\]

Similarly, for all \( j = i + 1, \ldots, n \), \( a_j \) lies on the line segment with endpoints \( x \) and \( a_{j+1} \). Therefore \( |x - a_{j+1}| = |x - a_j| + |a_j - a_{j+1}| \) and

\[
\psi_{a_j, a_{j+1}}(x) = \frac{1}{2} + \frac{1}{2(a_{j+1} - a_j)} (|x - a_j| - |x - a_{j+1}|) \\
= \frac{1}{2} + \frac{1}{2(a_{j+1} - a_j)} (|x - a_{j+1}| - (|x - a_j| + |a_j - a_{j+1}|)) \\
= \frac{1}{2} + \frac{1}{2(a_{j+1} - a_j)} (a_j - a_{j+1}) \\
= 0.
\]

We evaluate \( \sum_{j=0}^{i-1} (f(a_{j+1}) - f(a_j)) = f(a_i) - f(a_0) \) as a telescoping sum. Therefore,

\[
f(a_0) + \sum_{j=0}^{n-1} (f(a_{j+1}) - f(a_j)) \psi_{a_j, a_{j+1}}(x) \\
= f(a_0) + \sum_{j=0}^{i-1} (f(a_{j+1}) - f(a_j)) + (f(a_{i+1}) - f(a_i)) \psi_{a_{i+1}, a_i}(x) \\
= f(a_i) + (f(a_{i+1}) - f(a_i)) \left( \frac{1}{2} + \frac{1}{2(a_{i+1} - a_i)} (|x - a_i| - |x - a_{i+1}|) \right) \\
= f(a_i) + (f(a_{i+1}) - f(a_i)) \cdot \frac{a_{i+1} - a_i + (x - a_i) - (a_{i+1} - x)}{2(a_{i+1} - a_i)} \\
= f(a_i) + \frac{f(a_{i+1}) - f(a_i)}{a_{i+1} - a_i} (x - a_i).
\]

It follows that \( \phi(M([0, 1])) \) is dense in \( C([0, 1]) \).

2. We now show that \( \phi \) is injective. Let \( \mu, \nu \in M([0, 1]) \). Then \( \phi(\mu) = \phi(\nu) \) if and only if \( d_{\mu - \nu} = 0 \). Suppose that \( d_\mu = 0 \). It will then be sufficient to show that
\( \mu = 0 \), which we shall establish in three steps. Firstly, note that for all \( y \in [0,1] \),

\[
\int |x - y| \, d\mu(x) = 0 ,
\]

Then for all \( c \in \mathbb{R} \),

\[
\int c \, d\mu(x) = c \int 1 \, d\mu(x) = c \int (|x - 0| + |x - 1|) \, d\mu(x) = c \int |x - 0| \, d\mu(x) + c \int |x - 1| \, d\mu(x) = 0 .
\]

Let \( 0 \leq a < b \leq 1 \). By linearity of the integral, it follows that \( \mu(\phi_{a,b}) = 0 \). Secondly, let \( f : [0,1] \to \mathbb{R} \) be a piecewise linear continuous function on \([0,1]\). Then there exists \( 0 = a_0 < a_1 < \ldots < a_{n-1} < a_n = 1 \in [0,1] \) such that

\[
f = f(a_0) + \sum_{i=0}^{n-1} (f(a_{i+1}) - f(a_i)) \phi_{a_i,a_{i+1}} ,
\]

and again by linearity of the integral, \( \mu(f) = 0 \). Finally, let \( f \in C([0,1]) \) and let \( (f_n) \in C([0,1]) \) be a sequence of piecewise linear functions such that \( f_n \to f \). Then \( \mu(f_n) \to \mu(f) \), giving that \( \mu(f) = 0 \). As \( \mu(f) = 0 \) for all \( f \in C([0,1]) \), we then have by Corollary 2.3.8 that \( \mu = 0 \). Hence, \( \phi \) is injective.

3. We now show that \( \phi \) is continuous with respect to the norm topology on \( \mathcal{M}(X) \). Let \( (\mu_\alpha) \in \mathcal{M}([0,1]) \) be a strongly convergent net with limit \( \mu \in \mathcal{M}([0,1]) \). Then

\[
\|d_{\mu_\alpha} - d_\mu\| = \sup_{y \in [0,1]} \left| \int |x - y| \, d\mu_\alpha(x) - \int |x - y| \, d\mu(x) \right| \\
\leq \sup_{y \in [0,1]} \left| \int |x - y| \, d|\mu_\alpha - \mu|(x) \right| \\
\leq \int 1 \, d|\mu_\alpha - \mu|(x) \\
= \|\mu_\alpha - \mu\| \\
\to 0 .
\]
Therefore \( d_{\mu_{\alpha}} \to d_{\mu} \) in \( C([0,1]) \), and \( \phi \) is continuous with respect to the norm topology on \( M([0,1]) \).

4. Note that Part 1 may be stated as \( \{d_{\mu} : \mu \in M([0,1])\} \) is dense in \( C([0,1]) \). By Proposition 3.2.12, there exists a convergent net \( (\mu_{\alpha}, \nu_{\alpha}) \in M([0,1])^2 \) with limit \( (\mu,0) \in M([0,1])^2 \) such that \( \|\mu_{\alpha}\| = 1 \) for all \( \alpha \) and \( I(\mu_{\alpha}, \nu_{\alpha}) \not\to I(\mu,0) = 0 \). Now, suppose that \( \phi \) is continuous at \( 0 \in M([0,1]) \). Then as \( \nu_{\alpha} \to 0 \), it follows that 
\[
|I(\mu_{\alpha}, \nu_{\alpha})| = \left| \int d_{\nu_{\alpha}} d_{\mu_{\alpha}} \right| \leq \|d_{\nu_{\alpha}}\| \cdot \|\mu_{\alpha}\| = \|d_{\nu_{\alpha}}\| \to 0.
\]
It follows that \( I(\mu_{\alpha}, \nu_{\alpha}) \to 0 \), which is a contradiction. Therefore \( \phi \) is not continuous at 0. By linearity properties of the integral, \( \phi \) is discontinuous with respect to the weak-* topology on \( M([0,1]) \) at each point if and only if it is discontinuous at one point. The result follows.

5. It remains to be shown that \( \phi^{-1} \) is not continuous with respect to the weak-* topology on \( M(X) \). For each \( n \in \mathbb{N} \), let
\[
\mu_n = (n+1)\delta_0 - n\delta_{\frac{1}{n^2}} \in M([0,1]) .
\]
Then
\[
|\phi(\mu_n) - \phi(\delta_0)| = \sup_{y \in [0,1]} \left| \int |x - y| d\mu_n(x) - \int |x - y| d\delta_0(x) \right| \\
= \sup_{y \in [0,1]} \left| \int |x - y| d\left(n\delta_0 - n\delta_{\frac{1}{n^2}}\right)(x) \right| \\
= \sup_{y \in [0,1]} \left| ny - n \frac{1}{n^2} - y \right|
\]
Let \( y \in [0,1] \). If \( y \leq 1/n^2 \) then
\[
\left| ny - n \frac{1}{n^2} - y \right| = n \cdot \left| 2y - \frac{1}{n^2} \right| \leq 2ny + \frac{1}{n} \leq \frac{3}{n} \to 0 \quad \text{as} \quad n \to \infty .
\]
Otherwise, \( y > 1/n^2 \) and
\[
\left| ny - n \frac{1}{n^2} - y \right| = n \cdot \left| \frac{1}{n^2} \right| = \frac{1}{n} \to 0 \quad \text{as} \quad n \to \infty .
\]
It follows that \( \| \phi(\mu_n) - \phi(\delta_0) \| \to 0 \); that is, \( \phi(\mu_n) \to \phi(\delta_0) \) in \( C([0,1]) \).

Now, let \( f : [0,1] \to \mathbb{R} \) be the function defined for \( x \in [0,1] \) by \( f(x) = x^{1/2} \). Then \( f \in C([0,1]) \) and

\[
\int f \, d\mu_n = (n + 1)f(0) - nf\left(\frac{1}{n^2}\right) = -1,
\]

but

\[
\int f \, d\delta_0 = f(0) = 0.
\]

Hence \( \mu_n \not\to^* \delta_0 \) as \( n \to \infty \) and \( \phi^{-1} \) is not continuous at \( \phi(\delta_0) \). By linearity properties of the integral, \( \phi^{-1} \) is discontinuous with respect to the weak-* topology on \( \mathcal{M}([0,1]) \) at each point if and only if it is discontinuous at one point. The result follows.

Note that it is a consequence of Part 5 of the previous result that \( \phi^{-1} \) is discontinuous at each point with respect to the norm topology on \( \mathcal{M}([0,1]) \).

**Corollary 3.2.18.** \( I : \mathcal{M}([0,1])^2 \to \mathbb{R} \) and \( I : \mathcal{M}([0,1]) \to \mathbb{R} \) are discontinuous at each point.

**Proof.** The result follows from Corollary 3.2.13 and Corollary 3.2.14 and Theorem 3.2.17.

### 3.3 Summary

This chapter introduced the functions \( d_\mu : X \to \mathbb{R} \) and \( I : \mathcal{M}(X)^2 \to \mathbb{R} \), where \( X \) is a compact metric space. An analysis of the functions \( d_\mu \) was simple; it was easily shown that \( d_\mu \in C(X) \) for each \( \mu \in \mathcal{M}(X) \), and that if \( (\mu_\alpha) \in \mathcal{M}(X) \) is a convergent net with limit \( \mu \) such that \( (\|\mu_\alpha\|) \) is bounded, then \( (d_{\mu_\alpha}) \) converges uniformly to \( d_\mu \).

An analysis of the functional \( I : \mathcal{M}(X)^2 \to \mathbb{R} \) was more difficult, however, it was possible to demonstrate in general that this function is bounded and continuous on certain subsets of \( (\mathcal{M}(X))^2 \), is separately continuous, is continuous at each point if and only if it is continuous at one point, and is discontinuous at each
point when \( \{d_\mu : \mu \in \mathcal{M}(X)\} \) is dense in \( C(X) \). The chapter concluded by showing this density property in the case that \( X = [0, 1] \), from which it follows that both 
\[ I : \mathcal{M}([0, 1])^2 \to \mathbb{R} \text{ and } I : \mathcal{M}([0, 1]) \to \mathbb{R} \]
are discontinuous at each point. Further properties of the functional \( I \) may be found in a paper of Nickolas and Wolf [40].
Chapter 4

Results in compact spaces

Chapter 1 introduced the average distances \( m(X), M(X) \) and \( \overline{M}(X) \) defined for a compact (connected) metric space \( X \). Using the measure theory developed in Chapters 2 and 3, we will now prove the Gross-Stadje Theorem, and develop an additional characterisation of each average distance. We will also discuss properties of \( m(X), M(X) \) and \( \overline{M}(X) \), and demonstrate various techniques to calculate their values for certain concrete spaces \( X \).

4.1 The Gross-Stadje Theorem

Chapter 1 introduced the Gross-Stadje Theorem and showed by a direct argument that \( m([0,1]) \) is defined and equal to 1/2. We will now prove the theorem for a general compact connected metric space, using a proof which depends on Bauer’s Maximum Principle and Ville’s Minimax Theorem. We shall state these well-known results without proof, as to do so would require use of techniques from convexity theory and game theory which are not considered in this thesis.

Choquet discusses Bauer’s Maximum Principle in [14, pg. 102].

Theorem 4.1.1 (Bauer’s Maximum Principle). Let \( X \) be a convex compact subset of a topological vector space and let \( f : X \to \mathbb{R} \) be a convex continuous function. Then there exists an extreme point of \( X \) at which \( f \) attains its maximum value.
Nikaidô discusses Ville’s Minimax Theorem in [42, pg. 69].

**Theorem 4.1.2 (Ville’s Minimax Theorem).** Let $X$ be a compact subset of a topological vector space and let $f: X \times X \to \mathbb{R}$ be a continuous function with respect to the product topology on $X \times X$. Then

$$\max_{\mu \in \mathcal{M}(X)} \min_{\nu \in \mathcal{M}(X)} \int \int f(x, y) \, d\mu(x) \, d\nu(y) = \min_{\nu \in \mathcal{M}(X)} \max_{\mu \in \mathcal{M}(X)} \int \int f(x, y) \, d\mu(x) \, d\nu(y).$$

The following proof of the Gross-Stadje Theorem has been constructed from several sources. The existence proof is due to Yost [57, pg. 332-333], and is of interest as it is an elementary proof which does not require game theory, as in the proof due to Gross [24, pg. 50-52], nor measure theory and integration, as in the proof due to Stadje [48, pg. 276-277]. The uniqueness proof, which uses the above two theorems, is due to Cleary et al. [16, pg. 268]. The formula for the Gross-Stadje number $m(X)$ which uses the functional $I(\cdot, \cdot)$ is due to Stadje.

**Lemma 4.1.3.** Let $X$ and $Y$ be Hausdorff spaces such that $X$ is dense in $Y$ and $Y$ is complete, let $f: X \to \mathbb{R}$ be a continuous function and let $g: Y \to \mathbb{R}$ be the function defined for $x \in Y$ by

$$g(x) = \begin{cases} f(x) & \text{if } x \in X, \\ \lim_{n \to \infty} f(x_n) & \text{if } x \notin X, \end{cases}$$

where for each $x \in Y \setminus x$, $(x_n) \in X$ is a convergent sequence such that $x_n \to x$. Then $g$ is a well-defined continuous extension of $f$.

**Proof.** Let $x \in X$, let $(x_n), (y_n) \in X$ be convergent sequences with limit $x$ and let $(z_n) \in X$ be the sequence $x_1, y_1, x_2, y_2, \ldots$. Then $z_n \to x$, and each of $(x_n), (y_n)$ and $(z_n)$ are Cauchy. Since $f$ is continuous, it follows that each of $(f(x_n)), (f(y_n))$ and $(f(z_n))$ are also Cauchy. Hence, given that $Y$ is complete, there exist $u, v, w \in Y$ such that $f(x_n) \to u$ and $f(y_n) \to v$ and $f(z_n) \to w$. As $(f(x_n))$ and $(f(y_n))$ are subsequences of $(f(z_n))$, it follows that $w = u = v$. Therefore

$$\lim_{n \to \infty} f(x_n) = \lim_{n \to \infty} f(y_n),$$
4.1. THE GROSS-STADJE THEOREM

It clear that \( g \) is an extension of \( f \). It remains to be shown that \( g \) is continuous. Let \( d \) be the metric of \( Y \), let \( y_0 \in Y \) and let \( (y_n) \in Y \) be a sequence such that \( y_n \to y_0 \). For each \( i = 0, 1, \ldots \), let \( (x_{i,n}) \in X \) be a sequence such that \( x_{i,n} \to y_i \). Then by the definition of \( g \), \( g(x_{i,n}) \to g(y_i) \) for each \( i \). Now, for all \( \varepsilon_1 > 0 \) there exists \( n_1 \) such that \( n > n_1 \Rightarrow d(y_n, y_0) < \varepsilon/2 \), and for each \( n > n_1 \) there exists \( m_1(n) \) such that \( m > m_1(n) \Rightarrow d(x_{n,m}, y_n) < \varepsilon/2 \). Hence, if \( n > n_1 \) and \( m > m_1(n) \) then by the triangle inequality

\[
d(x_{n,m}, y_0) = d(x_{n,m}, y_n) + d(y_n, y_0) < \frac{\varepsilon_1}{2} + \frac{\varepsilon_1}{2} = \varepsilon_1.
\]

That is, \( x_{n,m} \to y_0 \) as \( n, m \to \infty \), giving that \( g(x_{n,m}) \to g(y_0) \) as \( n, m \to \infty \).

Let \( \varepsilon_2 > 0 \). Then there exists \( n_2 \) such that for each \( n > n_2 \), there exists \( m_2(n) \) such that for each \( n > n_2 \) and each \( m > m_2(n) \), \( |g(x_{n,m}) - g(y_0)| < \varepsilon_2/2 \). Also, for each \( n > n_2 \), there exists \( m_3(n) \) such that for each \( n > n_2 \) and each \( m > m_3(n) \), \( |g(y_n) - g(x_{n,m})| < \varepsilon_2/2 \). Now, let \( m_4 = \max \{m_2, m_3\} \). Then for each \( n > n_2 \) and each \( m > m_4(n) \)

\[
|g(y_n) - g(y_0)| \leq |g(y_n) - g(x_{n,m})| + |g(x_{n,m}) - g(y_0)| < \frac{\varepsilon_2}{2} + \frac{\varepsilon_2}{2} = \varepsilon.
\]

Hence, \( g \) is continuous. \( \square \)

**Theorem 4.1.4** (Gross-Stadje Theorem). Let \((X, d)\) be a compact connected metric space. Then there exists a unique \( m(X, d) \in \mathbb{R} \) such that for all \( n \in \mathbb{N} \) and for all \( x_1, \ldots, x_n \in X \) there exists \( y \in X \) such that

\[
\frac{1}{n} \sum_{i=1}^{n} d(x_i, y) = m(X, d).
\]

Further,

\[
m(X, d) = \max_{\mu \in \mathcal{M}(X)} \min_{\nu \in \mathcal{M}(X)} I(\mu, \nu) = \max_{\mu \in \mathcal{M}(X)} \min_{x \in X} d_\mu(x) = \min_{\mu \in \mathcal{M}(X)} \max_{x \in X} d_\mu(x).
\]

**Proof.** Let \( \mathcal{F} = \bigcup_{n=1}^{\infty} X^n \). For each \( F = (x_1, \ldots, x_n) \in \mathcal{F} \), let \( d_F: X \to \mathbb{R} \) be the function defined for \( x \in X \) by

\[
d_F(x) = \frac{1}{n} \sum_{i=1}^{n} d(x, x_i).
\]
Each $d_F$, being the sum of continuous functions, is continuous. Let $a: \mathcal{F} \to \mathbb{R}$ and $b: \mathcal{F} \to \mathbb{R}$ be the functions defined for $F \in \mathcal{F}$ by
\[
a(F) = \min_{x \in X} d_F(x) \quad \text{and} \quad b(F) = \max_{x \in X} d_F(x).\]

As $X$ is compact, the above values are well-defined. Recall that the continuous image of a compact connected set is compact connected, and that the compact connected subsets of $\mathbb{R}$ are the closed bounded intervals. It follows that for each $F \in \mathcal{F}$, $d_F(X) = [a(F), b(F)]$. To prove the existence of such an $m(X, d) \in \mathbb{R}$, it will be sufficient to show that
\[
\bigcap_{F \in \mathcal{F}} d_F(X) \neq \emptyset.
\]

Let $F = (x_1, \ldots, x_m) \in \mathcal{F}$ and let $G = (y_1, \ldots, y_n) \in \mathcal{F}$. As a metric is symmetric, we have that
\[
m \sum_{i=1}^{n} d_F(y_i) = m \sum_{i=1}^{n} \frac{1}{m} \sum_{j=1}^{m} d(y_i, x_j)
\]
\[
= \sum_{j=1}^{m} \sum_{i=1}^{n} d(x_j, y_i)
\]
\[
= n \sum_{j=1}^{m} \frac{1}{n} \sum_{i=1}^{n} d(x_j, y_i)
\]
\[
= n \sum_{j=1}^{m} d_G(x_j).
\]

Suppose that $d_F(y_i) > d_G(x_j)$ for all $i$ and $j$. Then
\[
\sum_{i=1}^{n} \sum_{j=1}^{m} d_F(y_i) > \sum_{i=1}^{n} \sum_{j=1}^{m} d_G(x_j),
\]
giving the contradiction
\[
m \sum_{i=1}^{n} d_F(y_i) > n \sum_{j=1}^{m} d_G(x_j).
\]

Hence $d_F(y_i) \leq d_G(x_j)$ for some $i$ and $j$, giving that $a(F) \leq b(G)$. As this holds for all $F, G \in \mathcal{F}$, we obtain
\[
\sup_{F \in \mathcal{F}} a(F) \leq \inf_{F \in \mathcal{F}} b(F).
\]
It follows that \( \bigcap_F d_F(X) \neq \emptyset \), establishing the existence of such an \( m(X, d) \in \mathbb{R} \). As each
\[
m \in \left[ \sup_{F \in \mathcal{F}} a(F), \inf_{F \in \mathcal{F}} b(F) \right]
\]
has the property required of \( m(X, d) \), to demonstrate that such a number is unique, it remains to be shown that
\[
\sup_{F \in \mathcal{F}} a(F) = \inf_{F \in \mathcal{F}} b(F) = \max_{\mu \in \mathcal{M}^1(X)} \min_{\nu \in \mathcal{M}^1(X)} I(\mu, \nu).
\]
Note that by Corollary 3.2.2 and the compactness of \( \mathcal{M}^1(X) \), the above values are well-defined.

Now, each member of \( \mathcal{F} \) can be naturally associated with a member of \( \mathcal{F}^1(X) \), the set of atomic probability measures, by way of the mapping \((x_1, \ldots, x_n) \mapsto \frac{1}{n} \sum_{i=1}^{n} \delta_{x_i}\). We now regard \( a \) and \( b \) as the functions \( a : \mathcal{F}^1(X) \to \mathbb{R} \) and \( b : \mathcal{F}^1(X) \to \mathbb{R} \) defined for \( \mu \in \mathcal{F}^1(X) \) by
\[
a(\mu) = \min_{x \in X} d_\mu(x) \quad \text{and} \quad b(\mu) = \max_{x \in X} d_\mu(x).
\]
Let \( \mu \in \mathcal{F}^1(X) \) and let \((\mu_n) \in \mathcal{F}^1(X)\) be a sequence such that \( \mu_n \to^* \mu \). Then by Lemma 3.1.3, \((d_{\mu_n})\) converges uniformly to \( d_\mu \) and it is a routine exercise to show that \( a(\mu_n) \to a(\mu) \) and \( b(\mu_n) \to b(\mu) \). We then have that \( a \) and \( b \) are continuous.

Now, let \( \nu \in \mathcal{M}^1(X) \) and let \((\nu_n) \in \mathcal{F}^1(X)\) be a sequence such that \( \nu_n \to^* \nu \). As \( \mathcal{F}^1(X) \) is dense in the complete space \( \mathcal{M}^1(X) \), Lemma 4.1.3 asserts that the functions \( \alpha : \mathcal{M}^1(X) \to \mathbb{R} \) and \( \beta : \mathcal{M}^1(X) \to \mathbb{R} \) defined by
\[
\alpha(\nu) = \lim_{n \to \infty} a(\nu_n) \quad \text{and} \quad \beta(\nu) = \lim_{n \to \infty} b(\nu_n),
\]
are continuous extensions of \( a \) and \( b \). By the definition of \( \alpha(\nu) \) and the fact that \( d_{\nu_n} \to d_\nu \), we have that
\[
\min_{x \in X} d_{\nu_n}(x) \to \alpha(\nu) \quad \text{and} \quad \min_{x \in X} d_{\nu_n}(x) \to \min_{x \in X} d_\nu(x),
\]
That is,
\[
\alpha(\nu) = \min_{x \in X} d_\nu(x),
\]
and similarly,
\[ \beta(\nu) = \max_{x \in X} d_\nu(x). \]

Also, it is easily shown that
\[
\begin{align*}
\sup_{F \in \mathcal{F}} a(F) &= \max_{\mu \in \mathcal{M}(X)} \alpha(\mu) = \max_{\mu \in \mathcal{M}(X)} \min_{x \in X} d_\mu(x), \\
\inf_{F \in \mathcal{F}} b(F) &= \min_{\mu \in \mathcal{M}(X)} \beta(\mu) = \min_{\mu \in \mathcal{M}(X)} \max_{x \in X} d_\mu(x).
\end{align*}
\]

Let \( \nu \in \mathcal{M}(X) \). Using Proposition 3.2.4, the mapping \( \mathcal{M}(X) \to \mathbb{R} \) such that \( \mu \mapsto I(\mu, \nu) \) is continuous and linear, and hence convex. Bauer’s maximum principle then gives that this mapping will attain its maximum value at some extreme point of \( \mathcal{M}(X) \), which by Proposition 2.1.2 is some measure \( \delta_{x_0} \), where \( x_0 \in X \). Hence
\[
\max_{\mu \in \mathcal{M}(X)} I(\mu, \nu) = \max_{x \in X} I(\delta_{x_0}, \nu) = \max_{x \in X} \int f(z, y) d\delta_{x_0}(z) d\nu(y) = \max_{x \in X} \int f(x, y) d\nu(y) = \max_{x \in X} d_\nu(x) = b(\nu),
\]
and by taking the minimum over \( \nu \in \mathcal{M}(X) \), we obtain
\[
\min_{\nu \in \mathcal{M}(X)} \max_{\mu \in \mathcal{M}(X)} I(\mu, \nu) = \min_{\nu \in \mathcal{M}(X)} b(\nu) = \inf_{F \in \mathcal{F}} b(F).
\]

Similarly,
\[
\max_{\mu \in \mathcal{M}(X)} \min_{\nu \in \mathcal{M}(X)} I(\mu, \nu) = \max_{\mu \in \mathcal{M}(X)} a(\mu) = \sup_{F \in \mathcal{F}} a(F).
\]

Using Ville’s Minimax Theorem, we have
\[
\sup_{F \in \mathcal{F}} a(F) = \inf_{F \in \mathcal{F}} b(F) = \max_{\mu \in \mathcal{M}(X)} \min_{\nu \in \mathcal{M}(X)} I(\mu, \nu),
\]
as required. \( \square \)

We note that our proof of the Gross-Stadje Theorem may also be user to demon-
strate Stadje’s result concerning a compact connected Hausdorff space and a con-
tinuous symmetric function. It is possible to generalise the space by investigating
weak-* convergence of probability measures on compact Hausdorff spaces (the interested reader is referred to Choquet [13, pg. 217]), where it is found that the properties we required of the space of measures still hold. It is much easier to generalise the metric to a continuous symmetric function, as each inference in the proof using the metric and its associated functionals studied in Chapter 3 relied on no properties of a metric other than continuity and symmetry. A more general approach to the functionals studied in Chapter 3 would give the generalisation immediately.

We note that Cleary et al. [16, pg. 268] make the comment that “the uniqueness of \( m(X,d) \) is essentially equivalent to the mini-max theorem, whereas the existence of \( m(X,d) \) corresponds to the trivial mini-max inequality. This is why the existence of \( m(X,d) \) is easier to prove than [its] uniqueness”.

The following generalisation of the Gross-Stadje Theorem is due to Graham Elton, and has been announced without proof in papers of Cleary et al. [16, pg. 266], Morris and Nickolas [38, pg. 463] and Yost [57, pg. 333]. The statement of the result as given here assumes that \( m(X,d) \) is defined and exists for a compact connected metric space \( X \), as in Theorem 1.1.1.

**Theorem 4.1.5** (Gross-Stadje Theorem). Let \((X,d)\) be a compact connected metric space. Then for all \( \mu \in \mathcal{M}^1(X) \) there exists \( y \in X \) such that \( d_\mu(y) = m(X,d) \).

**Proof.** Let \( \mu \in \mathcal{M}^1(X) \). If \( \mu \) is an atomic measure then there exists \( x_1, \ldots, x_n \in X \) such that \( \mu = \sum_{i=1}^n \delta_{x_i} \). Hence using Theorem 4.1.4, there exists \( y \in X \) such that

\[
d_\mu(y) = \int d(x,y) \, d\mu(x) = \frac{1}{n} \sum_{i=1}^n d(x_i, y) = m(X,d).
\]

Otherwise, let \( (\mu_n) \in \mathcal{M}^1(X) \) be a sequence of atomic measures such that \( \mu_n \rightarrow^* \mu \) and let \( (y_n) \in X \) be a sequence such that for each \( n \), \( d_{\mu_n}(y_n) = m(X,d) \). As \( X \) is compact, there exists a subsequence \( (y_{k_n}) \) of \( (y_n) \) which converges to some \( y \in X \).
Then $\mu_{k_n} \to^{*} \mu$ and for all $n \in \mathbb{N},$

$$|m(X, d) - d_{\mu}(y)| \leq |d_{\mu_{k_n}}(y_{k_n}) - d_{\mu_{k_n}}(y)| + |d_{\mu_{k_n}}(y) - d_{\mu}(y)|$$

$$\leq \int |d(x, y_{k_n}) - d(x, y)| \, d\mu_{k_n}(x) + |d_{\mu_{k_n}}(y) - d_{\mu}(y)|$$

$$\leq \int d(y_{k_n}, y) \, d\mu_{k_n}(x) + |d_{\mu_{k_n}}(y) - d_{\mu}(y)|$$

$$= d(y_{k_n}, y) + |d_{\mu_{k_n}}(y) - d_{\mu}(y)|.$$

Now, $d(y_{k_n}, y) \to 0$ as $n \to \infty$. As the mapping $X \to \mathbb{R}$ such that $x \mapsto d(x, y)$ is continuous and bounded,

$$|d_{\mu_{k_n}}(y) - d_{\mu}(y)| = \left| \int d(x, y) \, d\mu_{k_n}(x) - \int d(x, y) \, d\mu(x) \right| \to 0$$

as $n \to \infty$. It follows that $d_{\mu}(y) = m(X, d)$.

$\Box$

### 4.2 Properties of $m(X, d)$

We now present some elementary properties of the Gross-Stadje number. These properties concern the permissible values for $m(X, d)$, and certain attributes of $m$ when considered as a real-valued mapping.

The following property of $m(X, d)$ is given by both Gross [24, pg. 52] and Stadje [48, pg. 277-278]. Our proof is due to Stadje.

**Proposition 4.2.1.** Let $(X, d)$ be a compact connected metric space with at least two points. Then

$$\frac{D(X, d)}{2} \leq m(X, d) < D(X, d).$$

**Proof.** As $X$ is compact, there exist $x_1, x_2 \in X$ such that $d(x_1, x_2) = D(X, d)$. Then for all $y \in X$, by the triangle inequality we have that

$$\frac{1}{2} \sum_{i=1}^{2} d(x_i, y) = \frac{1}{2} (d(x_1, y) + d(x_2, y)) \geq \frac{d(x_1, x_2)}{2} = \frac{D(X)}{2}.$$

Hence $D(X)/2 \leq m(X, d)$. 
Let \( r = D(X, d)/2 > 0 \). As \( X \) is compact, there exist \( x_1, \ldots, x_n \in X \) such that the collection of open spheres centred at the \( x_i \) of radius \( r \) covers \( X \). Then for all \( y \in X \), there exists \( j \in \{1, \ldots, n\} \) such that 
\[
d(x_j,y) < D(X,d)/2
\]
and
\[
\frac{1}{n} \sum_{i=1}^{n} d(x_i,y) = \frac{1}{n} \sum_{i=1,i\neq j}^{n} d(x_i,y) + \frac{1}{n} d(x_j,y)
\leq \frac{n-1}{n} D(X,d) + \frac{D(X,d)}{2n}
= \frac{2n-1}{2n} D(X,d)
< D(X,d).
\]

It follows that \( m(X,d) < D(X,d) \). \( \Box \)

We note the following property of \( m(X) \) given by both Gross [24, pg. 53] and Stadje [48, pg. 278], which is interesting for two reasons. Firstly, it shows that our bounds for \( m(X) \) cannot be improved. Secondly it shows that \( m(X,d) \) is not a topological property of \( (X,d) \).

**Proposition 4.2.2.** Let \( D,m > 0 \) such that \( D/2 \leq m < D \). Then there exists a compact connected metric space \( (X,d) \) homeomorphic to the Euclidean space \([0,1]\) (equipped with its usual metric) such that \( m(X,d) = m \).

The proof of the following property is due to Yost [57, pg. 334].

**Proposition 4.2.3.** Let \((X,d)\) be a compact connected metric space and let \( \alpha \leq \beta \). If for all \( \mu \in \mathcal{M}(X) \) there exists \( y \in X \) such that \( \alpha \leq d_\mu(y) \leq \beta \) then
\[
\alpha \leq m(X) \leq \beta.
\]

**Proof.** Suppose that for all \( \mu \in \mathcal{M}(X) \) there exists \( y \in X \) such that \( \alpha \leq d_\mu(y) \leq \beta \), which gives that
\[
\alpha \leq \max_{y \in X} d_\mu(y) \quad \text{and} \quad \min_{y \in X} d_\mu(y) \leq \beta.
\]

Hence
\[
\alpha \leq \min_{\mu \in \mathcal{M}(X)} \max_{y \in X} d_\mu(y) = m(X) = \max_{\mu \in \mathcal{M}(X)} \min_{y \in X} d_\mu(y) \leq \beta. \quad \Box
\]
Corollary 4.2.4. Let \((X, d)\) be a compact connected metric space and let \(\alpha \leq \beta\).
If for all \(\mu \in \mathcal{M}^1(X)\) of the form \(\mu = (1/n) \sum_{i=1}^n \delta_{x_i}\) there exists \(y \in X\) such that \(\alpha \leq d_\mu(y) \leq \beta\) then \(\alpha \leq m(X) \leq \beta\).

For our remaining results, we will consider \(m(X, d)\) to be a real-valued function. To do so however, we must first construct a "universe" of compact connected metric spaces. Let \((S, d)\) be a metric space. Then \(H(S, d)\) will denote the set of compact non-empty subspaces of \((S, d)\), and \(\overline{H}(S, d)\) will denote the subset of \(H(S, d)\) consisting precisely of those spaces which are connected. Note that these sets are non-empty, as they necessarily contain each singleton subspace of \((S, d)\). We now consider \(m\) to be a function \(m: \overline{H}(S, d) \to \mathbb{R}\) which assigns to each \(X \in \overline{H}(S, d)\) its Gross Stadje number.

We postpone the proof of the following result until Proposition 4.5.9, where we will show the result by directly calculating the Gross-Stadje numbers of certain subspaces of \(\mathbb{R}^2\).

Proposition 4.2.5. In general, \(m\) is not monotonic with respect to subset inclusion; that is, there exists a metric space \((S, d)\) and \(A, B \in \overline{H}(S, d)\) such that \(A \subseteq B\) and \(m(A, d) > m(B, d)\).

Our remaining property of the Gross-Stadje number concerns the continuity of \(m: \overline{H}(S, d) \to \mathbb{R}\), a discussion of which requires a suitable metric on the space \(\overline{H}(S, d)\). Let \(h: H(S, d) \times H(S, d) \to \mathbb{R}\) be the function defined for \(X, Y \in H(S, d)\) by
\[
h(X, Y) = \max \left\{ \max_{x \in X} \min_{y \in Y} d(x, y), \max_{y \in Y} \min_{x \in X} d(x, y) \right\}.
\]
Then \(h\) is the well-known Hausdorff metric on \(H(S, d)\), a full discussion of which is found in [25, Section 28]. We will assume from now on that \(H(S, d)\) and \(\overline{H}(S, d)\) are equipped with this metric.

Theorem 4.2.6. Let \((S, d)\) be a metric space and let \(h\) denote the Hausdorff metric on \(H(S, d)\). Then for all \(X, Y \in H(S, d)\), \(|m(Y, d) - m(X, d)| < 2h(X, Y)\).
Further, \(m: \overline{H}(S, d) \to \mathbb{R}\) is uniformly continuous.
Proof. Let \( X, Y \in \overline{H}(S, d) \) and let \( x_1, \ldots, x_n \in X \). Then there exist \( y_1, \ldots, y_n \in Y \) such that \( d(x_i, y_i) \leq h(X, Y) \) for each \( i \). Let \( \mu = (1/n) \sum_{i=1}^{n} \delta_{x_i} \in \mathcal{M}^1(X) \) and let \( \nu = (1/n) \sum_{i=1}^{n} \delta_{y_i} \in \mathcal{M}^1(Y) \), let \( y \in Y \) such that \( d_\nu(y) = m(Y,d) \) and let \( x \in X \) such that \( d(x, y) \leq h(X, Y) \). Then

\[
|m(Y) - d_\mu(x)| = \left| \frac{1}{n} \sum_{i=1}^{n} d(y, y_i) - \frac{1}{n} \sum_{i=1}^{n} d(x, x_i) \right| \\
\leq \frac{1}{n} \sum_{i=1}^{n} |d(y, y_i) - d(x, x_i)| \\
\leq \frac{1}{n} \sum_{i=1}^{n} |d(y, y_i) - d(x, y)| + \frac{1}{n} \sum_{i=1}^{n} |d(x, y) - d(x, x_i)| \\
\leq \frac{1}{n} \sum_{i=1}^{n} h(X, Y) + \frac{1}{n} \sum_{i=1}^{n} h(X, Y) \\
= 2h(X, Y).
\]

That is, for all \( \mu \in \mathcal{M}^1(X) \) of the form \( \mu = (1/n) \sum_{i=1}^{n} \delta_{x_i} \), there exists \( x \in X \) such that \( m(Y,d) - 2h(X,Y) \leq d_\mu(x) \leq m(Y,d) + 2h(X,Y) \). It follows from Corollary 4.2.4 that

\[
m(Y,d) - 2h(X,Y) \leq m(X,d) \leq m(Y,d) + 2h(X,Y),
\]

and similarly it can be shown that

\[
m(X,d) - 2h(X,Y) \leq m(Y,d) \leq m(X,d) + 2h(X,Y).
\]

Hence \( |m(Y,d) - m(X,d)| < 2h(X,Y) \), and \( m \) is uniformly continuous.

4.3 Properties of \( M(X, d) \)

We now present some elementary properties of \( M(X, d) \). We firstly characterise \( M(X, d) \) using measures, and present some results arising from this characterisation. We then consider properties of \( M(X, d) \) which are similar in character to those which we discussed for \( m(X,d) \).
Theorem 4.3.1. Let \((X, d)\) be a compact metric space. Then

\[ M(X, d) = \sup_{\mu \in \mathcal{M}(X)} I(\mu). \]

Proof. Let

\[ A = \sup_n \sum_{i=1}^{n} \sum_{j=1}^{n} w_i w_j d(x_i, x_j), \]

where the supremum is taken over \(n \in \mathbb{N}\) and \(x_1, \ldots, x_n \in X\) and \(w_1, \ldots, w_n > 0\) such that \(\sum_{i=1}^{n} w_i = 1\), and let

\[ B = \sup_{\mu \in \mathcal{M}(X)} I(\mu). \]

We want to show that \(A = B\).

Let \(n \in \mathbb{N}\), let \(x_1, \ldots, x_n \in X\) and let \(w_1, \ldots, w_n > 0\) such that \(\sum_{i=1}^{n} w_i = 1\). Let

\[ \mu = \sum_{i=1}^{n} w_i \delta_{x_i} \in \mathcal{M}(X). \]

Then

\[ \sum_{i=1}^{n} \sum_{j=1}^{n} w_i w_j d(x_i, x_j) = \int \int d(x, y) d\mu(x) d\mu(y) = I(\mu) \leq B, \]

giving that \(A \leq B\). It remains to be shown that \(B \leq A\).

Let \(\mu \in \mathcal{M}(X)\) and let \((\mu_n) \in \mathcal{M}(X)\) be a sequence of atomic measures such that \(\mu_n \rightarrow^* \mu\). Then each \(\mu_n\) is of the form \(\sum_{i=1}^{m} w_i \delta_{x_i}\), where \(m \in \mathbb{N}\) and \(x_1, \ldots, x_m \in X\) and \(w_1, \ldots, w_m > 0\) such that \(\sum_{i=1}^{m} w_i = 1\). Hence \(I(\mu_n)\) is of the form

\[ \sum_{i=1}^{m} \sum_{j=1}^{m} w_i w_j d(x_i, x_j), \]

and \(I(\mu_n) \leq A\) for each \(n\). Since by Corollary 3.2.3 we know that \(I\) is continuous on \(\mathcal{M}(X)\), we have that \(I(\mu) \leq A\). Hence \(B \leq A\), as required.

Given that for a compact metric space \(X\), \(\mathcal{M}(X)\) is compact and metrizable and \(I: \mathcal{M}(X) \rightarrow \mathbb{R}\) is continuous, it is a standard compactness argument to show that \(M(X) = I(\mu)\) for some \(\mu \in \mathcal{M}(X)\). We say that \(\mu\) is an \(M\)-maximal measure.

Definition 4.3.2. Let \(X\) be a compact metric space and let \(\mu \in \mathcal{M}(X)\). If \(M(X) = I(\mu)\) then \(\mu\) is an \(M\)-maximal measure.
4.3. PROPERTIES OF $M(X,D)$

The following is found in Björck [8, pg. 256].

**Theorem 4.3.3.** There exists an $M$-maximal measure on every compact metric space.

*Proof.* Let $X$ be a compact metric space and let $(\mu_n) \in \mathcal{M}^1(X)$ be a sequence such that $I(\mu_n) \to M(X)$. As $\mathcal{M}^1(X)$ is compact and metrizable there exists a subsequence $(\mu_{k_n})$ and $\mu \in \mathcal{M}^1(X)$ such that $\mu_{k_n} \to^* \mu$. Then $I(\mu_{k_n}) \to M(X)$, and as by Corollary 3.2.3 we know that $I: \mathcal{M}^1(X) \to \mathbb{R}$ is continuous, it follows that $I(\mu_{k_n}) \to I(\mu)$. Hence $M(X) = I(\mu)$, giving then that $\mu$ is $M$-maximal. \hfill \qed

We will discuss the uniqueness of $M$-maximal measures on compact metric spaces in Chapter 6.

The following results are due to Björck [8, pg. 256-257].

**Lemma 4.3.4.** Let $X$ be a compact metric space, let $\mu \in \mathcal{M}^1(X)$ be an $M$-maximal measure and let $\nu \in \mathcal{M}(X)$ such that $\nu(X) = 0$ and $\mu + \nu \geq 0$. Then $I(\mu, \nu) \leq 0$.

*Proof.* Let $\varepsilon \in (0,1]$ and let $\lambda = \mu + \varepsilon \cdot \nu$. We want to show that $\lambda \in \mathcal{M}^1(X)$. Let $A \in \mathcal{B}(X)$. If $\nu(A) \geq 0$, then it is clear that $\lambda(A) \geq 0$. Otherwise, if $\nu(A) < 0$ then $\nu(A) < \varepsilon \cdot \nu(A)$, giving that $0 \leq \mu(A) + \varepsilon \cdot \nu(A) < \mu(A) + \varepsilon \cdot \nu(A) = \lambda(A)$. Hence $\lambda$ is a positive measure, and as $\lambda(X) = 1$ it follows that $\lambda \in \mathcal{M}^1(X)$.

Now, $M(X) \geq I(\lambda) = I(\mu) + \varepsilon^2 I(\nu) + 2\varepsilon I(\mu, \nu) = M(X) + \varepsilon^2 I(\nu) + 2\varepsilon I(\mu, \nu),$ giving that

$$I(\mu, \nu) \leq -\varepsilon \frac{I(\nu)}{2} \leq \varepsilon \left| \frac{I(\nu)}{2} \right|.$$ 

Letting $\varepsilon \to 0$, we obtain $I(\mu, \nu) \leq 0$. \hfill \qed

**Theorem 4.3.5.** Let $(X,d)$ be a compact metric space and let $\mu \in \mathcal{M}^1(X)$ be an $M$-maximal measure. Then for all $x \in X$, $d_\mu(x) \leq M(X,d)$, with equality holding when $x$ belongs to the support of $\mu$.

*Proof.* Recall that $C_\mu$ denotes the support of $\mu$. Suppose that there exists $x_1 \in C_\mu$ and $x_2 \in X$ such that $d_\mu(x_1) < d_\mu(x_2)$. Let $a = d_\mu(x_2)$ and let $b = d_\mu(x_1)$. Then as
$d_\mu$ is continuous, there exists $\delta > 0$ such that for all $y_1, y_2 \in X$,

$$d(y_1, y_2) < \delta \Rightarrow |d_\mu(y_1) - d_\mu(y_2)| < \frac{a - b}{2}.$$  

Note that $x_1 \neq x_2$. Let $r = \min\{|x_1 - x_2|, \delta\} > 0$, and let $U$ be the open ball centred at $x_1$ of radius $r$ in $X$. Then $x_2 \not\in U$ and for all $x \in U$,

$$0 \leq d_\mu(x) \leq d_\mu(x_1) + \frac{a - b}{2} = \frac{a + b}{2}.$$  

Also, $\mu(U) > 0$ as $x_1 \in C_\mu$.

Let $\nu \in \mathcal{M}(X)$ be the measure defined for $A \in \mathcal{B}(X)$ by

$$\nu(A) = \mu(U) \cdot \delta_{x_2}(A) - \mu(A \cap U).$$

Then $\nu(X) = 0$, and we have that

$$I(\mu, \nu) = \int d_\mu \, d\nu$$

$$= d_\mu(x_2) \cdot \mu(U) - \int_U d_\mu \, d\mu$$

$$\geq d_\mu(x_2) \cdot \mu(U) - \int_U \frac{a + b}{2} \, d\mu$$

$$= a \cdot \mu(U) - \frac{a + b}{2} \cdot \mu(U)$$

$$= \frac{a - b}{2} \cdot \mu(U)$$

$$> 0.$$  

Now, for all $A \in \mathcal{B}(X)$

$$(\mu + \nu)(A)$$

$$= \mu(A) + \nu(A \cap U) + \nu(A \cap (X \setminus U))$$

$$= \mu(A) + \mu(U) \cdot \delta_{x_2}(A \cap U) - \mu(A \cap U) + \mu(U) \cdot \delta_{x_2}(A \cap (X \setminus U)) - \mu(\emptyset)$$

$$= \mu(A \cap (X \setminus U)) + \mu(U) \cdot (\delta_{x_2}(A \cap U) + \delta_{x_2}(A \cap (X \setminus U)))$$

$$\geq 0.$$  

Hence by Lemma 4.3.4, $I(\mu, \nu) \leq 0$, which is a contradiction. It follows that for all $x_1 \in C_\mu$ and for all $x_2 \in X$, $d_\mu(x_1) \geq d_\mu(x_2)$. It is easily seen that $d_\mu$ is constant.
4.3. PROPERTIES OF \( M(X, D) \)

Let \( M \in \mathbb{R} \) such that for all \( x \in X \), \( d_\mu(x) \leq M \) with equality holding when \( x \in C_\mu \). Then

\[
M(X) = I(\mu) = \int_{C_\mu} d_\mu d\mu = \int_{C_\mu} M d\mu = M. \quad \square
\]

We note that the previous result gives that when \( \mu \in \mathcal{M}^1(X) \) is an \( M \)-maximal measure on a compact metric space \( X \), \( d_\mu \) is constant on the support of \( \mu \). Also, in general it is not required that \( d_\mu(x) < M(X) \) for all \( x \in X \setminus C_\mu \). For example, let \( X = [0, 1] \) and let \( \mu = (1/2)\delta_0 + (1/2)\delta_1 \in \mathcal{M}^1([0, 1]) \). Then \( I(\mu) = 1/2 \) and by Proposition 1.2.3, \( \mu \) is an \( M \)-maximal measure on \([0, 1]\). Note that for all \( x \in C_\mu \),

\[
d_\mu(x) = \frac{1}{2} \cdot |0 - x| + \frac{1}{2} \cdot |1 - x| = \frac{1}{2} = M([0, 1]).
\]

We now discuss the range of permissible values for \( M(X, d) \). The fact that \( M(X, d) < D(X) \) was first established by Peter Nickolas, using a graph-theoretic proof, but we will prove the result using measures.

**Proposition 4.3.6.** Let \((X, d)\) be a compact metric space with at least two points. Then

\[
\frac{D(X, d)}{2} \leq M(X, d) < D(X, d).
\]

Further, if \((X, d)\) is connected then \( m(X, d) \leq M(X, d) \).

**Proof.** As \((X, d)\) is compact, there exist \( x_1, x_2 \in X \) such that \( d(x_1, x_2) = D(X, d) \). By letting

\[
\mu = \frac{1}{2} \delta_{x_1} + \frac{1}{2} \delta_{x_2} \in \mathcal{M}^1(X),
\]

we then obtain

\[
M(X, d) \geq I(\mu) = \sum_{i=1}^{2} \sum_{j=1}^{2} d(x_i, x_j) = \frac{D(X, d)}{2}.
\]

Now, let \( \mu \in \mathcal{M}^1(X) \) be an \( M \)-maximal measure and recall that \( C_\mu \) denotes the support of \( \mu \). Let \( x_0 \in C_\mu \) and let \( U = \{x \in X : d(x, x_0) < D(X, d)/4\} \). As \( d \) is
continuous, $U$ is an open subset of $X$ and since $x_0 \in C_\mu$, $\mu(U) > 0$. It follows that

\[
d_\mu(x_0) = \int_U d(x, x_0) \, d\mu(x) + \int_{X \setminus U} d(x, x_0) \, d\mu(x) \\
\leq \int_U \frac{D(X, d)}{4} \, d\mu + \int_{X \setminus U} D(X, d) \, d\mu \\
= D(X, d) \left( \frac{1}{4} \cdot \mu(U) + \mu(X \setminus U) \right) \\
< D(X, d) \cdot \mu(X) \\
= D(X, d).
\]

Using Theorem 4.3.5, we then have that $d_\mu(x) < D(X)$ for all $x \in X$. As the continuous image of a compact set is compact, $d_\mu(X)$ must be compact, and there exists $c \in \mathbb{R}$ such that $d_\mu(x) \leq c < D(X)$ for all $x \in X$. Hence

\[
M(X, d) = I(\mu) = \int d_\mu \, d\mu \leq \int c \, d\mu = c < D(X, d).
\]

Now, suppose that $(X, d)$ is connected. Then by Theorem 4.1.4, there exists $\mu \in M^1(X)$ such that

\[
m(X, d) = \min_{y \in X} d_\mu(y).
\]

Hence

\[
m(X, d) = \int m(X, d) \, d\mu \leq \int d_\mu \, d\mu = I(\mu) \leq M(X, d). \quad \Box
\]

Finally, we now consider $M$ to be a mapping $M: H(S, d) \to \mathbb{R}$ for some metric space $(S, d)$. Recall from Section 4.2 that $H(S, d)$ is the set of compact subspaces of $(S, d)$, and is itself a metric space, equipped with the Hausdorff metric.

**Theorem 4.3.7.** Let $(S, d)$ be a metric space. Then

1. The mapping $M: H(S, d) \to \mathbb{R}$ is monotonic with respect to subset inclusion.

2. For all $X, Y \in H(S, d)$, $|M(X) - M(Y)| \leq 2h(X, Y)$.

3. The mapping $M: H(S, d) \to \mathbb{R}$ is continuous.
4.3. PROPERTIES OF $M(X,D)$

Proof. To show that $M$ is monotonic, let $X,Y \in H(S,d)$ such that $X \subseteq Y$ and let $\mu \in \mathcal{M}^1(X)$ be an $M$-maximal measure on $X$. Noting that $X \in \mathcal{B}(Y)$, let $\nu \in \mathcal{M}^1(Y)$ be defined for $A \in \mathcal{B}(Y)$ by $\nu(A) = \mu(A \cap X)$. Then

$$M(X) = I(\mu) = I(\nu) \leq M(Y).$$

Let $X,Y \in H(S,d)$, let $\mu \in \mathcal{M}^1(X)$ be an $M$-maximal measure on $X$ and let $(\mu_n) \in \mathcal{M}^1(X)$ be a sequence of atomic measures such that $\mu_n \to^* \mu$. For each $n$, write $\mu_n = \sum_{i=1}^{k_n} w_{ni} \delta_{x_{ni}}$ where for each $n \in \mathbb{N}$, $k_n \in \mathbb{N}$ and for each $i = 1, \ldots, k_n$, $x_{ni} \in X$. Given that for each $x_{ni} \in X$, there exists $y_{ni} \in Y$ such that $d(x_{ni}, y_{ni}) \leq h(X,Y)$, let $(\nu_n) \in \mathcal{M}^1(Y)$ be a sequence defined for $n \in \mathbb{N}$ by $\nu_n = \sum_{i=1}^{k_n} w_{ni} \delta_{y_{ni}}$. We then have that

$$|I(\mu_n) - I(\nu_n)| = \left| \sum_{i=1}^{k_n} \sum_{j=1}^{k_n} w_{ni} w_{nj} d(x_{ni}, x_{nj}) - \sum_{i=1}^{k_n} \sum_{j=1}^{k_n} w_{ni} w_{nj} d(y_{ni}, y_{nj}) \right|$$

$$\leq \sum_{i=1}^{k_n} \sum_{j=1}^{k_n} w_{ni} w_{nj} \left( |d(x_{ni}, x_{nj}) - d(x_{ni}, y_{nj})| + |d(x_{ni}, y_{nj}) - d(y_{ni}, y_{nj})| \right)$$

$$\leq \sum_{i=1}^{k_n} \sum_{j=1}^{k_n} w_{ni} w_{nj} \left( d(x_{nj}, y_{nj}) + d(x_{ni}, y_{ni}) \right)$$

$$\leq \sum_{i=1}^{k_n} \sum_{j=1}^{k_n} w_{ni} w_{nj} \cdot 2h(X,Y)$$

$$\leq 2h(X,Y) \sum_{i=1}^{k_n} w_{ni} \sum_{j=1}^{k_n} w_{nj}$$

$$= 2h(X,Y).$$

Hence for each $n$, $I(\mu_n) \leq 2h(X,Y) + I(\nu_n) \leq 2h(X,Y) + M(Y)$, and as $I(\cdot)$ is continuous on $\mathcal{M}^1(X)$, we then have that $M(X) \leq 2h(X,Y) + M(Y)$. Similarly, $M(Y) \leq 2h(X,Y) + M(X)$, giving that

$$|M(X) - M(Y)| \leq 2h(X,Y).$$

That $M$ is continuous is immediate. \qed
4.4 Properties of $\overline{M}(X, d)$

We now characterise $\overline{M}(X, d)$ using measures. Aside from this characterisation, for now we will merely comment on properties of $\overline{M}(X, d)$. We will find it necessary to study quasihypermetric spaces to provide a meaningful discussion on $\overline{M}(X, d)$. This class of metric spaces is investigated in Chapter 5, and we will return to studying properties of $\overline{M}(X, d)$ in Chapter 6.

**Proposition 4.4.1.** Let $(X, d)$ be a compact metric space. Then

$$\overline{M}(X, d) = \sup \{ \mu \},$$

where the supremum is taken over all $\mu \in \mathcal{M}(X)$ such that $\mu(X) = 1$.

**Proof.** Let

$$A = \sup \sum_{i=1}^{n} \sum_{j=1}^{n} w_i w_j d(x_i, x_j),$$

where the supremum is taken over $n \in \mathbb{N}$ and $x_1, \ldots, x_n \in X$ and $w_1, \ldots, w_n \in \mathbb{R}$ such that $\sum_{i=1}^{n} w_i = 1$, and let

$$B = \sup \{ \mu \},$$

where the supremum is taken over $\mu \in \mathcal{M}(X)$ such that $\mu(X) = 1$. We want to show that $A = B$. As in the proof of Proposition 4.3.1, it is easily shown that $A \leq B$, and it will be sufficient to show that $B \leq A$.

Let $\mu \in \mathcal{M}(X)$ such that $\mu(X) = 1$ and let $\varepsilon > 0$. Noting that $||\mu|| \neq 0$, by Lemma 2.3.23 there exists a partition $A_1, \ldots, A_n \in \mathcal{B}(X)$ of $X$ such that for each $i$,

$$D(A_i) < \frac{\varepsilon}{2 ||\mu||^2}.$$

Let $\nu = \sum_{i=1}^{n} \mu(A_i) \delta_{x_i} \in \mathcal{M}(X)$, where each $x_i$ is some point belonging to $A_i$. Then $\nu(X) = 1$ and

$$I(\nu) = \sum_{i=1}^{n} \sum_{j=1}^{n} \mu(A_i) \mu(A_j) d(x_i, x_j) \leq A.$$
Note that
\[ \|\nu\| \leq \sum_{i=1}^{n} |\mu(A_i)| \leq \sum_{i=1}^{n} |\nu|(A_i) = |\mu|(X) = \|\mu\|, \]
and
\[ \int_{A_i} d_\mu d\nu = \mu(A_i) d_\nu(x_i) = \int_{A_i} d_\mu(x_i) d\mu. \]
We then have
\[
|I(\mu) - I(\mu, \nu)| = \left| \sum_{i=1}^{n} \int_{A_i} d_\mu d\mu_i - \sum_{i=1}^{n} \int_{A_i} d_\mu d\nu \right|
\leq \sum_{i=1}^{n} \left| \int_{A_i} d_\mu d\mu_i - \int_{A_i} d_\mu d\nu \right|
\leq \sum_{i=1}^{n} \left| \int_{A_i} (d_\mu(x) - d_\mu(x_i)) d\mu(x) \right|
\leq \sum_{i=1}^{n} \int_{A_i} |d_\mu(x) - d_\mu(x_i)| d|\mu|(x).
\]
Now, for each \( i \) and for all \( x \in A_i \),
\[
|d_\mu(x) - d_\mu(x_i)| = \left| \int (d(x, y) - d(x_i, y)) d\mu(y) \right|
\leq \int |d(x, y) - d(x_i, y)| d|\mu|(y)
\leq \int d(x, x_i) d|\mu|(y)
< \int \frac{\varepsilon}{2\|\mu\|^2} d|\mu|
= \frac{\varepsilon}{2\|\mu\|}.
\]
It follows that
\[ |I(\mu) - I(\mu, \nu)| < \sum_{i=1}^{n} \int_{A_i} \frac{\varepsilon}{2\|\mu\|} d|\mu| = \frac{\varepsilon}{2\|\mu\|} \sum_{i=1}^{n} |\mu|(A_i) = \frac{\varepsilon}{2\|\mu\|} |\mu|(X) = \frac{\varepsilon}{2}. \]
Similarly, \( |I(\nu, \mu) - I(\nu)| < \varepsilon/2 \). Hence
\[ |I(\mu) - I(\nu)| \leq |I(\mu) - I(\mu, \nu)| + |I(\nu, \mu) - I(\nu)| < \frac{\varepsilon}{2} + \frac{\varepsilon}{2} = \varepsilon, \]
which gives that \( I(\mu) < I(\nu) + \varepsilon \leq A + \varepsilon \). By taking the infimum over \( \varepsilon \), we obtain
\( I(\mu) \leq A \), which gives that \( B \leq A \).
\[ \square \]
Given a compact metric space \( X \), it is now natural to ask if \( I : \mathcal{M}(X) \to \mathbb{R} \) attains the value \( \overline{M}(X) \) for some \( \mu \in \mathcal{M}(X) \) of unit mass, as we did for \( M(X) \).

**Definition 4.4.2.** Let \( X \) be a compact metric space and let \( \mu \in \mathcal{M}(X) \) such that \( \mu(X) = 1 \). If \( \overline{M}(X) = I(\mu) \) then \( \mu \) is an \( \overline{M} \)-maximal measure.

We state without proof the following result of Alexander [1, pg. 317-318].

**Proposition 4.4.3.** Let \( X \) be the closed unit ball in \( \mathbb{R}^3 \). Then \( \overline{M}(X) = 2 \) and there does not exist an \( \overline{M} \)-maximal measure on \( X \).

The following result concerning the range of permissible values for \( \overline{M}(X, d) \) may be proven using essentially the same argument which gives Propositions 4.3.6.

**Proposition 4.4.4.** Let \( X \) be a compact metric space. Then

\[
\frac{D(X)}{2} \leq M(X) \leq \overline{M}(X) \leq \infty.
\]

Further, if \( (X, d) \) is connected then \( m(X, d) \leq \overline{M}(X, d) \).

Finally, as in Section 4.3, we now consider \( M \) to be a mapping \( M : H(S, d) \to \mathbb{R} \). We will investigate if this mapping is continuous in Chapter 6, but for now we assert that this mapping is monotonic. The result may be proven by essentially the same argument which gives Proposition 4.3.7.

**Proposition 4.4.5.** For all metric spaces \( (S, d) \), the mapping \( \overline{M} : H(S, d) \to \mathbb{R} \) is monotonic with respect to subset inclusion.

### 4.5 Techniques for calculating \( m(X) \) and \( M(X) \)

We will now calculate \( m(X) \) and \( M(X) \) for various compact (connected) metric spaces \( X \). These constants are considerably easier to calculate in most spaces than \( \overline{M}(X) \). We will discuss values of \( \overline{M}(X) \) in Chapter 6. The examples we include here present a variety of techniques which may be used to calculate \( m(X) \) and \( M(X) \).
4.5.1 Max-min measures

Recall that if $X$ is a compact connected metric space, then

$$m(X) = \max_{\mu \in \mathcal{M}^1(X)} \min_{y \in X} d_\mu(y) = \min_{\mu \in \mathcal{M}^1(X)} \max_{y \in X} d_\mu(y).$$

**Definition 4.5.1.** Let $(X, d)$ be a compact connected metric space. If $\mu, \nu \in \mathcal{M}^1(X)$ such that

$$m(X, d) = \min_{y \in X} d_\mu(y) \quad \text{and} \quad m(X, d) = \max_{y \in X} d_\nu(y),$$

then $\mu$ is a max-min measure on $X$ and $\nu$ is a min-max measure on $X$.

Note that the above formulae for the Gross-Stadje number establish the existence of max-min and min-max measures on compact connected metric spaces.

Cleary et al. [16, pg. 261-262] have used max-min and min-max measures to calculate $m(X)$, where $X$ is the perimeter of an equilateral triangle. The proof requires a lemma of Cleary [15, pg. 44-45].

**Lemma 4.5.2.** Let $L$ be a line segment in $\mathbb{R}^2$ and let $a, b \in \mathbb{R}^2$ lie on a line segment parallel to $L$ such that the midpoint of $a$ and $b$ lies on the perpendicular bisector of $L$. Then

$$\min_{y \in L}(\|a - y\| + \|b - y\|)$$

is given by the midpoint of $L$, and

$$\max_{y \in L}(\|a - y\| + \|b - y\|)$$

is given by an endpoint of $L$.

**Proof.** Let $y \in L$. Then by the triangle inequality, $\|a - y\| + \|b - y\| \geq \|a - b\|$. As $y = (a + b)/2$ implies that $\|a - y\| + \|b - y\| = \|a - b\|$, we then have that

$$\min_{y \in L}(\|a - y\| + \|b - y\|)$$

is given by the midpoint of $L$. 
Let $c$ be an endpoint of $L$. Then $|a - y| + |b - y| \leq |a - y| + |b - c| + |c - y|$. Now, $|a - y| + |c - y| \to |a - c|$ as $y \to c$. Hence

$$|a - y| + |b - y| \leq |a - c| + |b - c|,$$

giving that

$$\max_{y \in L} (|a - y| + |b - y|)$$

is given by an endpoint of $L$. \hfill \Box

**Proposition 4.5.3.** Let $X$ be the perimeter of an equilateral triangle with sides of unit length. Then

$$m(X) = \frac{2 + \sqrt{3}}{6}.$$

**Proof.** Let $x_1, x_2$ and $x_3$ be the vertices of $X$ and let

$$\mu = \frac{1}{3} \delta_{x_1} + \frac{1}{3} \delta_{x_2} + \frac{1}{3} \delta_{x_3} \in M^1(X).$$

We want to minimise $d_\mu$ on $X$. Now for all $y \in X$, $d_\mu(y) = (1/3) \sum_{i=1}^3 |x_i - y|$, and by symmetry $d_\mu$ will attain its minimum value for some $y$ belonging to the line segment joining $x_1$ to $x_2$. By Lemma 4.5.2, the value of

$$\min_{y \in \overline{x_1x_2}} d_\mu(y) = (1/3) \left( 1 + \frac{\sqrt{3}}{2} \right) = \frac{2 + \sqrt{3}}{6}.$$

Let $x'_1, x'_2$ and $x'_3$ be the midpoints of the edges of $X$ and let

$$\nu = \frac{1}{3} \delta_{x'_1} + \frac{1}{3} \delta_{x'_2} + \frac{1}{3} \delta_{x'_3} \in M^1(X).$$

We want to maximise $d_\nu$ on $X$. Now for all $y \in X$, $d_\nu(y) = (1/3) \sum_{i=1}^3 |x'_i - y|$, and by symmetry $d_\nu$ will attain its maximum value for some $y$ belonging to the line segment joining $x_1$ to $x_2$. By Lemma 4.5.2, the value of

$$\max_{y \in \overline{x_1x_2}} d_\nu(y)$$

occurs when $y$ is the midpoint of $\overline{x_1x_2}$. Hence

$$\min_{y \in X} d_\mu(y) = \frac{1}{3} \left( 1 + \frac{\sqrt{3}}{2} \right) = \frac{2 + \sqrt{3}}{6}.$$
occurs when \( y \) is an endpoint of \( \overline{x_1x_2} \). Hence

\[
\max_{y \in X} d_\nu(y) = \frac{1}{3} \left( 1 + \frac{\sqrt{3}}{2} \right) = \frac{2 + \sqrt{3}}{6}.
\]

As

\[
\min_{y \in X} d_\mu(y) = \max_{y \in X} d_\nu(y),
\]

we have that \( \mu \) is a max-min measure and \( \nu \) is a min-max measure. Therefore,

\[
m(X) = \frac{2 + \sqrt{3}}{6}.
\]

Cleary and Morris [15, pg. 44-48] have generalised the proof of Proposition 4.5.3 to calculate the Gross-Stadje number of the perimeter of a regular polygon.

**Proposition 4.5.4.** Let \( X \) be the perimeter of a regular \( n \)-gon inscribed in a circle of radius 1. Then the probability measure uniformly distributed on the vertices of \( X \) are a max-min measure on \( X \), the probability measure uniformly distributed on the midpoints of the edges of \( X \) is a min-max measure on \( X \) and

\[
m(X) = \frac{2 + \sqrt{3}}{6}.
\]

**Proof.** Note that \( X \) is a compact connected metric space. Let \( P_0, \ldots, P_{n-1} \) be the vertices of \( X \) and let \( Q_0, \ldots, Q_{n-1} \) be the midpoints of the edges of \( X \), where each \( Q_i \) is the midpoint of the edge joining \( P_i \) and \( P_{i+1} \) (note the special case that \( Q_{n-1} \) is the midpoint of the edge joining \( P_0 \) and \( P_{n-1} \)). Each \( P_i \) may then be represented by

\[
P_i = \left( \cos \frac{2 \pi i}{n}, \sin \frac{2 \pi i}{n} \right).
\]

Let \( \mu \in \mathcal{M}^1(X) \) be the measure uniformly distributed on the \( P_i \); that is, let \( \mu = (1/n) \sum_{i=0}^{n-1} \delta_{P_i} \). We want to show that

\[
\min_{y \in X} d_\mu(y) = \frac{1}{n} \sum_{i=0}^{n-1} \| P_i - Q_0 \|.
\]

We consider two cases.
Case 1: $n$ is even. By Lemma 4.5.2, we have that for each $z = 2, \ldots, (n/2)$,
\[
\min_{y \in \overline{P_0P_1}} (\|P_i - y\| + \|P_{n+1-i} - y\|) = \|P_i - Q_0\| + \|P_{n+1-i} - Q_0\|.
\]
As
\[
\min_{y \in \overline{P_0P_1}} (\|P_0 - y\| + \|P_1 - y\|) = \|P_0 - P_1\| = \|P_0 - Q_0\| + \|P_1 - Q_0\|,
\]
using the symmetry of $X$, it follows that
\[
\min_{y \in X} d_\mu(y) = \min_{y \in \overline{P_0P_1}} \frac{1}{n} \sum_{i=0}^{n-1} \|P_i - y\| = \frac{1}{n} \left( \|P_0 - Q_0\| + \|P_1 - Q_0\| + \sum_{i=2}^{n/2} (\|P_i - y\| + \|P_{n+1-i} - y\|) \right) = \frac{1}{n} \left( \|P_0 - Q_0\| + \|P_1 - Q_0\| + \sum_{i=2}^{n/2} (\|P_i - Q_0\| + \|P_{n+1-i} - Q_0\|) \right) = \frac{1}{n} \sum_{i=1}^{n} \|P_i - Q_n\|.
\]

Case 2: $n$ is odd. As $P_{(n+1)/2}$ and $Q_0$ belong to the perpendicular bisector of $\overline{P_0P_1}$, it follows that
\[
\min_{y \in \overline{P_0P_1}} \|P_{(n+1)/2} - y\| = \|P_{(n+1)/2} - Q_0\|.
\]
As in Case 1, we may calculate
\[
\min_{y \in X} d_\mu(y) = \frac{1}{n} \sum_{i=1}^{n} \|P_i - Q_n\|.
\]
Now, let $\nu \in \mathcal{M}^1(X)$ be the measure uniformly distributed on the $Q_i$; that is, let $\nu = (1/n) \sum_{i=0}^{n-1} \delta_{Q_i}$. We want to show that
\[
\max_{y \in X} d_\nu(y) = \frac{1}{n} \sum_{i=0}^{n-1} \|Q_i - P_0\|.
\]
Again, we consider two cases.
4.5. TECHNIQUES FOR CALCULATING $M(X)$ AND $M(X)$

Case 1: $n$ is even. By Lemma 4.5.2, we have that for each $i = 0, \ldots, (n/2) - 1$,

$$\max_{y \in P_0 P_1} (\|Q_i - y\| + \|Q_{n-1-i} - y\|) = \|Q_i - P_0\| + \|Q_{n-1-i} - P_0\|.$$ 

Using the symmetry of $X$, it follows that

$$\max_{y \in X} d_\nu(y) = \max_{y \in P_0 P_1} \frac{1}{n} \sum_{i=0}^{n-1} \|Q_i - y\|$$

$$= \min_{y \in P_0 P_1} \frac{1}{n} \sum_{i=0}^{n/2-1} (\|Q_i - y\| + \|Q_{n-1-i} - y\|)$$

$$= \frac{1}{n} \sum_{i=0}^{n/2-1} (\|Q_i - P_0\| + \|Q_{n-1-i} - P_0\|)$$

$$= \frac{1}{n} \sum_{i=0}^{n-1} \|Q_i - P_0\| .$$

Case 2: $n$ is odd. It is easily seen that

$$\max_{y \in P_1 P_n} \|Q_{(n-1)/2} - y\| = \|Q_{(n-1)/2} - P_0\| ,$$

As in Case 1, we may calculate

$$\max_{y \in X} d_\nu(y) = \frac{1}{n} \sum_{i=0}^{n-1} \|Q_i - P_0\| .$$

Now, it is easily shown that for each $i$, $\|Q_i - P_0\| = \|P_i - Q_0\|$. Hence

$$m(X) = \max_{y \in X} d_\nu(y) = \frac{1}{n} \sum_{i=1}^{n} \|P_i - Q_0\| = \min_{y \in X} d_\mu(y).$$

For each $i$,

$$\|P_i - Q_0\|$$

$$= \left\| \left( \cos \frac{2\pi i}{n}, \sin \frac{2\pi i}{n} \right) - \frac{1}{2} \left( 1 + \cos \frac{2\pi}{n}, \sin \frac{2\pi}{n} \right) \right\|$$

$$= \left\| \left( \cos \frac{2\pi i}{n} - \frac{1}{2} \cos \frac{2\pi}{n}, \sin \frac{2\pi i}{n} - \frac{1}{2} \sin \frac{2\pi}{n} \right) \right\|$$

$$= \left( \left( \cos \frac{2\pi i}{n} - \frac{1}{2} \cos \frac{2\pi}{n} \right)^2 + \left( \sin \frac{2\pi i}{n} - \frac{1}{2} \sin \frac{2\pi}{n} \right)^2 \right)^{1/2}$$
\[
\begin{align*}
&\left(1 + \frac{1}{4} + \frac{1}{4} - \cos \frac{2\pi i}{n} - \cos \frac{2\pi}{n} \cos \frac{2\pi}{n} + \frac{1}{2} \cos \frac{2\pi}{n} - \sin \frac{2\pi i}{n} \sin \frac{2\pi}{n}\right)^{1/2} \\
&= \left(\frac{3}{2} + \frac{1}{2} \cos \frac{2\pi i}{n} - \cos \frac{2\pi}{n} - \cos \left(\frac{2\pi i}{n} - \frac{2\pi}{n}\right)\right)^{1/2} \\
&= \left(\frac{3}{2} + \frac{1}{2} \cos \frac{2\pi i}{n} - \cos \frac{2\pi}{n} - \cos \frac{2\pi (i - 1)}{n}\right)^{1/2}.
\end{align*}
\]

We then have that

\[
m(X) = \frac{1}{n} \sum_{k=0}^{n-1} \left(\frac{3}{2} + \frac{1}{2} \cos \frac{2\pi}{n} - \cos \frac{2k\pi}{n} - \cos \frac{2(k-1)\pi}{n}\right)^{1/2}.
\]

\[\square\]

### 4.5.2 $d$-invariant measures

We now consider compact connected metric spaces which give rise to a probability measure which is both a max-min and a min-max measure.

**Definition 4.5.5.** Let $(X, d)$ be a metric space and let $\mu \in \mathcal{M}(X)$ such that the value of $d(\mu)(y)$ is independent of $y \in X$. Then $\mu$ is a $d$-invariant measure.

If $(X, d)$ is a compact connected metric space, then it is clear from the strong form of the Gross-Stadje Theorem that the existence of a $d$-invariant measure $\mu \in \mathcal{M}^1(X)$ greatly simplifies the calculation of $m(X, d)$. In this case, we simply calculate

\[
m(X, d) = d(\mu)(y) = \int d(x, y) \, d\mu(x)
\]

for some convenient $y \in X$. Note $\mu \in \mathcal{M}^1(X)$ is $d$-invariant if and only if $\mu$ is both a max-min and a min-max measure.

By way of example, let $d$ be the Euclidean metric on $[0, 1]$. Then

\[
\mu = (1/2)(\delta_0 + \delta_1) \in \mathcal{M}^1([0, 1])
\]

is a $d$-invariant measure on $[0, 1]$, and

\[
m([0, 1]) = \int \|x - 0\| \, d\mu(x) = \frac{1}{2} \|0\| + \frac{1}{2} \|1\| = \frac{1}{2}.
\]
Without using the strong form of the Gross-Stadje Theorem, nor the existence of max-min and min-max measures, Morris and Nickolas [38, pg. 459-460] proved that the existence of a $d$-invariant measure $\mu \in \mathcal{M}^1(X)$ still allows $m(X,d)$ to be calculated in the same manner. Their proof requires Fubini’s Theorem and Stadje’s formula

$$m(X,d) = \max_{\mu \in \mathcal{M}^1(X)} \min_{\nu \in \mathcal{M}^1(X)} I(\mu, \nu).$$

We now use the existence of a well-known $d$-invariant measure to calculate the Gross-Stadje number of each $(n-1)$-dimensional sphere $S^{n-1} = \{x \in \mathbb{R}^n : \|x\| = 1\}$ in $\mathbb{R}^n$. Note that each such sphere is compact and connected.

**Proposition 4.5.6.** Let $d$ be the usual metric on $S^1$. Then the usual normalised measure on $S^1$ is $d$-invariant and $m(S^1) = 4/\pi$.

**Proof.** For all $0 \leq \theta < 2\pi$, let $P_\theta = (\cos \theta, \sin \theta)$. Then $S^1 = \{P_\theta : 0 \leq \theta < 2\pi\}$. Observe that for all $0 \leq \theta < 2\pi$,

$$\|P_\theta - P_0\| = \|(\cos \theta - 1, \sin \theta)\|$$

$$= (\cos^2 \theta - 2 \cos \theta + 1 + \sin^2 \theta)^{1/2}$$

$$= (2 - 2 \cos \theta)^{1/2}$$

$$= \left(4 \sin^2 \frac{\theta}{2}\right)^{1/2}$$

$$= 2 \sin \frac{\theta}{2}.$$

Now, let $\mu \in \mathcal{M}^1(S^1)$ denote the usual normalised measure on $S^1$. Using a suitable rotation, it is clear that $\mu$ is a $d$-invariant measure, where $d$ is the metric of $S^1$. Hence

$$m(S^1) = \int \|x - P_0\| \, d\mu(x) = \int_0^{2\pi} \left(2 \sin \frac{\theta}{2}\right) \, d\left(\frac{1}{2\pi} \theta\right) = \frac{4}{\pi}. \quad \Box$$

Morris and Nickolas present an elementary proof in [38, pg. 461-462] of the above result, assuming only that $m(S^1)$ exists and is unique. We now generalise the above result to apply to all finite-dimensional spheres. The formula is due to Morris and Nickolas [38].
Proposition 4.5.7. Let $n \in \mathbb{N}$ such that $n \geq 2$ and let $d$ be the usual metric on $S^{n-1}$. Then the usual normalised measure on $S^{n-1}$ is $d$-invariant and

$$m(S^{n-1}) = \frac{2^{n-1} \left( \frac{n}{2} \right)^2}{\sqrt{\pi} \Gamma \left( \frac{2n-1}{2} \right)},$$

where $\Gamma$ denotes the gamma function.

Proof. Let $d$ denote the metric of $S^{n-1}$ and let $\mu \in \mathcal{M}(S^{n-1})$ denote the usual normalised measure on $S^{n-1}$. Since $\mu$ is known to be rationally invariant, the value of $d_\mu(y)$ is independent of $y \in S^{n-1}$. Hence $\mu$ is a $d$-invariant measure, and noting that the surface area of a sphere of radius $r$ in $\mathbb{R}^n$ is equal to $(2\pi^{n/2}r^{n-1})/\Gamma(n/2)$, it follows that

$$m(S^{n-1}, d) = \int_{S^{n-1}} d(x, e_n) \, d\mu(x) = \frac{\Gamma \left( \frac{n}{2} \right)}{2\pi^{n/2}} \int_{S^{n-1}} \|x - e_n\| \, dx,$$

where $e_n = (0, \ldots, 0, 1) \in \mathbb{R}^n$, and $dx$ refers to integration with respect to the usual measure on $S^{n-1}$. 

Let $H$ be the upper hemisphere of $S^{n-1}$. As $\{x \in S^{n-1}: x_n = 0\}$ is a set of Lebesgue measure zero, we have that

$$\int_{S^{n-1}} \|x - e_n\| \, dx = \int_H \|x - e_n\| \, dx + \int_H \|-x - e_n\| \, dx$$

$$= \int_H \|x - e_n\| \, dx + \int_H \|x + e_n\| \, dx.$$

Let $U$ be the projection of $H$ on $\mathbb{R}^{n-1}$ and let $f: U \to \mathbb{R}$ be the function defined for $x' \in U$ by $f(x') = \sqrt{1 - \|x'\|^2}$. For each point $x = (x_1, \ldots, x_n) \in H$, we may then write $x = (x', f(x'))$, where $x' = (x_1, \ldots, x_{n-1}) \in U$. As $\nabla f$ exists for each point of $U$, it follows that

$$\int_H \|x - e_n\| \, dx = \int_U \sqrt{\|x'\|^2 + (f(x') - 1)^2} \, dx'$$

$$= \int_U \left( \|x'\|^2 + \left( \sqrt{1 - \|x'\|^2} - 1 \right)^2 \right)^{1/2} \cdot \frac{1}{\sqrt{1 - \|x'\|^2}} \, dx'$$

$$= \int_U \left( \frac{\|x'\|^2 + 1 - \|x'\|^2 - 2\sqrt{1 - \|x'\|^2} + 1}{1 - \|x'\|^2} \right)^{1/2} \, dx'.$$
where $dx'$ refers to integration with respect to the usual measure on $U$.

For each $m \in \mathbb{N}$ and for each $r \geq 0$, let $S_r^{n-1}$ denote the sphere of radius $r$ centred at the origin in $\mathbb{R}^n$. Then the surface $U$ is the union of all the spheres $S_r^{n-2}$ such that $0 \leq r \leq 1$. By integrating over each $S_r^{n-2}$, we obtain

\[
\int_U \left( \frac{2 - 2\sqrt{1 - \|x'\|^2}}{1 - \|x'\|^2} \right)^{1/2} \, dx' = \int_0^1 \int_{S_r^{n-2}} \left( \frac{2 - 2\sqrt{1 - r^2}}{1 - r^2} \right)^{1/2} \, d\omega \, dr
\]

\[
= \int_0^1 \left( \frac{2 - 2\sqrt{1 - r^2}}{1 - r^2} \right)^{1/2} \left( \int_{S_r^{n-2}} 1 \, d\omega \right) \, dr
\]

\[
= \int_0^1 \left( \frac{2 - 2\sqrt{1 - r^2}}{1 - r^2} \right)^{1/2} \cdot \frac{2\pi^{(n-1)/2}r^{n-2}}{\Gamma \left( \frac{n-1}{2} \right)} \, dr
\]

\[
= \frac{2\pi^{(n-1)/2}}{\Gamma \left( \frac{n-1}{2} \right)} \int_0^1 r^{n-2} \left( \frac{2 - 2\sqrt{1 - r^2}}{1 - r^2} \right)^{1/2} \, dr.
\]

Similarly,

\[
\int_H \|x + e_n\| \, dx = \int_H \sqrt{\|x'\|^2 + (f(x') + 1)^2} \, dx
\]

\[
= \int_U \left( \frac{2 + 2\sqrt{1 - \|x'\|^2}}{1 - \|x'\|^2} \right)^{1/2} \, dx'
\]

\[
= \int_0^1 \int_{S_r^{n-2}} \left( \frac{2 + 2\sqrt{1 - r^2}}{1 - r^2} \right)^{1/2} \, d\omega \, dr
\]

\[
= \frac{2\pi^{(n-1)/2}}{\Gamma \left( \frac{n-1}{2} \right)} \int_0^1 r^{n-2} \left( \frac{2 + 2\sqrt{1 - r^2}}{1 - r^2} \right)^{1/2} \, dr.
\]

Using the substitution $r = \sin 2\theta$, where $0 \leq \theta \leq \pi/4$, it follows that

\[
\int_0^1 r^{n-2} \left( \frac{2 - 2\sqrt{1 - r^2}}{1 - r^2} \right)^{1/2} + \left( \frac{2 + 2\sqrt{1 - r^2}}{1 - r^2} \right)^{1/2} \, dr
\]

\[
= \int_0^{\pi/4} \sin^{n-2} 2\theta \left( \left( \frac{2 - 2\cos 2\theta}{\cos^2 2\theta} \right)^{1/2} + \left( \frac{2 + 2\cos 2\theta}{\cos^2 2\theta} \right)^{1/2} \right) \, 2\cos 2\theta \, d\theta
\]
\[= 2 \int_0^{\pi/4} \sin^{n-2} \theta \left( \sqrt{4 \sin^2 \theta} + \sqrt{4 \cos^2 \theta} \right) d\theta\]
\[= 2^n \int_0^{\pi/4} \sin^{n-2} \theta \cos^{n-2} \theta (\sin \theta + \cos \theta) d\theta.\]

Now, it is easily shown that the integrand of the previous integral is symmetric about \(\pi/4\). Hence
\[= 2^n \int_0^{\pi/4} \sin^{n-2} \theta \cos^{n-2} \theta (\sin \theta + \cos \theta) d\theta\]
\[= 2^{n-1} \int_0^{\pi/2} \sin^{n-2} \theta \cos^{n-2} \theta (\sin \theta + \cos \theta) d\theta\]
\[= 2^{n-1} \int_0^{\pi/2} \sin^{n-1} \theta \cos^{n-2} \theta d\theta + 2^{n-1} \int_0^{\pi/2} \sin^{n-2} \theta \cos^{n-1} \theta d\theta,\]

and using the integrals
\[\int_0^{\pi/2} \sin^m x \cos^{m-1} x \, dx = \frac{\Gamma \left( \frac{m+1}{2} \right) \Gamma \left( \frac{m}{2} \right)}{2 \Gamma \left( \frac{2m+1}{2} \right)}\]
given by [44, pg. 402, 792] for \(m \in \mathbb{N}\), it follows that
\[\int_0^1 \left( \frac{2 - 2\sqrt{1 - r^2}}{1 - r^2} \right)^{1/2} + \left( \frac{2 - 2\sqrt{1 - r^2}}{1 - r^2} \right)^{1/2} \, dr = \frac{2^{n-1} \Gamma \left( \frac{n}{2} \right) \Gamma \left( \frac{n-1}{2} \right)}{\Gamma \left( \frac{2n-1}{2} \right)}.\]

We may now calculate
\[m(S^{n-1}, d) = \frac{\frac{n}{2}}{2\pi^{n/2}} \cdot \frac{2\pi^{(n-1)/2}}{\Gamma \left( \frac{n-1}{2} \right)} \cdot \frac{2^{n-1} \Gamma \left( \frac{n}{2} \right) \Gamma \left( \frac{n-1}{2} \right)}{\Gamma \left( \frac{2n-1}{2} \right)} = \frac{2^{n-1} (\Gamma \left( \frac{n}{2} \right))^2}{\sqrt{\pi} \Gamma \left( \frac{2n-1}{2} \right)}.\]

The calculation of \(m(S^{n-1})\) is based on the existence of the Lebesgue surface measure, which is known to be rotationally invariant and hence \(d\)-invariant on \(m(S^{n-1})\), where \(d\) is the Euclidean metric. The next result demonstrates a construction of \(d\)-invariant measures on certain compact connected subspaces of \((S^1, d)\).

The proof is found in Cleary et al. [16, pg. 266-267], who attributes the calculations to Des Robbie.
Proposition 4.5.8. Let \( X_\phi \) be an arc of \( S^1 \) subtending an angle \( 0 < \phi \leq 2\pi \) at the centre and let \( d \) be the usual metric on \( X_\phi \). Then there exists a \( d \)-invariant measure on \( X_\phi \) and

\[
m(X_\phi) = \frac{8}{\phi + \cot(\phi/4)}.
\]

Proof. Note that \( X_\phi \) is a compact connected metric space. For all \( 0 \leq \theta \leq \phi \), let \( P_\theta = (\cos \theta, \sin \theta) \). Then \( X_\phi \) may be represented as \( \{ P_\theta : 0 \leq \theta \leq \phi \} \). Let \( m \geq 0 \), let \( \mu \in \mathcal{M}^1(X_\phi) \) denote the usual normalised measure on \( X_\phi \) and let \( \mu_0 \) be the measure \( \mu_0 = \mu + m\delta_{P_0} + m\delta_{P_\phi} \). We want to select \( m \) such that \( \mu_0 \) is a \( d \)-invariant measure. (We will later normalise \( \mu_0 \) to be a probability measure.)

Recall from Proposition 4.5.6 that for all \( 0 \leq \theta \leq \phi \), \( \|P_\theta - P_0\| = 2\sin(\theta/2) \). It follows by using a suitable rotation that for all \( 0 \leq \theta_1 \leq \theta_2 \leq \phi \),

\[
\|P_{\theta_1} - P_{\theta_2}\| = 2\sin \frac{\theta_2 - \theta_1}{2}.
\]

Hence for all \( 0 \leq \alpha \leq \phi \),

\[
\int \|P - P_\alpha\| \, d\mu_0(P) = \int_0^\phi \|P_\theta - P_\alpha\| \, d\left(\frac{1}{2}\theta\right) + m \|P_0 - P_\alpha\| + m \|P_\phi - P_\alpha\|
\]

\[
= \int_0^\alpha 2\sin \frac{\alpha - \theta}{2} d\left(\frac{1}{2}\theta\right) + \int_\alpha^\phi 2\sin \frac{\theta - \alpha}{2} d\left(\frac{1}{2}\theta\right) + 2m \sin \frac{\alpha}{2} + 2m \sin \frac{\phi - \alpha}{2}
\]

\[
= 2 \left(1 - \cos \frac{\alpha}{2} - \cos \frac{\phi - \alpha}{2} + 1 + m \sin \frac{\alpha}{2} + m \sin \frac{\phi - \alpha}{2} \right)
\]

\[
= 2 \left(2 + \left(m \sin \frac{\phi}{2} - \cos \frac{\phi}{2} - 1\right) \cos \frac{\alpha}{2} + \left(m - m \cos \frac{\phi}{2} - \sin \frac{\phi}{2}\right) \sin \frac{\alpha}{2} \right).
\]

Therefore \( \mu_0 \) will be a \( d \)-invariant measure if and only if

\[
m \sin \frac{\phi}{2} - \cos \frac{\phi}{2} - 1 = m - m \cos \frac{\phi}{2} - \sin \frac{\phi}{2} = 0.
\]

As

\[
\frac{\sin x}{1 - \cos x} = \frac{\sin x}{1 - \cos x} \cdot \frac{1 + \cos x}{1 + \cos x} = \frac{\sin x(1 + \cos x)}{\sin^2 x} = \frac{1 + \cos x}{\sin x}
\]
for all $x \in \mathbb{R}\{k\pi: k \in \mathbb{Z}\}$, this condition is equivalent to

$$m = \frac{\sin(\phi/2)}{1 - \cos(\phi/2)}.$$

Note that for $0 < \phi \leq 2\pi$, the expression on the right-hand side of the above equality is defined and non-negative. Let $m$ be chosen now as above. Then $\mu_0$ is a $d$-invariant measure and $\mu_0(X_\phi) = \phi/2 + 2m$. Hence $\mu_0/(\phi/2 + 2m) \in \mathcal{M}^1(X_\phi)$ and we may calculate

$$m(X_\phi) = \int \|P - P_0\| d\left(\frac{1}{\phi/2 + 2m}\mu_0\right)(P)$$

$$= \frac{4}{\phi/2 + 2m}$$

$$= \frac{8}{\phi + 4\sin(\phi/2)/(1 - \cos(\phi/2))}.$$

The result follows from the identity

$$\frac{\sin(\phi/2)}{1 - \cos(\phi/2)} = \frac{2\sin(\phi/4)\cos(\phi/4)}{2 - 2\cos^2(\phi/4)} = \frac{\sin(\phi/4)\cos(\phi/4)}{\sin^2(\phi/4)} = \cot(\phi/4).$$

This result leads to a surprising property of the Gross-Stadje number.

**Theorem 4.5.9.** The mapping $m: H(\mathbb{R}^2) \to \mathbb{R}$ is not monotonic with respect to subset inclusion.

*Proof.* Let $X_\phi$ be the compact connected subspaces of $S^1$, as defined in Proposition 4.5.8. Then for all $0 \leq \phi \leq 2\pi$,

$$\left.\frac{dm}{d\phi}\right|_\phi = \frac{d}{d\phi}\left(\frac{8}{\phi + \cot(\phi/4)}\right) = \frac{2\cot(\phi/4)^2 - 6}{(\phi + \cot(\phi/4))^2},$$

which is negative for $(2/3)\pi \leq \phi \leq 2\pi$. Let $\phi_1 = (2/3)\pi$ and let $\phi_2 = 2\pi$. Hence $X_{\phi_1} \subseteq X_{\phi_2}$ and $m(X_{\phi_1}) > m(X_{\phi_2})$. $\square$

We conclude this section by noting a result of Morris and Nickolas [38, pg. 461].

**Proposition 4.5.10.** Let $(G, d)$ be a compact connected metric group. Then

$$m(G, d) = \int d(x, y) \, d\mu_0(x),$$

where $\mu_0 \in \mathcal{M}^1(G)$ denotes normalised Haar measure on $G$. 


4.5. TECHNIQUES FOR CALCULATING M(X) AND M(X)

4.5.3 The support of max-min and M-maximal measures

We will make use of Caratheodory’s Theorem, a proof of which is given by Eggleston [21, pg. 35–36].

Theorem 4.5.11. Let \( n \in \mathbb{N} \) and let \( A \subseteq \mathbb{R}^n \). For each point \( x \) in the convex hull of \( A \) there exists \( A_x \subseteq A \) such that \( |A_x| \leq n + 1 \) and \( x \) is in the convex hull of \( A_x \).

The following result is due to Peter Nickolas.

Theorem 4.5.12. Let \( X \) be a compact subset of a Euclidean space. Then for all \( \mu \in \mathcal{M}^1(X) \) there exists \( \nu \in \mathcal{M}^1(X) \) concentrated on the closure of the extreme points of the convex hull of \( X \) such that \( d_\mu \leq d_\nu \).

Proof. Let \( \mu \in \mathcal{M}^1(X) \). If \( \mu \) is concentrated on the closure of the extreme points of the convex hull of \( X \) then there is nothing more to show. Otherwise, suppose that \( \mu \) is an atomic measure. Let \( x_0 \in X \) be an atom of \( \mu \) which is not an extreme point of the convex hull of \( X \) and let \( E \) be the set of extreme points of the convex hull of \( X \). Then by Caratheodory’s Theorem there exist extreme points \( x_1, \ldots, x_n \in E \) and \( \lambda_1, \ldots, \lambda_n > 0 \) such that \( x_0 = \sum_{i=1}^{n} \lambda_i x_i \) and \( \sum_{i=1}^{n} \lambda_i = 1 \). Let \( \nu_1, \nu_2 \in \mathcal{M}(X) \) be the positive measures defined for \( A \in \mathcal{B}(X) \) by

\[
\nu_1(A) = \mu(A \setminus \{x_0\}) \quad \text{and} \quad \nu_2(A) = \mu(\{x_0\}) \sum_{i=1}^{n} \lambda_i \delta_{x_i}(A),
\]

and let \( \nu = \nu_1 + \nu_2 \in \mathcal{M}^1(X) \). The measure \( \nu \) spreads the mass given to \( x_0 \) by \( \mu \) to the extreme points \( x_i \) with weighting given by the barycentric coordinates \( \lambda_i \). Then for all \( y \in X \),

\[
d_\mu(y) = \int_{X \setminus \{x_0\}} \|x - y\| \, d\mu(x) + \int_{\{x_0\}} \|x - y\| \, d\mu(x)
\]

\[
= \int_{X \setminus \{x_0\}} \|x - y\| \, d\mu(x) + \mu(\{x_0\}) \|x_0 - y\|
\]

\[
= \int_{X \setminus \{x_0\}} \|x - y\| \, d\mu(x) + \mu(\{x_0\}) \left( \sum_{i=1}^{n} \lambda_i x_i - \sum_{i=1}^{n} \lambda_i y \right)
\]
The measure $\nu$ has one fewer non-extreme support point than $\mu$. By repeating this process a finite number of times, there exists $\nu \in \mathcal{M}^1(X)$ such that $\nu$ is supported on the extreme points of $X$ and $d_\mu \leq d_\nu$.

Suppose now that $\mu$ is an arbitrary probability measure. Let $(\mu_n) \in \mathcal{M}^1(X)$ be a convergent sequence of atomic measures such that $\mu_n \to^* \mu$, and let $(\nu_n) \in \mathcal{M}^1(X)$ be a sequence of atomic measures supported on $E$ such that $d_{\mu_n} \leq d_{\nu_n}$ for each $n$. By the compactness of $\mathcal{M}^1(X)$ there exists $\nu \in \mathcal{M}^1(X)$ and a subsequence $(\nu_{n_k})$ of $(\nu_n)$ such that $\nu_{n_k} \to^* \nu$. It follows that $\mu_{n_k} \to^* \mu$ and $d_\mu \leq d_\nu$. Let $\overline{E}$ denote the closure of $E$. Then as for all $k$, $\nu_{n_k}(X \setminus \overline{E}) = 0$, it follows from Theorem 2.3.13 that

$$\nu(X \setminus \overline{E}) \leq \limsup_{k} \nu_{n_k}(X \setminus \overline{E}) = \limsup_{k} 0 = 0.$$ 

Hence, the support of $\nu$ is contained in $\overline{E}$.  

**Corollary 4.5.13.** Let $X$ be a compact connected subset of a Euclidean space. Then there exists a max-min Borel probability measure concentrated on the closure of the extreme points of the convex hull of $X$.

**Proof.** Let $\mu, \nu \in \mathcal{M}^1(X)$ such that $\mu$ is an max-min measure and $\nu$ is supported on the closure of the extreme points of the convex hull of $X$ and $d_\mu \leq d_\nu$. Then

$$\min_{y \in X} d_\mu(y) \leq m(X) \quad \text{and} \quad m(X) = \min_{y \in X} d_\mu(y) \leq \min_{y \in X} d_\nu(y).$$

**Corollary 4.5.14.** Let $X$ be a compact subset of a Euclidean space. Then there exists an $M$-maximal Borel probability measure concentrated on the closure of the extreme points of the convex hull of $X$.

**Proof.** Let $\mu, \nu \in \mathcal{M}^1(X)$ such that $\mu$ is an $M$-maximal measure and $\nu$ is supported on the closure of the extreme points of the convex hull of $X$ and $d_\mu \leq d_\nu$. Then
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$I(\nu) \leq M(X)$ and

$$M(X) = I(\mu) = \int d\mu \ d\mu \leq \int d\nu \ d\mu = \int d\nu \ d\nu = I(\nu). \quad \Box$$

We may use the previous result to calculate $M(X)$, where $X$ is the perimeter of an equilateral triangle. In Chapter 6, we will use a similar technique to calculate an $M$-maximal measure on $X$, where $X$ is the perimeter of a regular $n$-gon.

**Proposition 4.5.15.** Let $X$ be the perimeter of an equilateral triangle. Then the probability measure uniformly distributed on the vertices of $X$ is an $M$-maximal measure and $M(X) = 2/3$.

**Proof.** Let $x_1, x_2, x_3$ be the vertices of $X$. It follows from Corollary 4.5.14 that there exists an $M$-maximal measure $\mu \in \mathcal{M}_1(X)$ supported on the $x_i$. Hence, there exists $w_1, w_2, w_3 \geq 0$ such that $\mu = \sum_{i=1}^3 w_i \delta_{x_i}$ and $\sum_{i=1}^3 w_i = 1$. We have that

$$M(X) = I(\mu) = \sum_{i=1}^3 \sum_{j=1}^3 w_i w_j \| x_i - x_j \|$$

$$= \sum_{i=1}^3 \sum_{j=1}^3 w_i w_j \delta_{i,j}$$

$$= 2w_1w_2 + 2w_1w_3 + 2w_2w_3,$$

where $\delta_{i,j}$ is the Kronecker delta. It will be sufficient to show that

$$\max(2w_1w_2 + 2w_1w_3 + 2w_2w_3) = \frac{2}{3},$$

where the maximum is taken over all $w_1, w_2, w_3 \geq 0$ and $\sum_{i=1}^3 w_i = 1$.

Using the constraint $\sum_{i=1}^3 w_i = 1$, we have that

$$2w_1w_2 + 2w_1w_3 + 2w_2w_3$$

$$= 2w_1w_2 + 2w_1(1 - w_1 - w_2) + 2w_2(1 - w_1 - w_2)$$

$$= -2(w_1)^2 + (2 - 2w_2)w_1 + 2w_2(1 - w_2),$$

which may be considered as a quadratic in $x_1$ whose value is maximised for a fixed $x_2$ when

$$x_1 = \frac{-(2-2w_2)}{-4} = \frac{1-w_2}{2}.$$
Similarly, $2w_1w_2 + 2w_1w_3 + 2w_2w_3$ is maximised for a fixed $x_1$ by

$$x_2 = \frac{-2 - 2w_1}{-4} = \frac{1 - w_1}{2}.$$

To maximise this expression subject to our constraint, it is necessary that

$$x_1 = \frac{1 - w_2}{2} \quad \text{and} \quad x_2 = \frac{1 - w_1}{2} \quad \text{and} \quad w_1 + w_2 + w_3 = 1.$$

This system of equations has the unique solution $w_1 = w_2 = w_3 = 1/3$, giving that

$$M(X) = I(\mu) = 3 \times 2 \times \frac{1}{3} \times \frac{1}{3} = \frac{2}{3}.$$

4.6 Summary

Chapters 2 and 3 discussed measure theory which was used in this chapter to give additional characterisations of $m(X)$, $M(X)$ and $\bar{M}(X)$, and to develop a greater understanding of these average distances. In our discussion of $m(X)$, we supplied a measure theoretic proof of the Gross-Stadje Theorem. Such an argument was omitted from the original discussion of this theorem in Chapter 1.

Our measure theoretic characterisations of $m(X)$, $M(X)$ and $\bar{M}(X)$ were found to be useful for investigating properties of these average distances. For example, using max-min measures it is clear that $m(X) \leq M(X)$, a result which is otherwise harder to establish. Other properties which were discussed involved the range of permissible values for $m(X)$, $M(X)$ and $\bar{M}(X)$, the existence of max-min and min-max measures which give rise to the value of $m(X)$, the existence of $M$-maximal measures which give rise to the value of $M(X)$, and properties of $m(X)$, $M(X)$ and $\bar{M}(X)$ when considered as real-valued functions. Little was said in general of $\bar{M}(X)$, as we will discover in Chapter 6 that this average distance is easier understood when considered along with the so-called quasi-hypermetric inequality.

We concluded with a demonstration of several techniques which may be used to calculate $m(X)$ and $M(X)$ for several compact (connected) metric spaces, but we did not calculate $\bar{M}(X)$ for any space. We will find some values of this later average distance in Chapter 6.
Chapter 5

Quasihypermetric spaces

This chapter introduces hypermetric, quasihypermetric and strictly quasihypermetric spaces. Our main results give concrete examples of each type of space, explore the relationship between them, and list some of their characterisations, paying particular attention to cases of compactness.

Although the development of the results in this chapter are motivated by their importance to our study of average distances, it is meant to be a self-contained unit which may be read independently of the preceding work in this thesis. We shall see in Chapter 6 that considering quasihypermetric spaces gives us a greater understanding of average distances in compact metric spaces.

5.1 Hypermetric spaces

Definition 5.1.1. Let \((X, d)\) be a metric space and let \(n \in \mathbb{N}\). If

\[
\sum_{i=1}^{n} \sum_{j=1}^{n} d(a_i, a_j) + \sum_{i=1}^{n+1} \sum_{j=1}^{n+1} d(b_i, b_j) \leq 2 \sum_{i=1}^{n} \sum_{j=1}^{n+1} d(a_i, b_j)
\]

for all \(a_1, \ldots, a_n, b_1, \ldots, b_{n+1} \in X\), then \((X, d)\) is an \(n\)-hypermetric space. If \((X, d)\) is \(n\)-hypermetric for all \(n \in \mathbb{N}\), then \((X, d)\) is a hypermetric space.

The terms \(n\)-hypermetric and hypermetric were introduced by Kelly [28, pg. 18], who found these inequalities useful for studying the metric space of finite subsets of a
set, where the distance between two sets is calculated as the cardinality of their symmetric difference. According to Kelly, the first person to formulate the hypermetric inequality was Tylkin [51], who referred to it as the \textit{f-polygonal inequality}.

We note that Kelly actually defines the \( n \)-hypermetric inequality to be

\[
\sum_{1 \leq i < j \leq n} d(a_i, a_j) + \sum_{1 \leq i < j \leq n+1} d(b_i, b_j) \leq \sum_{1 \leq i \leq n, 1 \leq j \leq n+1} d(a_i, b_j),
\]

and uses this inequality to classify semi-metric spaces. Given that this thesis only considers metric spaces, our definition of the \( n \)-hypermetric inequality is equivalent to Kelly's and is more useful for our purposes.

Noting that the 1-hypermetric inequality is equivalent to the triangle inequality, every metric space is a 1-hypermetric space.

### 5.1.1 Characterisations of hypermetric spaces

The following characterisations of hypermetric spaces concern weighted average distances. Characterisation 3 is stated in terms of atomic measures for ease of notation. The proof that (1) \( \iff \) (2) in Theorem 5.1.2 is suggested by Kelly [28, pg. 19]. The assertion that (2) \( \iff \) (3) is original.

**Theorem 5.1.2.** Let \((X, d)\) be a metric space. The following are equivalent:

1. \((X, d)\) is hypermetric.

2. For all \( n \in \mathbb{N} \), for all \( w_1, \ldots, w_n \in \mathbb{Z} \) and for all \( x_1, \ldots, x_n \in X \),

\[
\sum_{i=1}^n w_i = 1 \implies \sum_{i=1}^n \sum_{j=1}^n w_i w_j d(x_i, x_j) \leq 0.
\]

3. For all \( \mu \in \mathcal{M}(X) \), if \( \mu(X) = 0 \) and \( \mu \) can be written as a finite linear combination of point measures using non-zero rational weights then

\[
I(\mu) \leq -\frac{2}{m} \|d\mu\|,
\]

where \( m \) is the lowest common positive multiple of the denominators of the weights of \( \mu \).
Proof. To show that \((1) \implies (2)\), suppose that \((X, d)\) is hypermetric. Let \(n \in \mathbb{N}\), let \(w_1, \ldots, w_n \in \mathbb{Z}\) such that \(\sum_{i=1}^{n} w_i = 1\) and let \(x_1, \ldots, x_n \in X\). If each weight is non-negative then there exists \(k\) such that \(w_k = 1\) and \(w_i = 0\) for all \(i \neq k\), and it follows that

\[
\sum_{i=1}^{n} \sum_{j=1}^{n} w_i w_j d(x_i, x_j) = w_k w_k d(x_k, x_k) = 0.
\]

Otherwise, there exists at least one negative weight and at least one positive weight. Let \(m\) be the number of negative weights, let \(a_1, \ldots, a_m \in X\) represent the \(x_i\) such that \(w_i < 0\) and let \(u_1, \ldots, u_m \in \mathbb{Z}\) be the corresponding weights, and let \(b_1, \ldots, b_{n-m} \in X\) represent the \(x_i\) such that \(w_i \geq 0\) and let \(v_1, \ldots, v_{n-m} \in \mathbb{Z}\) be the corresponding weights. Then

\[
\sum_{i=1}^{n} \sum_{j=1}^{n} w_i w_j d(x_i, x_j)
\]

\[
= \sum_{i=1}^{m} \sum_{j=1}^{m} u_i u_j d(a_i, a_j) + \sum_{i=1}^{n-m} \sum_{j=1}^{n-m} v_i v_j d(b_i, b_j) + 2 \sum_{i=1}^{m} \sum_{j=1}^{n-m} u_i v_j d(a_i, b_j)
\]

\[
= \sum_{i=1}^{m} \sum_{j=1}^{m} |u_i| \cdot |u_j| \cdot d(a_i, a_j) + \sum_{i=1}^{n-m} \sum_{j=1}^{n-m} |v_i| \cdot |v_j| \cdot d(b_i, b_j)
\]

\[- 2 \sum_{i=1}^{m} \sum_{j=1}^{n-m} |u_i| \cdot |v_j| \cdot d(a_i, b_j).
\]

Let \(m' = \sum_{i=1}^{m} -u_i\) and let \(n' = \sum_{i=1}^{n-m} v_i\). Since \(-m' + n' = 1\), it follows that \(n' = m' + 1\). Let \(a'_1, \ldots, a'_{m'} \in X\) be the list of points consisting of exactly \(|u_i|\) occurrences of \(a_i\) for each \(i\) and let \(b'_1, \ldots, b'_{m'+1} \in X\) be the list of points consisting of exactly \(|v_i|\) occurrences of \(b_i\) for each \(i\). Then as \((X, d)\) is hypermetric,

\[
\sum_{i=1}^{n} \sum_{j=1}^{n} w_i w_j d(x_i, x_j)
\]

\[
= \sum_{i=1}^{m'} \sum_{j=1}^{m'} d(a'_i, a'_j) + \sum_{i=1}^{m'+1} \sum_{j=1}^{m'+1} d(b'_i, b'_j) - 2 \sum_{i=1}^{m'} \sum_{j=1}^{m'+1} d(a'_i, b'_j)
\]

\[
\leq 0.
\]

To show that \((2) \implies (1)\), suppose that for all \(n \in \mathbb{N}\), for all \(w_1, \ldots, w_n \in \mathbb{Z}\) and
for all \( x_1, \ldots, x_n \in X \),
\[
\sum_{i=1}^{n} w_i = 1 \implies \sum_{i=1}^{n} \sum_{j=1}^{n} w_i w_j d(x_i, x_j) \leq 0.
\]
Let \( n \in \mathbb{N} \), let \( a_1, \ldots, a_n, b_1, \ldots, b_{n+1} \in X \), let \( x_1, \ldots, x_{2n+1} \in X \) be a concatenated listing of the points \( a_i \) and \( b_i \), and let \( w_1, \ldots, w_{2n+1} \in \mathbb{Z} \) such that \( w_i = -1 \) if \( i \leq n \) and \( w_i = 1 \) if \( i > n \). We have that \( \sum_{i=1}^{2n+1} w_i = 1 \), giving
\[
\sum_{i=1}^{n} \sum_{j=1}^{n} d(a_i, a_j) + \sum_{i=1}^{n+1} \sum_{j=1}^{n+1} d(b_i, b_j) - 2 \sum_{i=1}^{n} \sum_{j=1}^{n+1} d(a_i, b_j)
\]
\[
= \sum_{i=1}^{n} \sum_{j=1}^{n} (-1) \cdot (-1) \cdot d(a_i, a_j) + \sum_{i=1}^{n+1} \sum_{j=1}^{n+1} 1 \cdot 1 \cdot d(b_i, b_j)
\]
\[
+ 2 \sum_{i=1}^{n} \sum_{j=1}^{n+1} (-1) \cdot 1 \cdot d(a_i, b_j)
\]
\[
= \sum_{i=1}^{2n+1} \sum_{j=1}^{2n+1} w_i w_j d(x_i, x_j)
\]
\[
\leq 0.
\]

Hence
\[
\sum_{i=1}^{n} \sum_{j=1}^{n} d(a_i, a_j) + \sum_{i=1}^{n+1} \sum_{j=1}^{n+1} \leq 2 \sum_{i=1}^{n} \sum_{j=1}^{n+1} d(a_i, b_j),
\]
giving that \( (X, d) \) is hypermetric.

To show that (2) \( \implies \) (3), suppose that \( I(\nu) \leq 0 \) for all \( \nu \in \mathcal{M}(X) \) such that \( \nu(X) = 1 \) and \( \nu \) can be written as a finite linear combination of point measures using integer weights. (This is condition (2), stated in our measure theory terminology.)

Let \( \mu \in \mathcal{M}(X) \) be such that \( \mu(X) = 0 \) and \( \mu \) can be written as a finite linear combination of point measures using non-zero rational weights, let \( m \neq 0 \) be the lowest common positive multiple of the denominators of the weights of \( \mu \) and let \( x \in X \). Since the signed measure \( m\mu + \delta_x \) is a finite linear combination of point measures using integer weights and \( (m\mu + \delta_x)(X) = 1 \), it follows that \( I(m\mu + \delta_x) \leq 0 \), which then gives \( m^2 I(\mu) + I(\delta_x) + 2m I(\mu, \delta_x) \leq 0 \) and
\[
I(\mu) \leq -\frac{2}{m} d_\mu(x).
\]
By applying the above argument to \(-\mu\), given that \(d_{-\mu} = -d_{\mu}\) and \(I(-\mu) = I(\mu)\) we obtain

\[
I(\mu) \leq -\frac{2}{m}d_{-\mu}(x) = \frac{2}{m}d_{\mu}(x),
\]

from which it follows that \(I(\mu) \leq -(2/m)|d_{\mu}(x)|\). As this is true for all \(x \in X\), we then have

\[
I(\mu) \leq -\frac{2}{m}\|d_\mu\|.
\]

To show that \((3) \implies (2)\), suppose that for all \(\nu \in \mathcal{M}(X)\), if \(\nu(X) = 0\) and \(\nu\) can be written as a finite linear combination of point measures using non-zero rational weights then

\[
I(\nu) \leq -\frac{2}{m}\|d_\nu\|,
\]

where \(m\) is the lowest common positive multiple of the denominators of the weights of \(\nu\). Let \(\mu \in \mathcal{M}(X)\) be such that \(\mu(X) = 1\) and \(\mu\) can be written as a finite linear combination of point measures using integer weights, and let \(x \in X\). We then have

\[
(\mu - \delta_x)(X) = 0
\]

and by taking \(m = 1\), since \(I(\mu - \delta_x) \leq -2\|d_\mu\| \leq -2d_{\mu}(x)\), it follows that \(I(\mu) + I(\delta_x) - 2I(\mu, \delta_x) \leq -2d_{\mu}(x)\) and hence \(I(\mu) \leq 0\), which is the conclusion of (2).

We then obtain:

**Corollary 5.1.3.** Let \((X, d)\) be a hypermetric space. Then for all \(\mu \in \mathcal{M}(X)\), if \(\mu(X) = 0\) and \(\mu\) can be written as a finite linear combination of point measures using non-zero rational weights then \(I(\mu) = 0 \iff d_\mu = 0\).

**Proof.** Let \(\mu \in \mathcal{M}(X)\) such that \(\mu(X) = 0\) and \(\mu\) can be written as a finite linear combination of point measures using rational weights. Then

\[
d_\mu = 0 \implies \int d_\mu \, d\mu = 0 \implies I(\mu) = 0
\]

and

\[
d_\mu \neq 0 \implies \|d_\mu\| > 0 \implies I(\mu) \leq -\frac{2}{m}\|d_\mu\| < 0,
\]

where \(m\) is some positive constant dependent on \(\mu\). \(\square\)
5.1.2 Examples of hypermetric spaces

We firstly show that $\mathbb{R}^n$ is hypermetric for all $n \in \mathbb{N}$. Our proof that $\mathbb{R}$ is hypermetric uses essentially the same argument as that which proved Theorem 1.2.7, though we shall see in Section 5.2 that the property of $\mathbb{R}$ proved in this referenced theorem is a weaker characterisation of $\mathbb{R}$ than the hypermetric inequality.

The proof of the following result is due to Kézdy et al. [30, pg. 25-26].

**Theorem 5.1.4.** $\mathbb{R}$ is hypermetric.

*Proof.* Let $n \in \mathbb{N}$ and as in the proof of Theorem 1.2.7, define the constants $\alpha_k$, $\beta_k$ and $\gamma_k$, and $t_k, u_k, y_k$ and $z_k$, the only difference being that the list of points $b_i$ which lead to the definition of these constants should be of length $n + 1$. Then $t_k + y_k = n$, $u_k + z_k = n + 1$ and it can be shown that $\alpha_k = t_k y_k$ and $\beta_k = u_k z_k$ and $\gamma_k = t_k z_k + u_k y_k$.

It follows from $(u_k - t_k) - (y_k - z_k) = (u_k + z_k) - (t_k + y_k) = n + 1 - n = 1$ that $u_k - t_k = (y_k - z_k) + 1$, and given that $c(c + 1) \geq 0$ for all $c \in \mathbb{Z}$, we then have $(u_k - t_k)(y_k - z_k) \geq 0$. Hence $t_k y_k + u_k z_k \leq t_k z_k + u_k y_k$, giving $\alpha_k + \beta_k \leq \gamma_k$. By the definition of $\alpha_k$, $\beta_k$ and $\gamma_k$, it follows that the $n$-hypermetric inequality holds in $\mathbb{R}$, and hence $\mathbb{R}$ is hypermetric. \(\square\)

Kelly [28, pg. 29-30] investigated under what conditions equality holds in the hypermetric inequality for $\mathbb{R}$. We state his result without proof.

**Proposition 5.1.5.** Let $n, m \in \mathbb{N}$ and let $a_1, \ldots, a_m, b_1, \ldots, b_{m+1} \in \mathbb{R}^n$. Then equality will occur in the hypermetric inequality for the $a_i$ and $b_i$ if and only if the $a_i$ interleave the $b_i$; that is, by assuming the $a_i$ and $b_i$ to be ordered,

$$b_1 \leq a_1 \leq b_2 \leq a_2 \leq b_m \leq a_m \leq b_{m+1}.$$ 

An outline proof of the following result is found in Kelly [26, pg. 201].

**Lemma 5.1.6.** Let $n \in \mathbb{N}$ such that $n \geq 2$ and let $y \in \mathbb{R}^n$. Then

$$\int_{S^{n-1}} |\langle x, y \rangle| \, dx = 2 \cdot \|y\| \cdot V_{n-1},$$

where $dx$ refers to integration with respect to the usual surface measure on $S^{n-1}$ and $V_{n-1}$ is the volume of the unit ball in $\mathbb{R}^{n-1}$. 

Proof. If \( y = 0 \) the result is obvious. Otherwise, \( y \neq 0 \) and
\[
\int_{S^{n-1}} |\langle x, y \rangle| \, dx = \|y\| \int_{S^{n-1}} \left| \frac{\langle x, y \rangle}{\|y\|} \right| \, dx.
\]
By the symmetry of \( S^{n-1} \), the value of the integral on the right-hand side of the above equation is independent of \( y/\|y\| \in S^{n-1} \), and by writing each \( x \in S^{n-1} \) as \( x = (x_1, \ldots, x_n) \) it follows that
\[
\int_{S^{n-1}} |\langle x, y \rangle| \, dx = \|y\| \int_{S^{n-1}} |\langle x, e_n \rangle| \, dx = \|y\| \int_{S^{n-1}} |x_n| \, dx,
\]
where \( e_n = (0, \ldots, 0, 1) \in S^{n-1} \).

Let \( H \) denote the upper hemisphere of \( S^{n-1} \). As \( \{x \in S^{n-1} : x_n = 0\} \) is a set of Lebesgue measure zero, we have that
\[
\int_{S^{n-1}} |x_n| \, dx = \int_H |x_n| \, dx + \int_H |x_n| \, dx = 2 \int_H x_n \, dx.
\]
Let \( U \) be the projection of \( H \) on \( \mathbb{R}^{n-1} \), which is of course the unit ball in \( \mathbb{R}^{n-1} \), and let \( f: U \to \mathbb{R} \) be the function defined for \( x' \in U \) by \( f(x') = \sqrt{1 - \|x'\|^2} \). For each \( x \in H \), we may then write \( x = (x', f(x')) \), where \( x' = (x_1, \ldots, x_{n-1}) \in U \). As \( \nabla f \) exists for each point of \( U \), it follows that
\[
\int_H x_n \, dx = \int_U \sqrt{1 - \|x'\|^2} \cdot \frac{1}{\sqrt{1 - \|x'\|^2}} \, dx' = \int_U 1 \, dx' = V_{n-1},
\]
where \( dx' \) refers to integration with respect to the Lebesgue measure on \( U \). Hence
\[
\int_{S^{n-1}} |\langle x, y \rangle| \, dx = 2 \cdot \|y\| \cdot V_{n-1}.
\]

The following proof is due to Kézdy et al. [30, pg. 26-27].

Theorem 5.1.7. Let \( n \in \mathbb{N} \). Then \( \mathbb{R}^n \) is hypermetric.

Proof. Theorem 5.1.4 gives the result for \( n = 1 \), so we will assume that \( n \geq 2 \). Let \( m \in \mathbb{N} \), let \( a_1, \ldots, a_m, b_1, \ldots, b_{m+1} \in \mathbb{R}^n \) and let \( f: S^{n-1} \to \mathbb{R} \) and \( g: S^{n-1} \to \mathbb{R} \) be the functions defined for \( x \in S^{n-1} \) by
\[
f(x) = \sum_{i=1}^m \sum_{j=1}^m |\langle x, a_i \rangle - \langle x, a_j \rangle| + \sum_{i=1}^{m+1} \sum_{j=1}^{m+1} |\langle x, b_i \rangle - \langle x, b_j \rangle|,
\]
\[
g(x) = 2 \sum_{i=1}^m \sum_{j=1}^{m+1} |\langle x, a_i \rangle - \langle x, b_j \rangle|.
\]
Noting that $\langle x, a_i \rangle, \langle x, b_j \rangle \in \mathbb{R}$ for all $x \in S^{n-1}$ and all $i$ and $j$, Theorem 5.1.4 gives that $f \leq g$. Now for all $y \in \mathbb{R}$, by Lemma 5.1.6 we have

$$\|y\| = \frac{1}{2V_{n-1}} \int_{S^{n-1}} |\langle x, y \rangle| \, dx,$$

where $V_{n-1}$ is the volume of the unit ball in $\mathbb{R}^{n-1}$. Therefore

$$\sum_{i=1}^{m} \sum_{j=1}^{m} \|a_i - a_j\| + \sum_{i=1}^{m+1} \sum_{j=1}^{m+1} \|b_i - b_j\|$$

$$= \sum_{i=1}^{m} \sum_{j=1}^{m} \frac{1}{2V_{n-1}} \int_{S^{n-1}} |\langle x, a_i \rangle - \langle x, a_j \rangle| \, dx$$

$$+ \sum_{i=1}^{m+1} \sum_{j=1}^{m+1} \frac{1}{2V_{n-1}} \int_{S^{n-1}} |\langle x, b_i \rangle - \langle x, b_j \rangle| \, dx$$

$$= \frac{1}{2V_{n-1}} \int_{S^{n-1}} \left( \sum_{i=1}^{m} \sum_{j=1}^{m} |\langle x, a_i \rangle - \langle x, a_j \rangle| + \sum_{i=1}^{m+1} \sum_{j=1}^{m+1} |\langle x, b_i \rangle - \langle x, b_j \rangle| \right) \, dx$$

$$= \frac{1}{2V_{n-1}} \int_{S^{n-1}} f(x) \, dx$$

$$\leq \frac{1}{2V_{n-1}} \int_{S^{n-1}} g(x) \, dx$$

$$= 2 \sum_{i=1}^{m} \sum_{j=1}^{m+1} \|a_i - b_j\|.$$

Hence $\mathbb{R}^n$ is hypermetric. \qed

The fact that $\mathbb{R}^n$ is hypermetric can also be used to show that several of the $L^p$ spaces are hypermetric. Recall that given a measure space $(X, \mathcal{X}, \mu)$ and $p \geq 1$, $L^p = L^p(X, \mathcal{X}, \mu)$ consists of all integrable functions $f : X \to \mathbb{R}$ such that $|f|^p$ is integrable, and is equipped with the semi-norm $\|\cdot\|_p : L^p \to \mathbb{R}$ defined for $f \in L^p$ by

$$\|f\|_p = \left( \int |f|^p \, d\mu \right)^{1/p}.$$

By defining an equivalence relation on $L^p$ relating functions which are equal $\mu$-almost everywhere, it is customary to consider $L^p$ to be a normed linear space, and with this convention it can be shown that $L^p$ is complete. Further, when $p = 2$, $L^2$ is a Hilbert space equipped with the inner product $\langle \cdot, \cdot \rangle : L^2 \to \mathbb{R}$ defined for $f, g \in L^2$ by

$$\langle f, g \rangle = \int f g \, d\mu.$$
Kelly [28, pg.28] notes that $L^1$ and $L^2$ spaces are hypermetric. We now derive these results as a consequence of Theorem 5.1.4.

In the following proofs and for the remainder of this thesis, we find it convenient to let $\mathbb{N}_0$ denote $\mathbb{N} \cup \{0\}$, to let $\mathbb{R}^0$ denote the trivial metric space $\{0\}$, to let $\mathbb{R}^1$ denote the Euclidean space $\mathbb{R}$, and to let $\text{sp} \ X$ denote the vector space spanned by some subset $X$ of a vector space.

The following result is well-known.

**Lemma 5.1.8.** Let $V$ be an inner product space, let $n \in \mathbb{N}_0$ and let $v_0, \ldots, v_n \in V$. Then the $v_i$ can be isometrically embedded in $\mathbb{R}^m$ for some $m \leq n$, where $m$ is the greatest number of independent points amongst the $v_i$.

**Proof.** By considering a suitable translation, we may assume without loss of generality that $v_0 = 0$. Let $W = \text{sp} \ \{v_1, \ldots, v_n\}$. Then $W$ is a finite dimensional subspace of $V$ of dimension $m \leq n$, which is the greatest number of independent points amongst the $v_i$. By using the Gram-Schmidt process let $d_1, \ldots, d_m$ be an orthonormal basis for $W$, let $e_1, \ldots, e_m$ be the standard basis for $\mathbb{R}^m$ and let $T: W \to \mathbb{R}^m$ be the linear transformation defined by $T(d_i) = e_i$ for each $i$. Then for each $x, y \in W$,

\[
\|T(x) - T(y)\| = \left\| T \left( \sum_{i=1}^{m} \langle x, d_i \rangle d_i \right) - T \left( \sum_{i=1}^{m} \langle y, d_i \rangle d_i \right) \right\|
\]

\[
= \left\| \sum_{i=1}^{m} \langle x, d_i \rangle e_i - \sum_{i=1}^{m} \langle y, d_i \rangle e_i \right\|
\]

\[
= \left\| \sum_{i=1}^{m} \langle x - y, d_i \rangle e_i \right\|
\]

\[
= \left( \sum_{i=1}^{m} \langle x - y, d_i \rangle^2 \right)^{1/2}
\]

\[
= \left\| \sum_{i=1}^{m} \langle x - y, d_i \rangle d_i \right\|
\]

\[
= \|x - y\|.
\]

Therefore $T$ is an isometry, and the $T(v_i)$ are an embedding of the $v_i$ in $\mathbb{R}^m$. \qed
Theorem 5.1.9. Let \((X, \mathcal{X}, \mu)\) be a measure space and let \(p \in [1, 2]\). Then \(L^p(X, \mathcal{X}, \mu)\) is hypermetric.

Proof. Let \(n \in \mathbb{N}\) and let \(f_1, \ldots, f_n, g_1, \ldots, g_{n+1} \in L^1(X, \mathcal{X}, \mu)\). Then Theorem 5.1.4 gives that

\[
\begin{align*}
\sum_{i=1}^{n} \sum_{j=1}^{n} \|f_i - f_j\|_1 + \sum_{i=1}^{n+1} \sum_{j=1}^{n+1} \|g_i - g_j\|_1 \\
= \sum_{i=1}^{n} \sum_{j=1}^{n} \int |f_i - f_j| \, d\mu + \sum_{i=1}^{n+1} \sum_{j=1}^{n+1} \int |g_i - g_j| \, d\mu \\
= \int \left( \sum_{i=1}^{n} \sum_{j=1}^{n} |f_i(x) - f_j(x)| + \sum_{i=1}^{n+1} \sum_{j=1}^{n+1} |g_i(x) - g_j(x)| \right) \, d\mu(x) \\
\leq \int 2 \sum_{i=1}^{n} \sum_{j=1}^{n+1} |f_i(x) - g_j(x)| \, d\mu(x) \\
= 2 \sum_{i=1}^{n} \sum_{j=1}^{n+1} \|f_i - g_j\|_1.
\end{align*}
\]

Hence \(L^1(X, \mathcal{X}, \mu)\) is hypermetric. The result in the case that \(p \in [1, 2]\) follows since then \(L^p(X, \mathcal{X}, \mu)\) is isometric to a subspace of \(L^1(X, \mathcal{X}, \mu)\), as noted by Koldobsky and Lonke [31, pg. 694], who refer to a paper in French by Bretagnolle et. al. [11]. It is easily seen directly from Lemma 5.1.8 that \(L^2(X, \mathcal{X}, \mu)\) is hypermetric.

That \(L^1(X, \mathcal{X}, \mu)\) is hypermetric leads to a test for hypermetric spaces given by Kelly [28, pg. 19-20]. Kelly proves this result by using an elementary argument, and then uses this test to demonstrate that \(\mathbb{R}\) is hypermetric [28, pg. 21]. We instead show that the result follows from Theorem 5.1.9, which is in turn a consequence of the hypermetric property for \(\mathbb{R}\).

Proposition 5.1.10. Let \((X, d)\) be a metric space, let \((Y, \mathcal{Y}, \mu)\) be a measure space and let \(\Delta : \mathcal{Y} \times \mathcal{Y} \to \mathcal{Y}\) be the symmetric difference operator. If there exists a function \(\hat{f} : X \to \mathcal{Y}\) such that for all \(x_1, x_2 \in X\), \(d(x_1, x_2) = \mu(f(x_1) \Delta f(x_2))\), then \((X, d)\) is hypermetric.
Proof. Suppose that there exists a function \( f : X \rightarrow \mathcal{Y} \) such that for all \( x_1, x_2 \in X \),
\[
d(x_1, x_2) = \mu(f(x_1)\Delta f(x_2)).
\]
Since \(|\chi_A - \chi_B| = \chi_{A\Delta B}\) for all \( A, B \in \mathcal{Y} \), we have that for all \( x_1, x_2 \in X \),
\[
d(x_1, x_2) = \mu(f(x_1)\Delta f(x_2)) \\
= \int \chi_{f(x_1)\Delta f(x_2)} \, d\mu \\
= \int |\chi_{f(x_1)} - \chi_{f(x_2)}| \, d\mu \\
= \|\chi_{f(x_1)} - \chi_{f(x_2)}\|_1,
\]
which is the statement that the mapping \( X \rightarrow L^1(\mathcal{Y}, \mathcal{Y}, \mu) \) such that \( x \mapsto \chi_{f(x)} \) is an isometry. It follows from Theorem 5.1.9 that \((X, d)\) is hypermetric. \( \square \)

When \( X = \mathbb{N} \), \( \mathcal{X} \) is the discrete Borel \( \sigma \)-algebra on \( \mathbb{N} \), \( \mu \) is counting measure on \((X, \mathcal{X})\) and \( p = 2 \), we obtain the well known Hilbert space of "square-summable sequences"
\[
\ell_2 = L^2(\mathbb{N}, \mathcal{X}, \mu) = \left\{ (u_1, u_2, u_3, \ldots) : u_i \in \mathbb{R} \text{ for each } i \text{ and } \sum_{i=1}^{\infty} u_i^2 \text{ converges} \right\},
\]
which may be equipped with the inner product \( \langle \cdot, \cdot \rangle : \ell_2 \times \ell_2 \rightarrow \mathbb{R} \) defined for \((u_1, u_2, u_3, \ldots), (v_1, v_2, v_3, \ldots) \in \ell_2\) by
\[
\langle (u_1, u_2, u_3, \ldots), (v_1, v_2, v_3, \ldots) \rangle = \sum_{i=1}^{\infty} u_i v_i.
\]
In our discussion of quasihypermetric spaces, we will see that \( \ell_2 \) is an important hypermetric and quasihypermetric space. It is immediate that:

**Theorem 5.1.11.** \( \ell_2 \) is hypermetric.

Using a result of Lindenstrauss, Kelly [28, pg.28] notes that all normed linear spaces of dimension no greater than 2 are hypermetric. It is easily seen that not every normed linear space is hypermetric. The proof of the following result is due to Kelly [26, pg. 202-203].
Proposition 5.1.12. The normed linear space $\mathbb{R}^3$ equipped with the metric induced by the $\infty$-norm is not 2-hypermetric, and consequently not hypermetric.

Proof. Let $n = 2$ and let $a_1, a_2, b_1, b_2, b_3 \in \mathbb{R}^3$ be given by

\[ a_1 = (0, 0, 0), \quad a_2 = (0, 0, 1), \]
\[ b_1 = (1, 1, 0), \quad b_2 = (1, -1, 0), \quad b_3 = (-1, 1, 0). \]

Then

\[ \|a_1 - a_2\|_\infty = 1, \]
\[ \|b_i - b_j\|_\infty = 2 \quad \text{for all } i \text{ and all } j \text{ such that } i \neq j, \]
\[ \|a_i - b_j\|_\infty = 1 \quad \text{for all } i \text{ and } j, \]

and

\[ 14 = \sum_{i=1}^{n} \sum_{j=1}^{n} \|a_i - a_j\|_\infty + \sum_{i=1}^{n+1} \sum_{j=1}^{n+1} \|b_i - b_j\|_\infty > 2 \sum_{i=1}^{n} \sum_{j=1}^{n+1} \|a_i - b_j\|_\infty = 12. \quad \square \]

5.2 Quasihypermetric spaces

Definition 5.2.1. Let $(X, d)$ be a metric space and let $n \in \mathbb{N}$. If

\[ \sum_{i=1}^{n} \sum_{j=1}^{n} d(a_i, a_j) + \sum_{i=1}^{n} \sum_{j=1}^{n} d(b_i, b_j) \leq 2 \sum_{i=1}^{n} \sum_{j=1}^{n} d(a_i, b_j) \]

for all $a_1, \ldots, a_n, b_1, \ldots, b_n \in X$, then $(X, d)$ is an $n$-quasihypermetric space. If $(X, d)$ is $n$-quasihypermetric for all $n \in \mathbb{N}$, then $(X, d)$ is a quasihypermetric space.

The term quasihypermetric was introduced by Kelly [28, pg. 26], but defined using a different characterisation of such spaces. We have chosen our definition of quasihypermetric spaces to be consistent with (our equivalent version of) Kelly's definition of hypermetric spaces. Kelly does not define the term $n$-quasihypermetric (as compared to the term $n$-hypermetric), but we have introduced it to help show the relationship between quasihypermetric and hypermetric spaces.
Noting that the 1-quasihypermetric inequality is equivalent to the statement that a metric is non-negative, every metric space is a 1-quasihypermetric space. Also, by considering the triangle inequality, a cases argument shows that every metric space is a 2-quasihypermetric space.

5.2.1 Relationships with hypermetric spaces

The results and comments in this section establish relationships between the class of hypermetric spaces and the class of quasihypermetric spaces.

**Theorem 5.2.2.** Let \((X,d)\) be a metric space. For each \(n \in \mathbb{N}\), if \((X,d)\) is \(n\)-hypermetric then \((X,d)\) is \(n\)-quasihypermetric. Further, if \((X,d)\) is hypermetric then \((X,d)\) is quasihypermetric.

**Proof.** Let \(n \in \mathbb{N}\) and suppose that \((X,d)\) is \(n\)-hypermetric. Let \(a_1, \ldots, a_n \in X\), let \(b_1, \ldots, b_n \in X\) and let \(a_{n+1}, b_{n+1} \in X\) such that \(a_{n+1} = b_{n+1}\). Since \((X,d)\) is \(n\)-hypermetric, we have that

\[
\sum_{i=1}^{n} \sum_{j=1}^{n} d(a_i, a_j) + \sum_{i=1}^{n} \sum_{j=1}^{n+1} d(b_i, b_j) \leq 2 \sum_{i=1}^{n+1} \sum_{j=1}^{n+1} d(a_i, b_j),
\]

giving

\[
\sum_{i=1}^{n} \sum_{j=1}^{n} d(a_i, a_j) + \sum_{i=1}^{n} \sum_{j=1}^{n} d(b_i, b_j) + 2 \sum_{i=1}^{n} d(b_i, b_{n+1})
\leq 2 \sum_{i=1}^{n} \sum_{j=1}^{n} d(a_i, b_j) + 2 \sum_{i=1}^{n} d(a_i, b_{n+1}).
\]

Similarly,

\[
\sum_{i=1}^{n} \sum_{j=1}^{n} d(a_i, a_j) + \sum_{i=1}^{n} \sum_{j=1}^{n} d(b_i, b_j) + 2 \sum_{i=1}^{n} d(a_i, a_{n+1})
\leq 2 \sum_{i=1}^{n} \sum_{j=1}^{n} d(a_i, b_j) + 2 \sum_{i=1}^{n} d(b_i, a_{n+1}),
\]

and as

\[
\sum_{i=1}^{n} d(b_i, b_{n+1}) = \sum_{i=1}^{n} d(b_i, a_{n+1}) \quad \text{and} \quad \sum_{i=1}^{n} d(a_i, b_{n+1}) = \sum_{i=1}^{n} d(a_i, a_{n+1}),
\]
it follows that
\[ \sum_{i=1}^{n} \sum_{j=1}^{n} d(a_i, a_j) + \sum_{i=1}^{n} \sum_{j=1}^{n} d(b_i, b_j) \leq 2 \sum_{i=1}^{n} \sum_{j=1}^{n} d(a_i, b_j). \]

Hence \((X, d)\) is \(n\)-quasihypermetric. That \((X, d)\) is quasihypermetric when \((X, d)\) is hypermetric is immediate.

It is then immediate that:

**Theorem 5.2.3.** Let \(n \in \mathbb{N}_0\) and let \((X, \mathcal{X}, \mu)\) be a measure space. Then each of \(\mathbb{R}^n\), \(L^1(X, \mathcal{X}, \mu)\), \(L^2(X, \mathcal{X}, \mu)\) and \(\ell_2\) are quasihypermetric.

The following result is due to Witsenhausen [55, pg. 518]. We omit the proof.

**Proposition 5.2.4.** All normed linear quasihypermetric spaces are hypermetric.

It from Proposition 5.1.12 that:

**Proposition 5.2.5.** The normed linear space \(\mathbb{R}^3\) equipped with the metric induced by the \(\infty\)-norm is not quasihypermetric.

In Proposition 5.3.12 we will see an example of a five-point quasihypermetric space which is not hypermetric. Hence the class of quasihypermetric spaces is a proper subclass of the space of hypermetric spaces, justifying the use of the prefix “quasi” in the term “quasihypermetric”.

### 5.2.2 A characterisation of quasihypermetric spaces

Our main characterisation of quasihypermetric spaces uses weighted average distances. The proof of Proposition 5.2.6 is suggested by Lovász et al. [35, pg. 2049].

**Theorem 5.2.6.** Let \((X, d)\) be a metric space. Then \((X, d)\) is quasihypermetric if and only if for all \(n \in \mathbb{N}\), for all \(w_1, \ldots, w_n \in \mathbb{R}\) and for all \(x_1, \ldots, x_n \in X\),

\[ \sum_{i=1}^{n} w_i = 0 \implies \sum_{i=1}^{n} \sum_{j=1}^{n} w_i w_j d(x_i, x_j) \leq 0. \]
5.3. COMPACT QUASIHYPERMETRIC SPACES

Proof. Suppose that
\[ \sum_{i=1}^{n} w_i = 0 \implies \sum_{i=1}^{n} \sum_{j=1}^{n} w_i w_j d(x_i, x_j) \leq 0 \]
for all \( n \in \mathbb{N} \), for all \( w_1, \ldots, w_n \in \mathbb{R} \) and for all \( x_1, \ldots, x_n \in X \). Let \( n \in \mathbb{N} \), let \( a_1, \ldots, a_n, b_1, \ldots, b_n \in X \), let \( x_1, \ldots, x_{2n} \in X \) be a listing of the points \( a_i \) and \( b_i \), and let \( w_1, \ldots, w_{2n} \in \mathbb{Z} \) such that \( w_i = -1 \) if \( i \leq n \) and \( w_i = 1 \) if \( i > n \). We have that \( \sum_{i=1}^{2n} w_i = 0 \), and therefore
\[
\sum_{i=1}^{n} \sum_{j=1}^{n} d(a_i, a_j) + \sum_{i=1}^{n} \sum_{j=1}^{n} d(b_i, b_j) - 2 \sum_{i=1}^{n} \sum_{j=1}^{n} d(a_i, b_j)
\]
\[
= \sum_{i=1}^{n} \sum_{j=1}^{n} (-1)(-1)d(a_i, a_j) + \sum_{i=1}^{n} \sum_{j=1}^{n} (1)(1)d(b_i, b_j) + 2 \sum_{i=1}^{n} \sum_{j=1}^{n} (-1)(1)d(a_i, b_j)
\]
\[
= \sum_{i=1}^{2n} \sum_{j=1}^{2n} w_i w_j d(x_i, x_j)
\]
\[
\leq 0.
\]
Since then
\[
\sum_{i=1}^{n} \sum_{j=1}^{n} d(a_i, a_j) + \sum_{i=1}^{n} \sum_{j=1}^{n} d(b_i, b_j) \leq 2 \sum_{i=1}^{n} \sum_{j=1}^{n} d(a_i, b_j),
\]
it follows that \( (X, d) \) is quasihypermetric. The proof of the converse statement is identical to that of Theorem 1.2.9.

5.3 Compact quasihypermetric spaces

We now develop characterisations of compact quasihypermetric spaces which fall into two categories. The first collection of characterisations are measure theoretic, and the second collection of characterisations concern certain embeddings which are essentially in \( \ell_2 \).

5.3.1 Measure theoretic characterisations

Theorem 5.3.1. Let \( X \) be a compact metric space. The following are equivalent:
1. $X$ is quasihypermetric.

2. For all $\mu \in \mathcal{M}(X)$, $\mu(X) = 0 \implies I(\mu) \leq 0$.

3. For all $\mu, \nu \in \mathcal{M}(X)$, $\mu(X) = \nu(X) \implies I(\mu) + I(\nu) \leq 2I(\mu, \nu)$.

4. For all $\mu, \nu \in \mathcal{M}^+(X)$, $\mu(X) = \nu(X) \implies I(\mu) + I(\nu) \leq 2I(\mu, \nu)$.

5. For all $\mu, \nu \in \mathcal{M}^-(X)$, $I(\mu) + I(\nu) \leq 2I(\mu, \nu)$.

6. $I$ is concave on $\{\mu \in \mathcal{M}(X) : \mu(X) = 1\}$.

Proof. To show that (1) $\iff$ (2), suppose that $X$ is quasihypermetric. Let $d$ denote the metric of $X$ and let $\mu \in \mathcal{M}(X)$ such that $\mu(X) = 0$. If $\mu$ is atomic then we can write $\mu = \sum_{i=1}^{n} w_i \delta_{x_i}$ for some $w_1, \ldots, w_n \in \mathbb{R}$ and some $x_1, \ldots, x_n \in X$. By Theorem 5.2.6 it follows that

$$
\mu(X) = \sum_{i=1}^{n} w_i = 0 \implies I(\mu) = \sum_{i=1}^{n} \sum_{j=1}^{n} w_i w_j d(x_i, x_j) \leq 0.
$$

Otherwise, let $\mu = \mu^+ - \mu^-$ be the Jordan decomposition of $\mu$, and by Theorem 2.3.24 there exist sequences of atomic measures $(\mu^+_n), (\mu^-_n) \in \mathcal{M}^+(X)$ such that $\mu^+_n \to^* \mu^+$ and $\mu^-_n \to^* \mu^-$ and for each $n$, $\mu^+_n(X) = \mu^+(X)$ and $\mu^-_n(X) = \mu^-(X)$. Let $(\mu_n) \in \mathcal{M}(X)$ be the sequence defined for $n \in \mathbb{N}$ by $\mu_n = \mu^+_n - \mu^-_n$. Then for each $n$,

$$
\|\mu_n\| \leq \|\mu^+_n\| + \|\mu^-_n\| = \|\mu^+\| + \|\mu^-\|,
$$

and by Theorem 3.2.1 it follows that $I(\mu_n) \to I(\mu)$. Since each $\mu_n$ is atomic, we have that $I(\mu_n) \leq 0$, giving $I(\mu) \leq 0$.

Conversely, suppose that for all $\mu \in \mathcal{M}(X)$, $\mu(X) = 0 \implies I(\mu) \leq 0$. Let $n \in \mathbb{N}$, let $w_1, \ldots, w_n \in \mathbb{R}$, let $x_1, \ldots, x_n \in X$ and let $\mu = \sum_{i=1}^{n} w_i \delta_{x_i}$. Then

$$
\sum_{i=1}^{n} w_i = \mu(X) = 0 \implies \sum_{i=1}^{n} \sum_{j=1}^{n} w_i w_j d(x_i, x_j) = I(\mu) \leq 0,
$$

and by Theorem 5.2.6 it follows that $X$ is quasihypermetric.
To show that (2) $\implies$ (3), suppose that for all $\mu \in \mathcal{M}(X)$, $\mu(X) = 0$ implies that $I(\mu) \leq 0$. Let $\mu, \nu \in \mathcal{M}(X)$ such that $\mu(X) = \nu(X)$. Then $(\mu - \nu)(X) = 0$ and $I(\mu - \nu) = I(\mu) + I(\nu) - 2I(\mu, \nu) \leq 0$, giving that $I(\mu) + I(\nu) \leq 2I(\mu, \nu)$.

It is clear that (3) $\implies$ (4) $\implies$ (5). To show that (5) $\implies$ (2), suppose that for all $\mu \in \mathcal{M}^1(X)$, $I(\mu) + I(\nu) \leq 2I(\mu, \nu)$. Let $\mu \in \mathcal{M}(X)$ such that $\mu(X) = 0$. If $\mu = 0$ then the result is obvious. Otherwise, let $\mu = \mu^+ - \mu^-$. Then $\|\mu^+\| = \|\mu^-\| \neq 0$, and given that $\mu^+/\|\mu^+\|, \mu^-/\|\mu^-\| \in \mathcal{M}^1(X)$, we have that

$$I(\mu) = I\left(\|\mu^+\| \cdot \frac{\mu^+}{\|\mu^+\|} - \|\mu^-\| \cdot \frac{\mu^-}{\|\mu^-\|}\right)$$

$$= \|\mu^+\|^2 \cdot \left(I\left(\frac{\mu^+}{\|\mu^+\|}\right) + I\left(\frac{\mu^-}{\|\mu^-\|}\right) - 2I\left(\frac{\mu^+}{\|\mu^+\|}, \frac{\mu^-}{\|\mu^-\|}\right)\right)$$

$$\leq \|\mu^+\|^2 \cdot 0$$

$$= 0.$$

Finally, we will show that (3) $\implies$ (6) and (6) $\implies$ (2). Suppose that for all $\mu, \nu \in \mathcal{M}(X)$, $\mu(X) = \nu(X) \implies I(\mu) + I(\nu) \leq 2I(\mu, \nu)$. Let $\mu, \nu \in \mathcal{M}(X)$ such that $\mu(X) = \nu(X) = 1$ and let $\alpha \in [0, 1]$. We then have

$$\alpha I(\mu) + (1 - \alpha) I(\nu)$$

$$= \alpha(\alpha + 1 - \alpha) I(\mu) + (1 - \alpha)(\alpha + 1 - \alpha) I(\nu)$$

$$= \alpha^2 I(\mu) + (1 - \alpha)^2 I(\nu) + \alpha(1 - \alpha)(I(\mu) + I(\nu))$$

$$\leq \alpha^2 I(\mu) + (1 - \alpha)^2 I(\nu) + 2\alpha(1 - \alpha)I(\mu, \nu)$$

$$= I(\alpha \mu) + I((1 - \alpha)\nu) + 2I(\alpha \mu, (1 - \alpha)\nu)$$

$$= I(\alpha \mu + (1 - \alpha)\nu);$$

that is, $I$ is concave on $\{\mu \in \mathcal{M}(X) : \mu(X) = 1\}$.

Suppose that $I$ is concave $\{\mu \in \mathcal{M}(X) : \mu(X) = 1\}$. Let $\mu \in \mathcal{M}(X)$ such that $\mu(X) = 0$ and let $x \in X$. Then $\mu + \delta_x, \delta_x \in \mathcal{M}(X)$ and $(\mu + \delta_x)(X) = \delta_x(X) = 1$. 


Noting that $I(\delta_x) = 0$, we then have

$$\frac{1}{2}I(\mu) = \frac{1}{2}I(\mu + \delta_x) + \frac{1}{2}I(\delta_x) - I(\mu + \delta_x, \delta_x)$$

$$\leq I\left(\frac{1}{2}\mu + \delta_x\right) - I(\mu, \delta_x) - I(\delta_x, \delta_x)$$

$$= \frac{1}{4}I(\mu) + I(\delta_x) + I(\mu, \delta_x) - I(\mu, \delta_x)$$

$$= \frac{1}{4}I(\mu).$$

It follows that $I(\mu) \leq 0$. \qed

It is easily seen that characterisation 3 of hypermetric spaces from Theorem 5.1.2 and characterisation 2 of quasihypermetric spaces from Theorem 5.3.1 give rise to an alternative proof that the class of quasihypermetric spaces contains the class of hypermetric spaces. It simply needs to be noted that we can arbitrarily weak-* approximate a finite signed Borel measure $\mu$ on a quasihypermetric space $X$ by a sequence of atomic measures $(\mu_n)$ such that each $\mu_n$ can be written using rational weights and $(\|\mu_n\|)$ is bounded, and that the functional $I: \mathcal{M}(X) \rightarrow \mathbb{R}$ is continuous on sets of bounded measure norm.

### 5.3.2 Metric embedding characterisations

We now develop characterisations of quasihypermetric spaces via embeddings in $\ell_2$.

Let $(X, d)$ be a metric space, and consider the function $d^{1/2}: X \times X$ defined for $(x, y) \in X \times X$ by $d^{1/2}(x, y) = \sqrt{d(x, y)}$. Given that the triangle inequality holds for $d$, and that for all $x, y, z$,

$$d(x, y) \leq d(x, z) + d(z, y)$$

$$\Rightarrow d(x, y) \leq d(x, z) + 2d^{1/2}(x, z)d^{1/2}(z, y) + d(z, y)$$

$$\Rightarrow (d^{1/2}(x, y))^2 \leq (d^{1/2}(x, z) + d^{1/2}(z, y))^2$$

$$\Rightarrow d^{1/2}(x, y) \leq d^{1/2}(x, z) + d^{1/2}(z, y),$$

the triangle inequality must also hold for $d^{1/2}$. It is a routine exercise to show that $d^{1/2}$ satisfies the other properties of a metric, and hence $(X, d^{1/2})$ is a metric space.
Definition 5.3.2. Let \((X, d)\) and \(Y\) be metric spaces. If the metric space \((X, d^{1/2})\) is isometrically embeddable in \(Y\) then we say that \((X, d)\) is 1/2-embeddable in \(Y\).

We find it convenient to now introduce the strict quasihypermetric property for finite metric spaces. Recall that for \(n \in \mathbb{N}\), if \((\{x_1, \ldots, x_n\}, d)\) is a finite quasihypermetric metric space then for all \(w_1, \ldots, w_n \in \mathbb{R}\) such that \(\sum_{i=1}^{n} w_i = 0\), Theorem 5.2.6 gives that

\[
\sum_{i=1}^{n} \sum_{j=1}^{n} w_i w_j d(x_i, x_j) \leq 0.
\]

We will consider quasihypermetric spaces where equality can only occur in the above when \(w_i = 0\) for each \(i\).

Definition 5.3.3. Let \(n \in \mathbb{N}\), let \(X = \{x_1, \ldots, x_n\}\) be a finite set and let \(d\) be a metric on \(X\). If for all \(w_1, \ldots, w_n \in \mathbb{R}\) such that \(\sum_{i=1}^{n} w_i = 0\), we have that

\[
\sum_{i=1}^{n} \sum_{j=1}^{n} w_i w_j d(x_i, x_j) = 0 \implies w_1 = \ldots = w_n = 0,
\]

then \((X, d)\) is a strictly quasihypermetric space.

A more general discussion of this property can be found in Section 5.4. For now, note that Theorem 5.4.3 states that finite subsets of Euclidean spaces are strictly quasihypermetric.

The remainder of this section builds up to our main metric embedding characterisation of quasihypermetric spaces, which is given in Theorem 5.3.17. This theorem states that a metric space is quasihypermetric if and only if it is 1/2-embeddable in the hypermetric space \(\ell_2\), and that when each finite subset of the space is embeddable on a sphere such that each circumradius of a finite 1/2-embedding is bounded above by some constant then the space is embeddable on a sphere in \(\ell_2\).

Definition 5.3.4. Let \(A\) be a symmetric \(n \times n\) matrix with real entries. If \(x^T A x \leq 0\) for all \(x = (x_1, \ldots, x_n) \in \mathbb{R}^n\) such that \(\sum_{i=1}^{n} x_i = 0\) then \(A\) is almost-negative definite. Further, if equality holds only when \(x = 0\) then \(A\) is strictly almost-negative definite.
Let \((X, d)\) be a metric space, let \(n \in \mathbb{N}\), let \(x_1, \ldots, x_n \in X\) and let \(A\) be the \(n \times n\) distance matrix given by \(A_{ij} = d(x_i, x_j)\). Then \(A\) is a symmetric \(n \times n\) matrix with real entries and for all \(w = (w_1, \ldots, w_n) \in \mathbb{R}^n\),
\[
    w^T A w = \sum_{i=1}^{n} w_i \left( \sum_{j=1}^{n} d(x_i, x_j) w_j \right) = \sum_{i=1}^{n} \sum_{j=1}^{n} w_i w_j d(x_i, x_j).
\]
It follows that:

**Theorem 5.3.5.** Let \(X\) be a metric space. Then \(X\) is quasihypermetric if and only if each distance matrix obtained from a finite tuple of points in \(X\) is almost-negative definite. Further, when \(X\) is finite, \(X\) is strictly quasihypermetric if and only if each distance matrix obtained from the list of distinct points in \(X\) is strictly almost-negative definite.

The proofs of the following Lemmas and Theorem are due to Baxter [7, pg.4-5], whose derivation follows that of Schoenberg [46, pg.724-726].

**Lemma 5.3.6.** Let \(n \in \mathbb{N}\) and let \(A\) be a real non-zero symmetric positive semi-definite \(n \times n\) matrix. Then there exists a real \(n \times n\) matrix \(X\) such that \(A = XX^T\), and by letting \(x_1, \ldots, x_n \in \mathbb{R}^n\) such that \(\sqrt{2}x_1, \ldots, \sqrt{2}x_n\) are the rows of \(X\), for all \(i\) and \(j\),
\[
    A_{ij} = \|x_i\|^2 + \|x_j\|^2 - \|x_i - x_j\|^2.
\]
Further, if \(A\) is positive definite then \(X\) is non-singular.

**Proof.** As \(A\) is non-zero and symmetric, by the Spectral Theorem [49, pg. 222] it has \(n\) eigenvalues \(\lambda_1, \ldots, \lambda_n \in \mathbb{R}\) and \(n\) associated linearly independent eigenvectors \(p_1, \ldots, p_n \in \mathbb{R}^n\), which may be chosen to be orthonormal. Given that \(A\) is positive semi-definite, then for each \(i\), \(\langle p_i, Ap_i \rangle = \langle p_i, \lambda_i p_i \rangle = \lambda_i \|p_i\|^2 \geq 0\), and as \(\|p_i\| \neq 0\), we have that \(\lambda_i \geq 0\). Let \(D\) be the \(n \times n\) diagonal matrix with diagonal entries \(\sqrt{\lambda_1}, \ldots, \sqrt{\lambda_n}\), let \(P\) be the \(n \times n\) matrix with columns \(p_1, \ldots, p_n\) and let \(X = PD\). Then
\[
    A = PD^2P^T = PDD^TP^T = (PD)(PD)^T = XX^T.
\]
Now, let \( x_1, \ldots, x_n \in \mathbb{R}^n \) be such that \( \sqrt{2}x_1, \ldots, \sqrt{2}x_n \) are the rows of \( X \). Then for all \( i \) and \( j \),

\[
A_{ij} = \left\langle \sqrt{2}x_i, \sqrt{2}x_j \right\rangle = 2 \langle x_i, x_j \rangle = \|x_i\|^2 + \|x_j\|^2 - \|x_i - x_j\|^2.
\]

Finally, if \( A \) is positive definite then \( \lambda_i > 0 \) for each \( i \), which gives that the \( \sqrt{\lambda_i}p_i \) are linearly independent, and so \( X \) is non-singular. \( \square \)

**Lemma 5.3.7.** Let \( n \in \mathbb{N} \) and let \( A \) be a real symmetric \( n \times n \) matrix with diagonal entries zero. Then \( A \) is almost-negative definite if and only if the \( n \times n \) matrix \((A_{ij} - A_{in} - A_{nj})_{ij}\) is negative semi-definite. Further, \( A \) is strictly almost-negative definite if and only if \((A_{ij} - A_{in} - A_{nj})_{ij}\) is negative definite.

**Proof.** Suppose that \( A \) is almost-negative definite. Let \( x = (x_1, \ldots, x_n) \in \mathbb{R}^n \). For each \( i \) and \( j \), \( x_i x_n (A_{in} - A_{in} - A_{nn}) = 0 \) and \( x_n x_j (A_{nj} - A_{nn} - A_{nj}) = 0 \). Hence the value of

\[
\sum_{i=1}^{n} \sum_{j=1}^{n} x_i x_j (A_{ij} - A_{in} - A_{nj})
\]

is independent of \( x_n \), and we may assume without loss of generality that

\[
x_n = \sum_{i=1}^{n-1} -x_i.
\]

Then

\[
\sum_{i=1}^{n} \sum_{j=1}^{n} x_i x_j (A_{ij} - A_{in} - A_{nj})
\]

\[
= \sum_{i=1}^{n-1} \sum_{j=1}^{n-1} x_i x_j (A_{ij} - A_{in} - A_{nj})
\]

\[
= \sum_{i=1}^{n-1} \sum_{j=1}^{n-1} x_i x_j A_{ij} + \sum_{j=1}^{n-1} \left( \sum_{i=1}^{n-1} -x_i \right) x_j A_{in} + \sum_{i=1}^{n-1} x_i \left( \sum_{j=1}^{n-1} -x_j \right) A_{nj}
\]

\[
= \sum_{i=1}^{n-1} \sum_{j=1}^{n-1} x_i x_j A_{ij} + \sum_{j=1}^{n-1} x_n x_j A_{in} + \sum_{i=1}^{n-1} x_i x_n A_{nj} + x_n x_n A_{nn}
\]

\[
= \sum_{i=1}^{n} \sum_{j=1}^{n} x_i x_j A_{ij}
\]

\[
\leq 0.
\]
Therefore \((A_{ij} - A_{in} - A_{nj})_{ij}\) is negative semi-definite. Further, it is easily seen that if \(A\) is strictly almost-negative definite then \((A_{ij} - A_{in} - A_{nj})_{ij}\) is negative definite.

Conversely, suppose that \((A_{ij} - A_{in} - A_{nj})_{ij}\) is negative semi-definite (resp. negative definite). The above calculation then shows that \(A\) is almost-negative definite (resp. strictly almost-negative definite).

\[\text{Theorem 5.3.8.}\] Let \(n \in \mathbb{N}\) and let \(A\) be a real non-zero \(n \times n\) matrix with diagonal entries zero. Then \(A\) is (strictly) almost-negative definite if and only if there exist (affinely independent) \(x_1, \ldots, x_n \in \mathbb{R}^{n-1}\) such that for each \(i\) and \(j\), \(A_{ij} = \|x_i - x_j\|^2\).

\[\text{Proof.}\] Suppose that \(A\) is almost-negative definite. Let \(e_1, \ldots, e_n\) be the standard basis for \(\mathbb{R}^n\), let \(b_1, \ldots, b_n \in \mathbb{R}^n\) be defined for each \(i\) by \(b_i = e_i - e_n\), let \(B\) be the \(n \times n\) matrix with column vectors \(b_1, \ldots, b_n\) and let \(C = -B^T A B\). It is easily seen that \(C_{ij} = -\langle b_i, Ab_j \rangle\). Let \(a_1, \ldots, a_n \in \mathbb{R}^n\) be the columns of \(A\). Then for each \(i\) and \(j\), \(Ae_i = a_i\) and \(\langle e_i, a_j \rangle = A_{ij}\) and

\[
C_{ij} = -\langle e_i - e_n, A(e_j - e_n) \rangle \\
= -\langle e_i - e_n, a_j - a_n \rangle \\
= -\langle e_i, a_j \rangle + \langle e_i, a_n \rangle + \langle e_n, a_j \rangle - \langle e_n, a_n \rangle \\
= -A_{ij} + A_{in} + A_{nj}.
\]

Using Lemma 5.3.7, \(C\) is positive semi-definite, and hence by Lemma 5.3.6 there exist \(y_1, \ldots, y_n \in \mathbb{R}^n\) such that \(C_{ij} = \|y_i\|^2 + \|y_j\|^2 - \|y_i - y_j\|^2\) for each \(i\) and \(j\). Noting that \(j = i\) implies \(A_{in} = \|y_i\|^2\), it follows that \(A_{ij} = \|y_i - y_j\|^2\) for each \(i\) and \(j\). Let \(x_1, \ldots, x_n \in \mathbb{R}^n\) be defined for each \(i\) by \(x_i = y_i - y_n\). Then for each \(i\) and \(j\), \(A_{ij} = \|x_i - x_j\|^2\). Using a suitable rotation, we may consider that \(x_i \in \mathbb{R}^{n-1}\). Further, if \(A\) is strictly almost-negative definite then by Lemma 5.3.6 the \(y_i\) are linearly independent and hence the \(x_i\) are affinely independent.

Conversely, suppose that there exist \(x_1, \ldots, x_n \in \mathbb{R}^{n-1}\) such that for each \(i\) and \(j\), \(A_{ij} = \|x_i - x_j\|^2\). Then \(A\) is symmetric and for all \(w = (w_1, \ldots, w_n) \in \mathbb{R}^n\)
such that $\sum_{i=1}^{n} w_i = 0$, 

$$w^T A w = \sum_{i=1}^{n} \sum_{j=1}^{n} w_i w_j \|x_i - x_j\|^2$$

$$= \sum_{i=1}^{n} \sum_{j=1}^{n} w_i w_j (\|x_i\|^2 + \|x_j\|^2 - 2 \langle x_i, x_j \rangle)$$

$$= 2 \sum_{i=1}^{n} \left( w_i \|x_i\|^2 \sum_{j=1}^{n} w_j \right) - 2 \sum_{i=1}^{n} \sum_{j=1}^{n} w_i w_j \langle x_i, x_j \rangle$$

$$= -2 \left\langle \sum_{i=1}^{n} w_i x_i, \sum_{j=1}^{n} w_j x_j \right\rangle$$

$$= -2 \left\| \sum_{i=1}^{n} w_i x_i \right\|^2$$

$$\leq 0.$$ 

Therefore, $A$ is almost-negative definite. Further, suppose that the $x_i$ are affinely independent, and let $w_1, \ldots, w_n \in \mathbb{R}$ such that $\sum_{i=1}^{n} w_i = 0$ and $w^T A w = 0$. By considering the above, we must then have that $\sum_{i=1}^{n} w_i x_i = 0$, and by the affine independence of the $x_i$ it follows that $w_i = 0$ for each $i$. Therefore $A$ is strictly almost-negative definite. $\square$

It is then immediate that:

**Theorem 5.3.9.** Let $X$ be a metric space. Then $X$ is quasihypermetric if and only if for each $n \in \mathbb{N}_0$, each finite subset of $X$ with $n + 1$ points can be $1/2$-embedded in $\mathbb{R}^n$. Further, when $X$ is a finite space containing $n + 1$ points for some $n \in \mathbb{N}_0$, $X$ is strictly quasihypermetric if and only if $X$ can be affinely $1/2$-embedded in $\mathbb{R}^n$.

We now see that for finite strictly quasihypermetric spaces, the $1/2$-embedding given by the previous theorem is spherical. The following result is well-known.

**Lemma 5.3.10.** Let $n \in \mathbb{N}$ and let $x_0, \ldots, x_n \in \mathbb{R}^n$ be affinely independent. Then there exists a unique sphere in $\mathbb{R}^n$ containing the $x_i$. 
Proof. Suppose that $x \in \mathbb{R}$ is the centre of a sphere containing the $x_i$. Then for each $i$ and $j$, $x$ is equidistant from $x_i$ and $x_j$, and must lie on their perpendicular bisector, giving

$$\left<x - \frac{x_i + x_j}{2}, x_i - x_j\right> = 0,$$

and hence $\langle x_i - x_j, x \rangle = (1/2)(||x_i||^2 - ||x_j||^2)$. To show that there exists a unique sphere containing the $x_i$, we want to show that the system of equations

$$\langle x_i - x_j, y \rangle = (1/2)(||x_i||^2 - ||x_j||^2) \quad \text{for } i, j = 0, \ldots, n$$

has a unique solution for the unknown $x$. As this system is equivalent to

$$\langle x_i - x_{i+1}, y \rangle = (1/2)(||x_i||^2 - ||x_{i+1}||^2) \quad \text{for } i = 0, \ldots, n-1,$$

it will be sufficient to show that the vectors $x_i - x_{i+1}$ for $i = 0, \ldots, n-1$ are linearly independent.

Let $c_0, \ldots, c_{n-1} \in \mathbb{R}$ such that $\sum_{i=0}^{n-1} c_i (x_i - x_{i+1}) = 0$. Then

$$c_0 x_0 + \sum_{i=1}^{n-1} (c_i - c_{i-1}) x_i - c_{n-1} x_n = 0,$$

and by adding the coefficients of the $x_i$ as a finite telescoping series, we obtain

$$c_0 + \sum_{i=1}^{n-1} (c_i - c_{i-1}) - c_{n-1} = 0.$$

As the $x_i$ are affinely independent, it follows that $c_i = 0$ for each $i$, and hence the $x_i - x_{i+1}$ for $i = 0, \ldots, n-1$ are linearly independent. \qed

We then obtain:

**Theorem 5.3.11.** Let $X$ be a finite metric space with $n+1$ points for some $n \in \mathbb{N}_0$. If $X$ is strictly quasihypermetric then $X$ can be $1/2$-embedded on a sphere in $\mathbb{R}^n$. Further, $X$ cannot be $1/2$-embedded on a sphere in $\mathbb{R}^m$ when $m < n$, and the circumradius of the $1/2$-embedding of $X$ in $\mathbb{R}^n$ is less than or equal to the circumradius of any $1/2$-embedding of $X$ in $\mathbb{R}^m$ when $m \geq n$. 

Note that $1/2$-embeddability on a sphere in a Euclidean space is not sufficient to ensure that a finite metric space is strictly quasihypermetric, as will be seen in comments given after Proposition 5.4.2.

Making a brief digression, the previous result allows us to give an example of a quasihypermetric space which is neither hypermetric nor strictly quasihypermetric. The example is due to Assouad [5, pg. 361-362]. (Assouad’s paper does not give details of the weights which show that the space is not hypermetric, but refers the reader to his thesis written at the Université de Paris.)

**Proposition 5.3.12.** There exists a five-point quasihypermetric space which is neither hypermetric nor strictly quasihypermetric.

**Proof.** Let $X = \{1, 2, 3, 4, 5\}$, let $A$ be the $5 \times 5$ matrix

$$A = \begin{pmatrix}
0 & 2 & 2 & 5 & 5 \\
2 & 0 & 4 & 3 & 3 \\
2 & 4 & 0 & 3 & 3 \\
5 & 3 & 3 & 0 & 4 \\
5 & 3 & 3 & 4 & 0
\end{pmatrix},$$

and let $d: X \times X \to \mathbb{R}$ be the function defined for $(i, j) \in X \times X$ by $d(i, j) = A_{ij}$. Given that $A$ is a non-negative symmetric matrix with zeros on the main diagonal and nowhere else, to show that $(X, d)$ is a metric space it will be sufficient to show that $d$ satisfies the triangle inequality. Suppose that there exists distinct $i, j, k \in X$ such that $d(i, k) > d(i, j) + d(j, k)$. Given that $d(i, j) + d(j, k) \geq 4$, it follows that $d(i, k) = 5$, and we may assume without loss of generality that $i = 1$ and $k \in \{4, 5\}$. It can then be seen that $j \in \{2, 3\}$, giving that $d(i, j) + d(j, k) \leq 2 + 3 = 5 = d(i, k)$, which is a contradiction. Hence $d$ satisfies the triangle inequality.

Now, since a distance matrix of the Euclidean space

$$\{(-1, 0, 0), (0, 1, 0), (0, -1, 0), (1, 0, 1), (1, 0, -1)\} \subseteq \mathbb{R}^3$$
obtained by using each point exactly once is
\[
\begin{pmatrix}
0 & \sqrt{2} & \sqrt{2} & \sqrt{5} & \sqrt{5} \\
\sqrt{2} & 0 & 2 & \sqrt{3} & \sqrt{3} \\
\sqrt{2} & 2 & 0 & \sqrt{3} & \sqrt{3} \\
\sqrt{5} & \sqrt{3} & \sqrt{3} & 0 & 2 \\
\sqrt{5} & \sqrt{3} & \sqrt{3} & 2 & 0
\end{pmatrix},
\]

it is easily seen that \((X, d)\) can be 1/2-embedded in \(\mathbb{R}^3\), and by Theorem 5.3.9, \((X, d)\) is quasihypermetric but not strictly quasihypermetric. To see that \((X, d)\) is not hypermetric, let \(w_1 = w_4 = w_5 = 1\) and \(w_2 = w_3 = -1\). Then \(w_i \in \mathbb{Z}\) for each \(i\) and \(\sum_{i=1}^{5} w_i = 1\) and
\[
\sum_{i=1}^{5} \sum_{j=1}^{5} w_i w_j d(i,j) = 2(-2 - 2 + 5 + 5 + 4 - 3 - 3 - 3 - 3 + 4) = 4 > 0.
\]

We now extend our 1/2-embedding theorems from finite spaces to countable spaces and finally to separable spaces. Towards this aim, we require the result that an isometry between arbitrary subsets of \(\mathbb{R}^n\) can be extended to an isometry of the entire space. Blumenthal claims in [9, pg. 93] that this result is "either well known to the reader" or that there is a "proof [...] which [they] can readily supply". The proof supplied here was not found in any reference, but is most probably not original.

**Lemma 5.3.13.** Let \(A, B \subseteq \mathbb{R}^n\) such that \(0 \in A\) and \(0 \in B\), and let \(f : A \rightarrow B\) be an isometry such that \(f(0) = 0\). Then \(f\) is inner product preserving.

**Proof.** Recall that for all \(x, y \in \mathbb{R}^n\), we have the identity
\[
\langle x, y \rangle = \frac{1}{2} (\|x\|^2 + \|y\|^2 - \|x - y\|^2),
\]
which then gives for all \(x, y \in A\),
\[
\langle f(x), f(y) \rangle = \frac{1}{2} (\|f(x) - f(0)\|^2 + \|f(y) - f(0)\|^2 - \|f(x) - f(y)\|^2)
= \frac{1}{2} (\|x - 0\|^2 + \|y - 0\|^2 - \|x - y\|^2)
= \langle x, y \rangle.
\]
Hence \(f\) is inner product preserving.
Proposition 5.3.14. Let \( A, B \subseteq \mathbb{R}^n \), and let \( f: A \to B \) be an isometry. Then there exists an affine isometry of \( \mathbb{R}^n \) which extends \( f \).

Proof. By considering suitable translations, we will assume that \( 0 \in A \) and \( 0 \in B \) and \( f(0) = 0 \) and show that there exists a linear isometry of \( \mathbb{R}^n \) which extends \( f \).

Suppose first that \( A \) is a spanning set for \( \mathbb{R}^n \). Let \( a_1, \ldots, a_n \in A \) be a basis for \( \mathbb{R}^n \) and let \( T: \mathbb{R}^n \to \mathbb{R}^n \) be the linear transformation such that for each \( i \), \( T(a_i) = f(a_i) \). We will firstly show that \( T|_A = f \). Now, it is known [36, pg. 155,423] that for all \( m \in \mathbb{N} \) and for all \( v_1, \ldots, v_m \in \mathbb{R}^n \), the determinant of the Gram matrix \( \langle \langle v_i, v_j \rangle \rangle_{ij} \) is non-negative and is positive if and only if the \( v_i \) are independent. It then follows from Lemma 5.3.13 that the matrices \( \langle \langle a_i, a_j \rangle \rangle_{ij} = \langle \langle f(a_i), f(a_j) \rangle \rangle_{ij} \) are non-singular, and hence that the \( f(a_i) \) are independent. Subsequently, let \( x \in A \) and write \( x \) and \( f(x) \) as the unique linear combinations

\[
x = \sum_{i=1}^{n} \alpha_i a_i \quad \text{and} \quad f(x) = \sum_{i=1}^{n} \beta_i f(a_i).
\]

Since \( \langle f(a_i), f(x) \rangle = \langle a_i, x \rangle \) for each \( i \), we then have

\[
\left\langle f(a_i), \sum_{j=1}^{n} \beta_j f(a_j) \right\rangle = \left\langle a_i, \sum_{j=1}^{n} \alpha_j a_j \right\rangle,
\]

giving

\[
\sum_{j=1}^{n} \beta_j \langle a_i, a_j \rangle = \sum_{j=1}^{n} \alpha_j \langle a_i, a_j \rangle \quad \text{for} \quad i = 1, \ldots n.
\]

Recalling that the matrix \( \langle \langle a_i, a_j \rangle \rangle_{ij} \) is non-singular, it follows that \( \alpha_i = \beta_i \) for each \( i \). Then since \( T(x) = \sum_{i=1}^{n} \alpha_i f(a_i) \), we must have \( T(x) = f(x) \) for all \( x \in A \); that is,
$T$ is a linear transformation of $\mathbb{R}^n$ which extends $f$. The calculation
\[
\langle T(x), T(y) \rangle = \left\langle T\left( \sum_{i=1}^{n} \alpha_i a_i \right), T\left( \sum_{j=1}^{n} \beta_j a_j \right) \right\rangle
\]
\[
= \left\langle \sum_{i=1}^{n} \alpha_i f(a_i), \sum_{j=1}^{n} \beta_j f(a_j) \right\rangle
\]
\[
= \sum_{i=1}^{n} \sum_{j=1}^{n} \alpha_i \beta_j \langle f(a_i), f(a_j) \rangle
\]
\[
= \sum_{i=1}^{n} \sum_{j=1}^{n} \alpha_i \beta_j \langle a_i, a_j \rangle
\]
\[
= \left\langle \sum_{i=1}^{n} \alpha_i v_i, \sum_{j=1}^{n} \beta a_j a_j \right\rangle
\]
\[
= \langle x, y \rangle.
\]
which holds for all $x = \sum_{i=1}^{n} \alpha_i a_i$, $y = \sum_{i=1}^{n} \beta_i a_i \in \mathbb{R}^n$ shows that $T$ is an isometry.

Otherwise, suppose that $A$ is not a spanning set for $\mathbb{R}^n$. Let $m < n$ be the dimension of the space spanned by $A$, let $v_1, \ldots, v_m \in A$ be independent, let $v'_1, \ldots, v'_m \in \mathbb{R}^n$ such that $v'_i = f(v_i)$ for each $i = 1, \ldots, m$, and let $v_{m+1}, \ldots, v_n \in \mathbb{R}^n$ be such that $v_1, \ldots, v_n$ are independent. Now, consider the system of equations with unknown $x \in \mathbb{R}^n$ given by
\[
\langle v'_i, x \rangle = \langle v_i, v_{m+1} \rangle \quad \text{for } i = 1, \ldots, m.
\]
Given that the $v'_i$ must be independent, there exist solutions for $x$, determined uniquely up to $n - m$ parameters. Let $v'_{m+1}$ be such a solution of the above system, and we have that $\langle v'_i, v'_j \rangle = \langle v_i, v_j \rangle$ for all $i, j = 1, \ldots, m + 1$ and that $v'_1, \ldots, v'_{m+1}$ are independent. Continuing this process for a finite number of times, there exist independent $v'_1, \ldots, v'_n$ such that $\langle v'_i, v'_j \rangle = \langle v_i, v_j \rangle$ for all $i, j = 1, \ldots, n$. Then by the above argument, the linear transformation of $\mathbb{R}^n$ such that $v_i \mapsto v'_i$ for each $i$ is a linear isometry which extends $f$. \qed

The following result concerning embeddings in $\mathbb{R}^n$ is due to Menger. Alexander and Stolarsky claim that Blumenthal [9, Chapter 4] "thoroughly [discusses] results of
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this nature", but we were unable to find a proof for the case of spherical embeddings in his book. We did not obtain Menger’s papers (written in German), so we do not know how Menger’s proof proceeded in the case of spherical embeddings. The proof of the following result in the case of finite embeddings is based on that found in Blumenthal [9, pg. 132-133], and the proof for the case of spherical embeddings is original.

Theorem 5.3.15. Let $X$ be a countable metric space. Then $X$ is embeddable in $\ell_2$ if and only if for each $n \in \mathbb{N}_0$, each finite subset of $X$ with $n+1$ points is embeddable in $\mathbb{R}^n$. Further, suppose that for each $n \in \mathbb{N}_0$, each finite subset $A$ of $X$ with $n+1$ points is embeddable on a sphere of minimal radius at most $r(A)$ in $\mathbb{R}^n$, and that $r = \sup r(A) < \infty$. Then $X$ is embeddable on a sphere in $\ell_2$ with radius $r$.

Proof. It follows from Lemma 5.1.8 that if $X$ is embeddable in $\ell_2$ then for each $n \in \mathbb{N}_0$, each finite subset of $X$ with $n+1$ points is embeddable in $\mathbb{R}^n$. Suppose that for each $n \in \mathbb{N}_0$, each finite subset of $X$ with $n+1$ points is embeddable in $\mathbb{R}^n$. If $X$ is a finite space then we can obviously embed $X$ in some $\mathbb{R}^n$, and subsequently in $\ell_2$. Otherwise, $X$ is countably infinite. Let $x_0, x_1, \ldots$ be an enumeration of $X$ and for each $n \geq 0$, let $X_n = \{x_0, x_1, \ldots, x_n\}$. Also, for each $n, m \in \mathbb{N}$ such that $n \leq m$, let $T_{n,m}: \mathbb{R}^n \to \mathbb{R}^m$ and $T_{n,\infty}: \mathbb{R}^n \to \ell_2$ be the lifting isometries defined for $(x_1, \ldots, x_n) \in \mathbb{R}^n$ by

$$
T_{n,m}(x_1, \ldots, x_n) = (x_1, \ldots, x_n, 0, \ldots, 0),
$$

$$
T_{n,\infty}(x_1, \ldots, x_n) = (x_1, \ldots, x_n, 0, 0, \ldots).
$$

We now construct a sequence $(f_n)_{n \geq 0}$ of isometries such that each $f_n$ maps $X_n \to \mathbb{R}^n$. These isometries will have the property that if $n < m$ then $(T_{n,m} \circ f_n)(x_i) = f_m(x_i)$ for each $0 \leq i \leq n$.

Let $f_0: X_0 \to \mathbb{R}^0$ be the function defined by $f_0(x_0) = 0$. Then $f_0$ is an isometry. Assume that for some $n \in \mathbb{N}_0$ there exists an isometry $f_n: X_n \to \mathbb{R}^n$, and note that the relation on the class of metric spaces which associates isometric spaces is an equivalence relation. We then have that $X_n$ is isometric to $\{f_n(x_i): i = 0, \ldots, n\}$,
which is again isometric to \{(T_{n,n+1} \circ f_n)(x_i): i = 0, \ldots, n\}. Now, let \(Y \subseteq \mathbb{R}^{n+1}\) be such that \(X_{n+1}\) is isometric to \(Y\). Writing \(Y = \{y_0, \ldots, y_{n+1}\}\), we must have that \(\{y_i: i = 0, \ldots, n\}\) is isometric to \{(T_{n,n+1} \circ f_n)(x_i): i = 0, \ldots, n\} and by Proposition 5.3.14, the isometry identifying these spaces can be extended to an isometry of \(\mathbb{R}^{n+1}\). Hence there exists \(y'_{n+1} \in \mathbb{R}^{n+1}\) such that \(\{y_i: i = 0, \ldots, n+1\}\) is isometric to \{(T_{n,n+1} \circ f_n)(x_i): i = 0, \ldots, n\} \cup \{y'_{n+1}\}. Let \(f_{n+1}: X_{n+1} \rightarrow \mathbb{R}^{n+1}\) be the function defined for \(x_i\) by

\[
f_{n+1}(x_i) = \begin{cases} 
(T_{n,n+1} \circ f_n)(x_i) & \text{if } 0 \leq i \leq n, \\
y'_{n+1} & \text{if } i = n + 1,
\end{cases}
\]

which is clearly an isometry. Hence by induction, there exists a sequence \((f_n)_{n \geq 0}\) of isometries such that each \(f_n\) maps \(X_n \rightarrow \mathbb{R}^n\). Further, let \(n < m\) and let \(0 \leq i \leq n\). Then by the definition of \(f_{n+1}\),

\[
(T_{n,m} \circ f_n)(x_i) = ((T_{n+1,m} \circ T_{n,n+1}) \circ f_n)(x_i) = (T_{n+1,m} \circ (T_{n,n+1} \circ f_n))(x_i) = (T_{n+1,m} \circ f_{n+1})(x_i).
\]

By finite induction on \(n\), we then obtain

\[
(T_{n,m} \circ f_n)(x_i) = (T_{m,m} \circ f_m)(x_i) = f_m(x_i).
\]

Finally, let \(f: X \rightarrow \ell_2\) be the function defined for \(x_i\) by \(f(x_i) = (T_{i,\infty} \circ f_i)(x_i)\), and let \(i < j\). Then we must have that

\[
\|f(x_i) - f(x_j)\| = \|(T_{i,\infty} \circ f_i)(x_i) - (T_{j,\infty} \circ f_j)(x_j)\|
\]

\[
= \|((T_{j,\infty} \circ T_{i,j}) \circ f_i)(x_i) - (T_{j,\infty} \circ f_j)(x_j)\|
\]

\[
= \|((T_{j,\infty} \circ (T_{i,j} \circ f_i))(x_i) - (T_{j,\infty} \circ f_j)(x_j)\|
\]

\[
= \|((T_{i,j} \circ f_i)(x_i) - f_j(x_j)\|
\]

\[
= \|f_j(x_i) - f_j(x_j)\|
\]

\[
= \|x_i - x_j\|.
\]
Hence \( f \) is an isometry, and therefore \( X \) is embeddable in \( \ell_2 \).

Further, suppose that the embedding \( f_n(X_n) \) of each \( X_n \) in \( \mathbb{R}^n \) is contained in some sphere. We now show that there exists a sequence of spheres \( (S_n)_{n \geq 0} \) such that for each \( n \), \( f_n(X_n) \subseteq S_n \) and \( S_n \) is of minimal radius and \( T_{n,n+1}(S_n) \subseteq S_{n+1} \). Let \( (k_n)_{n \geq 0} \) be a sequence such that for each \( n \), \( k_n \) is the maximal number of affinely independent points in \( f_n(X_n) \), and let \( (X'_n)_{n \geq 0} \) be a sequence defined recursively by

\[
X'_0 = f_0(X_0), \quad \text{and for each } n > 0,
X'_{n+1} = \begin{cases} 
T_{n,n+1}(X'_n) & \text{if } k_{n+1} = k_n, \\
T_{n,n+1}(X'_n) \cup \{f_{n+1}(x_{n+1})\} & \text{if } k_{n+1} = k_n + 1.
\end{cases}
\]

Noting that for each \( n \), \( T_{n,n+1}(X'_n) \subseteq f_{n+1}(X_{n+1}) \) and that isometries between linear spaces preserve affine independence, it can be shown that \( X'_n \) is an affinely independent subset of \( f_n(X_n) \) with \( k_n \) points. Let \( (S_n)_{n \geq 0} \) be a sequence of spheres defined for \( n > 0 \) by taking a sphere containing \( f_n(X_n) \) and intersecting this with the affine hyperplane spanned by \( X'_n \) (this "slicing" operation results in a sphere). Now, the image of a set \( S \) under an isometry is a slice of a sphere if and only if \( S \) is slice of a sphere. Since each \( S_n \) can be rotated to be a sphere in some \( (k_n - 1) \)-dimensional Euclidean space, it follows from Lemma 5.3.10 that these spheres have the minimal radius of any sphere containing \( X'_n \). Proceeding by induction, we now show that \( f_n(X_n) \subseteq S_n \) for each \( n \).

Clearly as any set containing one or two points is affinely independent,

\[
f_0(X_0) = X'_0 \subseteq S_0 \quad \text{and} \quad f_1(X_1) = X'_1 \subseteq S_1.
\]

Suppose now that for some \( n \geq 0 \), \( f_n(X_n) \subseteq S_n \). Then

\[
(T_{n,n+1} \circ f_n)(X_n) = T_{n,n+1}(f_n(X_n)) \subseteq T_{n,n+1}(S_n).
\]

Also, by intersecting \( S_{n+1} \) with the \( (k_{n+1} - 1) \)-dimensional affine hyperplane spanned by \( X'_{n+1} \), we obtain a sphere containing \( T_{n,n+1}(X'_n) \), which by the rotation argument above and Lemma 5.3.10 must be \( T_{n,n+1}(S_n) \). Hence \( T_{n,n+1}(S_n) \subseteq S_{n+1} \). Writing

\[
f_{n+1}(X_{n+1}) = (T_{n,n+1} \circ f_n)(X_n) \cup \{f_{n+1}(x_{n+1})\},
\]

we have shown that \( f_{n+1}(X_{n+1}) \subseteq S_{n+1} \).
it will be sufficient to establish that \( f_{n+1}(x_{n+1}) \subseteq S_{n+1} \). If \( k_{n+1} = k_n + 1 \), then \( f_{n+1}(x_{n+1}) \in X'_{n+1} \subseteq S_{n+1} \). Otherwise, \( k_{n+1} = k_n \). Then \( f_{n+1}(x_{n+1}) \) is contained in the \((k_n - 1)\)-dimensional affine hyperplane spanned by \( X'_{n+1} = T_{n,n+1}(X'_n) \), and so as \( X'_n \subseteq S_n \), \( f_{n+1}(x_{n+1}) \subseteq T_{n,n+1}(X'_n) \subseteq T_{n,n+1}(S_n) \subseteq S_{n+1} \). Hence by induction, \( f_n(X_n) \subseteq S_n \) for each \( n \). Further the above induction proof showed that for \( k \geq 0 \), \( f_k(X_k) \subseteq S_k \) implies \( T_{k,k+1}(S_k) \subseteq S_{k+1} \). Hence \( T_{n,n+1}(S_n) \subseteq S_{n+1} \) for each \( n \), establishing all of our required properties of the sequence \((S_n)\).

Let \((r_n)_{n \geq 0}\) be a sequence such that each \( r_n \) is the radius of \( S_n \). Then \((r_n)\) is non-decreasing and bounded above by \( r \). Further, the Monotone Convergence Theorem gives that \( r \) is the limit of \((r_n)\). Let \((c_n)_{n \geq 0}\) be the sequence such that for each \( n \), \( c_n \) is the centre of \( S_n \). We now consider the sequence of sphere slices \((T_{n,\infty}(S_n))_{n \geq 0}\) and the corresponding sequence of centres \((T_{n,\infty}(c_n))_{n \geq 0}\). For each \( m, n \in \mathbb{N} \), if \( T_{m,\infty}(c_m) = T_{n,\infty}(c_n) \) then \( \|T_{m,\infty}(c_m) - T_{n,\infty}(c_n)\| = 0 \). Otherwise, assume without loss of generality that \( m < n \) and consider the triangle with vertices \( T_{0,\infty}(x_0) = 0 \), \( T_{m,\infty}(c_m) \) and \( T_{n,\infty}(c_n) \). The line segment joining \( T_{m,\infty}(c_m) \) and \( T_{n,\infty}(c_n) \) must be perpendicular to the \( m \)-dimensional plane containing \( T_{m,\infty}(S_m) \), and thus the triangle has a right-angle at the vertex given by \( T_{m,\infty}(c_m) \). By an application of Pythagoras' Theorem, it follows that \( \|T_{m,\infty}(c_m) - T_{n,\infty}(c_n)\| = \sqrt{r_m^2 - r_n^2} \to 0 \) as \( m, n \to \infty \). Therefore \((T_{n,\infty}(c_n))\) is a Cauchy sequence, and given that \( \ell_2 \) is complete, it must also be convergent. Let \( c \) be the limit of \((T_{n,\infty}(c_n))\). Then using continuity properties of the norm, we have that for each \( n \), and for \( k \) no less than \( n \),

\[
\|f(x_n) - c\| = \|(T_{n,\infty} \circ f_n)(x_n) - \lim_{k \to \infty} T_{k,\infty}(c_k)\|
= \lim_{k \to \infty} \|(T_{k,\infty} \circ T_{n,k} \circ f_n)(x_n) - T_{k,\infty}(c_k)\|
= \lim_{k \to \infty} \|(T_{k,\infty} \circ (T_{n,k} \circ f_n))(x_n) - T_{k,\infty}(c_k)\|
= \lim_{k \to \infty} \|(T_{n,k} \circ f_n)(x_n) - c_k\|
= \lim_{k \to \infty} \|f_k(x_n) - c_k\|
= \lim_{k \to \infty} r_k
= r.
\]
Therefore, $c$ is the centre of a sphere of radius $r$ containing $f(X)$. □

Using a standard argument, we can now extend the result to separable spaces.

**Theorem 5.3.16.** Let $X$ be a separable metric space. Then $X$ is embeddable in $\ell_2$ if and only if for each $n \in \mathbb{N}_0$, each finite subset of $X$ with $n + 1$ points is embeddable in $\mathbb{R}^n$. Further, suppose that for each $n \in \mathbb{N}_0$, each finite subset $A$ of $X$ with $n + 1$ points is embeddable on a sphere of radius at most $r(A)$ in $\mathbb{R}^n$, and that $r = \sup r(A) < \infty$. Then $X$ is embeddable on a sphere in $\ell_2$ with radius $r$.

**Proof.** As Theorem 5.3.15 considered the case of $X$ being countable, we will assume that $X$ is uncountable. It follows from Lemma 5.1.8 that if $X$ is embeddable in $\ell_2$ then for each $n \in \mathbb{N}_0$, each finite subset of $X$ with $n + 1$ points is embeddable in $\mathbb{R}^n$.

To show the converse result, suppose that each finite subset of $X$ with $n + 1$ points can be embedded in $\mathbb{R}^n$. Let $A = \{a_1, \ldots\}$ be a countable dense subset of $X$. Then by Theorem 5.3.15, there exists an isometry $f: A \to \ell_2$. We now want to extend this isometry to $X$. Let $x \in X$, let $(x_n) \in A$ be a sequence such that $x_n \to x$ and let $g: X \to \ell_2$ be the function defined by

$$g(x) = \lim_{n \to \infty} f(x_n).$$

We need to show that the definition of $g$ is independent of the particular sequence chosen to approximate points from $X \setminus A$. Let $(y_n) \in A$ be a convergent sequence with limit $x$. Then $(x_n)$ and $(y_n)$ are Cauchy, and as $f$ is an isometry, $(f(x_n))$ and $(f(y_n))$ are also Cauchy. By the completeness of $\ell_2$, there exist $u, v \in \ell_2$ such that $\lim f(x_n) = u$ and $\lim f(y_n) = v$. Given that the sequence $x_1, y_1, x_2, y_2, \ldots$ is Cauchy, there exists $w \in \ell_2$ such that $f(x_1), f(y_1), f(x_2), f(y_2), \ldots$ has limit $w$. Then $w = u = v$, as $u$ and $v$ are the limits of subsequences of a sequence with limit $w$. Therefore

$$\lim_{n \to \infty} f(x_n) = \lim_{n \to \infty} f(y_n).$$

Hence the expression used to define $g(x)$ of independent of the sequence chosen to approximate $x$. It clear that $g|A = f$. 
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Let $d$ be the metric of $X$ and let $x, y \in X$. Let $(x_n), (y_n) \in A$ be sequences such that $x_n \to x$ and $y_n \to y$. Then as $f$ is an isometry,

$$
\|g(x) - g(y)\| = \left\| \lim_{n \to \infty} f(x_n) - \lim_{n \to \infty} f(y_n) \right\|
= \left\| \lim_{n \to \infty} (f(x_n) - f(y_n)) \right\|
= \lim_{n \to \infty} \|f(x_n) - f(y_n)\|
= \lim_{n \to \infty} \|x_n - y_n\|
= \|x - y\|.
$$

Therefore $g$ is an isometry, and so $X$ can be embedded in $\ell_2$. 

Further, suppose that the embedding of each finite subset of $X$ with $n + 1$ points in $\mathbb{R}^n$ can be chosen to be on a sphere of radius at most $r' > 0$ in $\ell_2$. By Theorem 5.3.15, there exists $c \in \ell_2$ and $r > 0$ such that $c$ is the centre of a sphere of radius $r$ containing $f(A)$ and $r \leq r'$. Let $x \in X$ and let $(x_n) \in A$ be a sequence such that $x_n \to x$. Then

$$
\|g(x) - c\| = \left\| \lim_{n \to \infty} g(x_n) - c \right\| = \lim_{n \to \infty} \|g(x_n) - c\| = \lim_{n \to \infty} r = r.
$$

Therefore, $X$ can also be embedded on the sphere centred at $c$ of radius $r$. ◻

We now arrive at our main result for this section:

**Theorem 5.3.17.** Let $X$ be a compact metric space. Then $X$ is quasihypermetric if and only if $X$ is $1/2$-embeddable in $\ell_2$. For each finite strictly quasihypermetric subset $A$ of $X$, let $r(A)$ denote the circumradius of a $1/2$-embedding of $A$ in a Euclidean space of minimal dimension. If each finite subset $A$ of $X$ is strictly quasihypermetric and $r = \sup r(A) < \infty$ then $X$ is embeddable on a sphere in $\ell_2$.

### 5.4 Strictly quasihypermetric spaces

**Definition 5.4.1.** Let $X$ be a quasihypermetric space. If for all compact subsets $Y$ of $X$ and for all $\mu \in \mathcal{M}(Y)$ such that $\mu(Y) = 0$, $I(\mu) = 0 \implies \mu = 0$ then $X$ is
strictly quasihypermetric.

This definition of strictly quasihypermetric spaces is consistent with the one given for finite spaces in Definition 5.3.3. Note that a compact quasihypermetric space will be strictly quasihypermetric when \( I(\mu) = 0 \implies \mu = 0 \) for all \( \mu \in \mathcal{M}(X) \) such that \( \mu(X) = 0 \).

**Proposition 5.4.2.** \( S^1 \) metrized by arc length is a compact hypermetric (and hence quasihypermetric) space which is not strictly quasihypermetric.

**Proof.** For convenience, we will associate \( S^1 \) and its arc length metric with the the space of complex numbers of modulus 1 metrized by arc length, denoted \((\mathbb{T}, d)\). Let \((x_n) \in \mathbb{T}\) be a sequence and let \( T_u = \{ z \in \mathbb{T} : \text{Im}(z) \geq 0 \} \). Then either \( T_u \) or \( \mathbb{T} \setminus T_u \) must contain an infinite number of distinct terms of \((x_n)\). Suppose without loss of generality that \( T_u \) contains an infinite number of terms of \((x_n)\). As \( T_u \) is isometric to the compact space \([0, \pi]\), \( T_u \) must contain some convergent subsequence of \((x_n)\), which is of course convergent in \( \mathbb{T} \). Hence \((\mathbb{T}, d)\) is compact.

Let \( \mathcal{T} \) be the Borel \( \sigma \)-algebra on \((\mathbb{T}, d)\), let \( \mu \) be the measure such that \( 2\mu \) is the usual normalised measure on the measurable space \((\mathbb{T}, \mathcal{T})\), and let \( f : \mathbb{T} \to \mathcal{T} \) be the function defined for \( z \in \mathbb{T} \) by \( f(z) = \{ w \in \mathbb{T} : d(z, w) \leq \pi/2 \} \). It can be seen that for all \( z_1, z_2 \in \mathbb{T} \), \( d(z_1, z_2) = \mu(f(z_1) \Delta f(z_2)) \). Then by Proposition 5.1.10, \((\mathbb{T}, d)\) is hypermetric, from which it follows by Theorem 5.2.2 that \((\mathbb{T}, d)\) is quasihypermetric.

Let \( z_1, z_2, z_3, z_4 \in \mathbb{T} \) be such that the pairs \((z_1, z_3)\) and \((z_2, z_4)\) are diametrically opposite points and let \( \mu = \sum_{i=1}^{4} (-1)^{i+1} \delta_{z_i} \in \mathcal{M}(\mathbb{T}) \). It is clear that \( \mu(X) = 0 \) and \( \mu \neq 0 \). Note that for all \( z \in \mathbb{T} \),
\[
d(z_1, z) + d(z_3, z) = d(z_2, z) + d(z_4, z) = \pi.
\]
It follows that
\[
I(\mu) = \int (d(z_1, z) - d(z_2, z) + d(z_3, z) - d(z_4, z)) \, d\mu(z) \\
= \int 0 \, d\mu \\
= 0.
\]
Hence $(T, d)$ is not strictly quasihypermetric.

The proof of the above result essentially constructs a four point quasihypermetric space which not strictly quasihypermetric. Using results from the previous section, it is easily seen that this four point space is quasihypermetric but not strictly quasihypermetric simply by $1/2$-embedding the points on a square in $\mathbb{R}^2$ with side length $\sqrt{\pi}/2$. (This method however would not demonstrate that the space is hypermetric.)

We know that the class of quasihypermetric spaces contain the class of hypermetric spaces and the class of strictly quasihypermetric spaces. To see an example of a strictly quasihypermetric space which is not hypermetric, the reader is referred to [40]. This example, Proposition 5.4.2, and the following result of Schoenberg demonstrate that the class of hypermetric spaces and the class of strictly quasihypermetric spaces overlap, but that neither contains the other.

We state without proof the following result of Schoenberg [47, pg. 789-791].

**Theorem 5.4.3.** A finite subset of a Euclidean space is strictly quasihypermetric.

We also state without proof the following result of Björck [8, pg. 258-259], whose result is an extension of Schoenberg’s.

**Theorem 5.4.4.** For each $n \in \mathbb{N}$, $\mathbb{R}^n$ is strictly quasihypermetric.

Attempting to write a proof of this result to reproduce in this thesis has not met with any success. We note that Proposition 3.2.17 and Theorem 5.1.2 give the result for $[0, 1]$ up to atomic measures which may be written as a linear combination of point measures using rational weights. Björck’s proof relies on an integral formula given by M. Riesz and extended by Frostman, which is apparently a deep result. Demonstrating that the integral formula holds is the hard part of the proof, and is done by Riesz and Frostman using Fourier transform techniques.

We conclude this section by noting that examining the proof of Theorem 5.3.1 gives the following characterisations of strictly quasihypermetric spaces:

**Theorem 5.4.5.** Let $X$ be a compact metric space. The following are equivalent:
1. $X$ is strictly quasihypermetric.

2. For all $\mu \in \mathcal{M}(X)$, $\mu(X) = 0 \implies I(\mu) \leq 0$, with equality occurring if and only if $\mu = 0$.

3. For all $\mu, \nu \in \mathcal{M}(X)$, $\mu(X) = \nu(X) \implies I(\mu) + I(\nu) \leq 2I(\mu, \nu)$, with equality occurring if and only if $\mu = \nu$.

4. For all $\mu, \nu \in \mathcal{M}^+(X)$, $\mu(X) = \nu(X) \implies I(\mu) + I(\nu) \leq 2I(\mu, \nu)$, with equality occurring if and only if $\mu = \nu$.

5. For all $\mu, \nu \in \mathcal{M}^1(X)$, $I(\mu) + I(\nu) \leq 2I(\mu, \nu)$, with equality occurring if and only if $\mu = \nu$.

6. $I$ is strictly concave on $\{\mu \in \mathcal{M}(X) : \mu(X) = 1\}$.

5.5 Summary

This chapter introduced the hypermetric, quasihypermetric and strictly quasihypermetric inequalities. For each of these inequalities, we gave examples of spaces which satisfied it and examples of spaces which did not. We showed by elementary arguments that the spaces $\mathbb{R}^n$, $L^1$, $L^2$ and $\ell_2$ are hypermetric.

We demonstrated some relationships between these three classes of metric spaces, namely that all hypermetric spaces and all strictly quasihypermetric spaces are quasihypermetric, and that the classes of hypermetric and strictly quasihypermetric spaces overlap but that neither contains the other.

Considerable time was spent characterising hypermetric and quasihypermetric spaces using average distances, measures, and certain embeddings in $\ell_2$. These characterisations are important features of these spaces, and will prove useful in Chapter 6 for studying average distances in compact metric spaces.
Chapter 6

Results in quasihypermetric spaces

In Chapter 4, we characterised the average distances \( m(X), M(X) \) and \( \overline{M}(X) \) using measures, gave properties of these constants and demonstrated various techniques to calculate their values for certain concrete spaces \( X \). We now continue these discussions further in light of the quasihypermetric property of metric spaces.

6.1 Finiteness of \( M(X) \)

The following result is due to Peter Nickolas [40], and justifies our previous claims that studying quasihypermetric spaces is essential to properly discuss \( M(X) \).

**Theorem 6.1.1.** Let \( X \) be a compact metric space which is not quasihypermetric. Then \( M(X) = \infty \).

**Proof.** By Theorem 5.3.1 there exists \( \mu \in \mathcal{M}(X) \) such that \( \mu(X) = 0 \) and \( I(\mu) > 0 \). Let \( x \in X \), and consider the sequence of signed measures \( (n\mu + \delta_x) \in \mathcal{M}(X) \). Then \( (n\mu + \delta_x)(X) = 1 \) for each \( n \in \mathbb{N} \), and

\[
I(n\mu + \delta_x) = n^2 I(\mu) + I(\delta_x) + 2nI(\mu, \delta_x) = n^2 I(\mu) + 2n d_{\mu}(x).
\]

It follows that \( I(n\mu + \delta_x) \to \infty \) as \( n \to \infty \). Hence \( \overline{M}(X) = \infty \). \( \square \)

In future, we will assume that \( X \) is a compact quasihypermetric space when
we discuss $\overline{M}(X)$. The next results due to Nickolas and Wolf [40] show that the converse of Theorem 6.1.1 does not hold.

**Proposition 6.1.2.** Let $(X, d)$ be a compact quasihypermetric space admitting a signed measure $\mu \in \mathcal{M}(X)$ such that $\mu(X) = 0$ and $I(\mu) = 0$ and $\mu$ is $d$-invariant and $d_{\mu} \neq 0$. Then $\overline{M}(X, d) = \infty$.

*Proof.* Let $c \in \mathbb{R}$ such that $d_{\mu} \equiv c$. Then $c \neq 0$, and as $-\mu$ is a signed Borel measure of total mass 0 on $X$ and $I(-\mu) = I(\mu)$ and $d_{-\mu} = -d_{\mu}$, we may assume without loss of generality $\mu$ has been chosen such that $c > 0$. Let $x \in X$, and consider the sequence of signed measures $(n\mu + \delta_x) \in \mathcal{M}(X)$. Then $(n\mu + \delta_x)(X) = 1$ for each $n \in \mathbb{N}$, and

$$I(n\mu + \delta_x) = n^2I(\mu) + I(\delta_x) + 2nI(\mu, \delta_x) = 2nc.$$ 

It follows that $I(n\mu + \delta_x) \to \infty$ as $n \to \infty$. Hence $\overline{M}(X) = \infty$. \qed

**Proposition 6.1.3.** There exists a five-point quasihypermetric space $(X, d)$ such that $\overline{M}(X, d) = \infty$.

*Proof.* Let $X = \{1, 2, 3, 4, 5\}$, let $A$ be the $5 \times 5$ matrix

$$A = \begin{pmatrix}
0 & 2 & 2 & 5 & 5 \\
2 & 0 & 4 & 3 & 3 \\
2 & 4 & 0 & 3 & 3 \\
5 & 3 & 3 & 0 & 4 \\
5 & 3 & 3 & 4 & 0
\end{pmatrix},$$

and let $d: X \times X \to \mathbb{R}$ be the function defined for $(i, j) \in X \times X$ by $d(i, j) = A_{ij}$. It is shown in the proof of Proposition 5.3.12 that $d$ is a metric on $X$. Now, let $\mu = 2\delta_1 - 2\delta_2 - 2\delta_3 + \delta_4 + \delta_5 \in \mathcal{M}(X)$. Then $\mu(X) = 0$ and

$$\frac{I(\mu)}{2} = 2 \cdot (-2) \cdot 2 + 2 \cdot (-2) \cdot 2 + 2 \cdot 1 \cdot 5 + 2 \cdot 1 \cdot 5$$

$$+ (-2) \cdot (-2) \cdot 4 + (-2) \cdot 1 \cdot 3 + (-2) \cdot 1 \cdot 3$$

$$+ (-2) \cdot 1 \cdot 3 + (-2) \cdot 1 \cdot 3$$

$$+ 1 \cdot 1 \cdot 4$$

$$= 0,$$
which gives that $I(\mu) = 0$. Finally, it is a routine calculation to show that

$$
\begin{pmatrix}
0 & 2 & 2 & 5 & 5 \\
2 & 0 & 4 & 3 & 3 \\
2 & 4 & 0 & 3 & 3 \\
5 & 3 & 3 & 0 & 4 \\
5 & 3 & 3 & 4 & 0
\end{pmatrix} \begin{pmatrix}
2 \\
-2 \\
-2 \\
1 \\
1
\end{pmatrix} = \begin{pmatrix}
2 \\
2 \\
2 \\
2 \\
2
\end{pmatrix},
$$

and so $d_\mu = 2$. Hence by Proposition 6.1.2, $\overline{M}(X, d) = \infty$.

We now develop a sufficient condition to ensure that $M(X) < \infty$ for finite quasi-hypermetric spaces $X$, and show that $M(X) < \infty$ for compact Euclidean spaces $X$.

The following result is due to Alexander and Stolarsky [2, pg. 12].

**Lemma 6.1.4.** Let $n \in \mathbb{N}$ and let $x_0, \ldots, x_n \in \mathbb{R}^n$ be points on a sphere with radius $r > 0$. Then for all $w_0, \ldots, w_n \in \mathbb{R}$ such that $\sum_{i=0}^{n} w_i = 1$,

$$
\sum_{i=0}^{n} \sum_{j=0}^{n} w_i w_j \|x_i - x_j\|^2 \leq 2r^2.
$$

Further, if the $x_i$ are affinely independent then equality will occur for a unique choice of the $w_i$.

**Proof.** We may assume without loss of generality that $x_i$ are chosen such that the origin is the centre of the sphere. Hence

$$
\begin{align*}
\sum_{i=0}^{n} \sum_{j=0}^{n} w_i w_j \|x_i - x_j\|^2 &= \sum_{i=0}^{n} \sum_{j=0}^{n} w_i w_j (\|x_i\|^2 + \|x_j\|^2 - 2 \langle x_i, x_j \rangle) \\
&= \sum_{i=0}^{n} \sum_{j=0}^{n} w_i w_j (2r^2 - 2 \langle x_i, x_j \rangle) \\
&= 2r^2 \sum_{i=0}^{n} \left( w_i \sum_{j=0}^{n} w_j \right) - 2 \sum_{i=0}^{n} \sum_{j=0}^{n} w_i w_j \langle x_i, x_j \rangle \\
&= 2r^2 - 2 \left( \sum_{i=0}^{n} w_i x_i, \sum_{j=0}^{n} w_j x_j \right)
\end{align*}
$$


with equality occurring if and only if \( \sum_{i=0}^{n} w_i x_i = 0 \). Now, suppose that the \( x_i \) are affinely independent. Then recalling that every point of \( \mathbb{R}^n \) can be written as a unique affine combination of \( n+1 \) affinely independent points, there exists a unique choice of the \( w_i \) such that

\[
\sum_{i=0}^{n} w_i x_i = 0 \quad \text{and} \quad \sum_{i=0}^{n} w_i = 1.
\]

Hence

\[
\sum_{i=0}^{n} \sum_{j=0}^{n} w_i w_j \| x_i - x_j \|^2 = 2r^2
\]

for a unique choice of the \( w_i \).

Recall that for \( n \in \mathbb{N}_0 \), by Theorem 5.3.9 every finite quasihypermetric space with \( n+1 \) points is 1/2-embeddable in \( \mathbb{R}^n \). Further, when such a space is also strictly quasihypermetric, the embedding is affinely independent and hence spherical by Lemma 5.3.10. We then obtain:

**Corollary 6.1.5.** Let \( X \) be a finite quasihypermetric space which is 1/2-embeddable on a sphere in a Euclidean space. Then \( \overline{M}(X) < \infty \).

**Corollary 6.1.6.** Let \( X \) be a finite strictly quasihypermetric space and let \( r \) be the circumradius of the 1/2-embedding of \( X \) in a Euclidean space of minimal dimension. Then \( \overline{M}(X) = 2r^2 \) and there exists a unique \( \overline{M} \)-maximal measure on \( X \).

**Proof.** Since \( X \) is finite, each of its points are isolated. Hence all Borel measures on \( X \) are atomic, and the result follows.

The following result is essentially due to Alexander and Stolarsky [2, pg. 14-15]. (Alexander and Stolarsky do not calculate an explicit bound, instead only showing that such a bound exists.)
Theorem 6.1.7. Let \( n \in \mathbb{N} \) such that \( n \geq 2 \) and let \( X \) be a compact subset of \( \mathbb{R}^n \).

Then

\[
\overline{M}(X) \leq \frac{\sqrt{\pi} D(X) \Gamma(n/2 + 1/2)}{2 \Gamma(n/2)} < \infty.
\]

Proof. Let \( \mu \in \mathcal{M}(X) \) be an atomic signed measure such that \( \mu(X) = 1 \), and write \( \mu = \sum_{i=1}^{m} w_i \delta_{x_i} \) for some \( m \in \mathbb{N} \), for some \( x_1, \ldots, x_m \in X \) and for some \( w_1, \ldots, w_m \in \mathbb{R} \) such that \( \sum_{i=1}^{m} w_i = 1 \). By Lemma 5.1.6 we then have that for each \( i \) and \( j \),

\[
\|x_i - x_j\| = \frac{1}{2V_{n-1}} \int_{S^{n-1}} |\langle x, x_i - x_j \rangle| \, dx,
\]

where \( dx \) refers to integration with respect to the usual surface measure on \( S^{n-1} \) and \( V_{n-1} \) denotes the volume of the unit ball in \( \mathbb{R}^{n-1} \). For each \( x \in S^{n-1} \), let \( X'(x) = \{\langle x, x_i \rangle : i = 1, \ldots, n\} \subseteq \mathbb{R} \). By the Cauchy-Schwarz inequality, it follows that for all \( x \in S^{n-1} \) and for all \( i \) and \( j \),

\[
|\langle x, x_i \rangle - \langle x, x_j \rangle| = |\langle x, x_i - x_j \rangle| \leq \|x\| \cdot \|x_i - x_j\| \leq 1 \cdot D(X) = D(X),
\]

and so \( D(X'(x)) \leq D(X) \). Using Proposition 1.2.10, we then have

\[
\sum_{i=1}^{m} \sum_{j=1}^{m} w_i w_j \langle \langle x, x_i \rangle - \langle x, x_j \rangle \rangle \leq I(X'(x)) = \frac{D(X'(x))}{2} \leq \frac{D(X)}{2}
\]

for all \( x \in S^{n-1} \), giving that

\[
I(\mu) = \sum_{i=1}^{m} \sum_{j=1}^{m} w_i w_j \|x_i - x_j\|
\]

\[
= \sum_{i=1}^{m} \sum_{j=1}^{m} w_i w_j \left( \frac{1}{2V_{n-1}} \int_{S^{n-1}} |\langle x, x_i - x_j \rangle| \, dx \right)
\]

\[
= \frac{1}{2V_{n-1}} \int_{S^{n-1}} \left( \sum_{i=1}^{m} \sum_{j=1}^{m} w_i w_j |\langle x, x_i \rangle - \langle x, x_j \rangle| \right) \, dx
\]

\[
\leq \frac{1}{2V_{n-1}} \int_{S^{n-1}} \frac{D(X)}{2} \, dx
\]

\[
= \frac{D(X)}{4V_{n-1}} \int_{S^{n-1}} 1 \, dx
\]

\[
= \frac{D(X) S_{n-1}}{4V_{n-1}},
\]
where \( S_{n-1} \) denotes is the surface area of \( S^{n-1} \). Given that \( \overline{M}(X) \) may be considered as \( \sup I(\mu) \), where \( \mu \) ranges over the atomic measures of unit mass on \( X \), it follows that

\[
\overline{M}(X) \leq \frac{D(X) S_{n-1}}{4V_{n-1}} < \infty.
\]

It remains to be shown that

\[
\frac{S_{n-1}}{4V_{n-1}} = \frac{\sqrt{\pi} \Gamma(n/2 + 1/2)}{2 \Gamma(n/2)}.
\]

It is known [18] that the volume and surface area of a sphere of unit radius in \( \mathbb{R}^n \) are respectively

\[
\frac{\pi^{n/2}}{\Gamma(n/2 + 1)} \quad \text{and} \quad \frac{2\pi^{n/2}}{\Gamma(n/2)},
\]

giving that

\[
V_{n-1} = \frac{\pi^{(n-1)/2}}{\Gamma((n-1)/2 + 1)} = \frac{\pi^{(n-1)/2}}{\Gamma(n/2 + 1/2)} \quad \text{and} \quad S_{n-1} = \frac{2\pi^{n/2}}{\Gamma(n/2)}.
\]

Hence

\[
\frac{S_{n-1}}{4V_{n-1}} = \frac{1}{4} \cdot \frac{2\pi^{n/2}}{\Gamma(n/2)} \cdot \frac{\Gamma(n/2 + 1/2)}{\pi^{(n-1)/2}} = \frac{\sqrt{\pi} \Gamma(n/2 + 1/2)}{2 \Gamma(n/2)}.
\]

For each \( n \in \mathbb{N} \) such that \( n \geq 2 \), let \( M_n \) denote the bound given for \( \overline{M}(X) \) by the previous result for compact subsets \( X \) of \( \mathbb{R}^n \) with unit diameter. We then calculate:

\[
\begin{array}{c|cccccc}
 n & 2 & 3 & 4 & 5 & 6 \\
 \hline
 M_n & \pi/4 & 3\pi/8 & 4/3 & 15\pi/32 \\
\end{array}
\]

We note that when \( n = 3 \), it follows from Proposition 4.4.3 that this bound is sharp.

Together with Proposition 1.2.10, the previous result gives that:

**Corollary 6.1.8.** Let \( X \) be a compact subset of some Euclidean space. Then \( \overline{M}(X) < \infty \).

### 6.2 Properties of \( m(X), M(X) \) and \( \overline{M}(X) \)

We now discuss some properties of \( m(X), M(X) \) and \( \overline{M}(X) \), essentially building on the discussion in Sections 4.2-4.4.
6.2. PROPERTIES OF $M^1(X)$, $M(X)$ AND $\overline{M}(X)$

6.2.1 $M$-maximal and $\overline{M}$-maximal measures

The following result extends a theorem of Björck [8, pg. 258], using an alternate proof.

**Proposition 6.2.1.** Let $X$ be a compact quasihypermetric space. Then the set of $M$-maximal measures on $X$ is a non-empty convex subset of $\mathcal{M}^1(X)$, and hence must be a singleton or infinite. Further, if $X$ is strictly quasihypermetric then this set is a singleton; that is, an $M$-maximal measure on $X$ is unique.

*Proof.* Recall that by Theorem 4.3.3 there exists an $M$-maximal measure on $X$.

Let $\mu_1, \mu_2 \in \mathcal{M}^1(X)$ be $M$-maximal measures on $X$. Then for all $\alpha \in [0,1]$, Theorem 5.3.1 gives that $\alpha \mu_1 + (1 - \alpha) \mu_2 \leq I(\alpha \mu_1 + (1 - \alpha) \mu_2)$. Given that the left-hand side of the above inequality equals $M(X)$ and that $\mathcal{M}^1(X)$ is convex, then from the definition of $M(X)$ it follows that

$$M(X) = I(\alpha \mu_1 + (1 - \alpha) \mu_2)$$

and so $\alpha \mu_1 + (1 - \alpha) \mu_2 \in \mathcal{M}^1(X)$ is also an $M$-maximal measure on $X$.

Now, suppose that $X$ is strictly quasihypermetric. Then by Theorem 5.4.5, we must have that $\mu_1 = \mu_2$, giving that an $M$-maximal measure on $X$ is unique. 

The original result of Björck is:

**Corollary 6.2.2.** There exists a unique $M$-maximal measure on all compact subsets of a Euclidean space.

A similar result holds concerning $\overline{M}$-maximal measures, but recall from Proposition 4.4.3 that there is not always an $\overline{M}$-maximal measure on a compact metric space.

**Proposition 6.2.3.** Let $X$ be a compact quasihypermetric space. Then the set of $\overline{M}$-maximal measures on $X$ is a convex subset of $M(X)$, and hence must be empty, a singleton or infinite. Further, if $X$ is strictly quasihypermetric then this set is empty or a singleton; that is, if there exists an $\overline{M}$-maximal measure on $X$ then it is unique.
Proof. The proof is identical to that of Theorem 6.2.1, except we are not guaranteed that $\overline{M}$-maximal measures exist on $X$. □

The following result is due to Nickolas [40].

Proposition 6.2.4. Let $(X, d)$ be a compact quasihypermetric space. If there exists a $d$-invariant measure $\mu \in \mathcal{M}^1(X)$ then $\mu$ is $M$-maximal. If there exists a $d$-invariant measure $\mu \in \mathcal{M}(X)$ such that $\mu(X) = 1$ then $\mu$ is $\overline{M}$-maximal.

Proof. Suppose that there exists $\mu \in \mathcal{M}^1(X)$ such that $d_\mu \equiv c$ for some $c \in \mathbb{R}$. Then $I(\mu) = c$ and for all $\nu \in \mathcal{M}^1(X)$ we have that $I(\mu) + I(\nu) \leq 2I(\mu, \nu)$, giving $c + I(\nu) \leq 2c$ and hence $I(\nu) \leq c$. It follows that $I(\mu) = M(X, d)$; that is, $\mu$ is $M$-maximal. The corresponding statement for signed measures is proven by assuming $\mu$ and $\nu$ to be signed measures of total mass $1$. □

It follows immediately from the previous result that:

Corollary 6.2.5. Let $(X, d)$ be a compact quasihypermetric space. If there exists a $d$-invariant Borel probability measure on $X$ then $m(X, d) = M(X, d) = \overline{M}(X, d)$.

6.2.2 Relationships between $m(X)$, $M(X)$ and $\overline{M}(X)$

The following result is essentially due to Wolf [56, pg. 391, 396-397], but the proof is simpler.

Proposition 6.2.6. Let $(X, d)$ be a compact connected metric space. If $m(X, d)$ and $M(X, d)$ are equal then a max-min Borel probability measure on $X$ is $M$-maximal and $d$-invariant.

Proof. Let $\mu \in \mathcal{M}^1(X)$ be a max-min measure. Then for all $x \in X$,

$$M(X, d) = m(X, d) \leq d_\mu(x).$$

Now, by integrating the above with respect to $\mu$, we obtain $M(X, d) \leq I(\mu)$ and hence $M(X, d) = I(\mu)$, which is of course the statement that $\mu$ is $M$-maximal.

To show that $\mu$ is $d$-invariant, it is sufficient to show that $d_\mu(x) \leq M(X, d)$ for all $x \in X$, which is immediate from Proposition 4.3.5. □
6.2. PROPERTIES OF $M(X)$, $M(X)$ AND $\overline{M}(X)$

The original result of Wolf is:

**Corollary 6.2.7.** Let $(X, d)$ be a compact connected metric space. If $m(X, d)$ and $M(X, d)$ are equal then there exists $\mu \in \mathcal{M}^1(X)$ such that $\mu$ is $M$-maximal and $d$-invariant.

It also follows that:

**Corollary 6.2.8.** Let $X$ be a compact connected strictly quasihypermetric space. If $m(X, d) = M(X, d)$ then $X$ admits a unique max-min Borel probability measure.

We note that the converse of Proposition 6.2.6 is not true. The proof due to Wolf [56, pg. 391, 397] is omitted.

**Proposition 6.2.9.** There exists a compact connected metric space $(X, d)$ such that there exists a $d$-invariant Borel probability measure on $X$ and $m(X, d) < M(X, d)$.

The following result is due to Nickolas [40].

**Theorem 6.2.10.** Let $(X, d)$ be a compact connected quasihypermetric space. The following are equivalent:

1. Two of $m(X, d)$, $M(X, d)$ and $\overline{M}(X, d)$ are equal.

2. All of $m(X, d)$, $M(X, d)$ and $\overline{M}(X, d)$ are equal.

3. There exists a $d$-invariant Borel probability measure on $X$.

*Proof.* To show that $(1) \implies (2)$, suppose that two of $m(X, d)$, $M(X, d)$ and $\overline{M}(X, d)$ are equal. To show that $m(X, d) = M(X, d) = \overline{M}(X, d)$, we consider three cases.

**Case 1:** $m(X, d) = M(X, d)$. Let $\mu \in \mathcal{M}^1(X)$ be a max-min measure. Then by Proposition 6.2.6, $\mu$ is $M$-maximal and by Proposition 6.2.4 must also be $\overline{M}$-maximal. Hence $M(X, d) = \overline{M}(X, d) = I(\mu)$.

**Case 2:** $m(X, d) = \overline{M}(X, d)$. The required result follows simply by considering the inequality $m(X, d) \leq M(X, d) \leq \overline{M}(X, d)$. 
Case 3: $M(X,d) = \overline{M}(X,d)$. Suppose that $m(X,d) < M(X,d)$, and let $\mu \in \mathcal{M}^1(X)$ be an $M$-maximal measure, which by Corollary 6.2.7 must not be $d$-invariant. Then $d_\mu$ is not constant. Recall that Proposition 4.3.5 gives that $d_\mu(x) \leq M(X,d)$ for all $x \in X$, with equality occurring when $x$ belongs to the support of $\mu$. Since $X$ is connected and Proposition 3.1.1 gives that $d_\mu$ is continuous, using the Intermediate Value Theorem we have that $d_\mu(x) = M(X,d) - \varepsilon$ for some $x \in X$ and some $\varepsilon \in (0, M(X,d)/2)$. Let $\alpha$ be such that

$$0 < \alpha < \frac{2\varepsilon}{M(X,d) - 2\varepsilon}$$

and let $\nu = (1 + \alpha)\mu - \alpha\delta_x \in \mathcal{M}(X)$. Then $\nu(X) = 1$ and

$$I(\nu) = (1 + \alpha)^2 I(\mu) + \alpha^2 I(\delta_x) - 2(1 + \alpha)\alpha I(\mu, \delta_x)$$

$$= (1 + \alpha)^2 M(X,d) - 2(1 + \alpha)\alpha d_\mu(x)$$

$$= (1 + \alpha)^2 M(X,d) - 2(1 + \alpha)\alpha (M(X,d) - \varepsilon)$$

$$= (1 - \alpha^2)M(X,d) + 2(1 + \alpha)\alpha \varepsilon.$$

Now, it can be seen by solving a quadratic inequality in $\alpha$ that

$$(1 - \alpha^2)M(X,d) + 2(1 + \alpha)\alpha \varepsilon > M(X,d) \iff (-M(X,d) + 2\varepsilon)\alpha^2 + (2\varepsilon)\alpha > 0$$

$$\iff 0 < \alpha < \frac{2\varepsilon}{M(X,d) - 2\varepsilon}.$$

Hence $\overline{M}(X,d) \geq I(\nu) > M(X,d)$, which is a contradiction. We must then have that $m(X,d) = M(X,d)$.

That (2) $\implies$ (3) is given by Proposition 6.2.6 and that (3) $\implies$ (1) is a consequence of Corollary 6.2.5. \qed

We note the following result of Yost [16, pg. 269].

**Proposition 6.2.11.** Let $(X,d)$ be a compact connected subset of $\mathbb{R}^n$ which is not a line segment. If there exists a $d$-invariant Borel probability measure on $X$ then no three points of $X$ are colinear.

We then obtain the following corollary:
Corollary 6.2.12. Let \( X \) be a compact connected subset of \( \mathbb{R}^n \) which is not a line segment and contains three colinear points. Then \( m(X) < M(X) < \overline{M}(X) \).

6.2.3 Discontinuity of \( \overline{M} : H(S) \to \mathbb{R} \)

Recall from Section 4.2 that for any metric space \( S \), \( H(S) \) is the set of all non-empty compact subsets of \( S \) equipped with its Hausdorff metric. We have seen that the mappings \( m : H(S) \to \mathbb{R} \) and \( M : H(S) \to \mathbb{R} \) are continuous. Quoting an inequality of Alexander [1, pg. 318], we outline the proof that this is not necessarily the case for the mapping \( \overline{M} : H(S) \to \mathbb{R} \). The Alexander inequality is derived using Archimedes' Theorem and integral geometry techniques which are not considered in this thesis.

Proposition 6.2.13. The mapping \( \overline{M} : H(\mathbb{R}^3) \to \mathbb{R} \) is discontinuous at \( S^2 \).

Proof. Let \( X \in H(\mathbb{R}^3) \) be the sphere \( S^2 \) and let \( (X_n)_{n \geq 2} \in H(\mathbb{R}^3) \) be the sequence such that for each \( n \in \mathbb{N} \) where \( n \geq 2 \), \( X_n \) is a sphere of radius \( 1 - 1/n \) centred at the origin. Also, let \( \mu \in M(X) \) be the usual normalised surface measure on \( X \) and let \( (\mu_n)_{n \geq 2} \) be the sequence such that for each \( n \in \mathbb{N} \) where \( n \geq 2 \), \( \mu_n \) is the usual normalised surface measure on \( X_n \).

Now, clearly \( X \cup X_n \to X \) in \( H(\mathbb{R}^3) \), and we will see in Proposition 6.4.1 that \( \overline{M}(X) = 4/3 \). Consider the sequence of signed measures \( (\nu_n)_{n \geq 2} \) of unit mass defined for each \( n \in \mathbb{N} \) where \( n \geq 2 \) by \( \nu_n = n\mu - (n - 1)\mu_n \in M(X \cup X_n) \). It is shown by Alexander [1, pg. 318] that \( I(\nu_n) \geq 2(1 - 1/n) \). Noting that \( X \cup X_n \subseteq B_3 \), using Proposition 4.4.3 (which is also a result of Alexander from the same paper) we obtain

\[
2 \left( 1 - \frac{1}{n} \right) \leq I(\nu_n) \leq \overline{M}(X \cup X_n) \leq \overline{M}(B_3) = 2.
\]

Hence \( \overline{M}(X \cup X_n) \to 2 \) and \( \overline{M} : H(\mathbb{R}^3) \to \mathbb{R} \) is discontinuous at \( X = S^2 \).

6.3 Geometrical interpretations of \( M(X) \) and \( \overline{M}(X) \)

Recall that by Theorem 5.3.11, we know that a finite strictly quasihypermetric space \( X \) is 1/2-embeddable on a sphere in some Euclidean space of minimal dimension.
We now show that $M(X)$ and $\overline{M}(X)$ have a geometrical interpretation concerning
the circumradius of such a 1/2-embedding and the distance from the circumcentre
of the 1/2-embedding to the convex hull of the 1/2-embedding.

The following result is due to Alexander and Stolarsky [2, pg. 14-15].

**Theorem 6.3.1.** Let $(X, d)$ be a finite strictly quasihypermetric space, let $r$ be the
circumradius of a 1/2-embedding of $X$ in some Euclidean space of minimal dimen-
sion and let $s$ be the distance from the circumcentre of the 1/2-embedding to the
convex hull of the 1/2-embedding. Then

$$M(X, d) = 2(r^2 - s^2) \quad \text{and} \quad \overline{M}(X, d) = 2r^2,$$

and there exist unique $M$-maximal and $\overline{M}$-maximal measures.

**Proof.** The result clearly holds when $X$ is a singleton. Otherwise, let $n \in \mathbb{N}_0$ such
that $X$ has $n + 1$ points and write $X = \{x_0, \ldots, x_n\}$. Now, by Theorem 5.3.9, there
exist affinely independent $y_0, \ldots, y_n \in \mathbb{R}^n$ such that $\|x_i - x_j\| = \|y_i - y_j\|^2$. By
letting $r > 0$ be the circumradius of the $y_i$, it follows from Lemma 6.1.4 that for all
$w_0, \ldots, w_n \in \mathbb{R}$ such that $\sum_{i=0}^n w_i = 1$,

$$\sum_{i=0}^n \sum_{j=0}^n w_i w_j d(x_i, x_j) = \sum_{i=0}^n \sum_{j=0}^n w_i w_j \|y_i - y_j\|^2 = 2r^2 - 2 \left\| \sum_{i=0}^n w_i y_i \right\|^2,$$

and $\sum_{i=0}^n w_i y_i = 0$ for a unique choice of the $w_i$. Hence $\overline{M}(X, d) = 2r^2$ and the
signed measure $\mu = \sum_{i=0}^n w_i \delta_{x_i} \in \mathcal{M}(X)$ is $\overline{M}$-maximal when the $w_i$ are the unique
barycentric coordinates such that $\sum_{i=0}^n w_i y_i = 0$. Given that all signed measures on
$X$ are atomic, it follows that an $\overline{M}$-maximal measure on $X$ must be unique.

Let $s = \inf \|\sum_{i=0}^n w_i y_i\| \geq 0$, where the infimum is taken over all $w_0, \ldots, w_n \geq 0$
such that $\sum_{i=0}^n w_i = 1$. Then $M(X) = 2(r^2 - s^2)$. Now, assume without loss
of generality that the $y_i$ are chosen such that their circumcentre is the origin.
As the convex hull of the $y_i$ consists precisely of the points $\sum_{i=0}^n v_i y_i$ such that
$v_0, \ldots, v_n \geq 0$ and $\sum_{i=0}^n v_i = 1$, the distance from the origin to this convex hull is
then $\inf \|\sum_{i=0}^n v_i y_i - 0\| = s$. We already know from Theorem 6.2.1 that a unique
$M$-maximal measure exists. □
6.3. GEOMETRICAL INTERPRETATIONS OF $M(X)$ AND $\overline{M}(X)$

We now use work of Gower to calculate the circumradius of a $1/2$-embedding of a strictly quasihypermetric space $X$ in a Euclidean space of minimal dimension. This result will give a formula for $\overline{M}(X)$ which may be calculated on a computer.

The following result is due to Gower [23, pg. 82-83].

**Lemma 6.3.2.** Let $n \in \mathbb{N}$, let $A$ be a real symmetric $n \times n$ matrix with diagonal entries zero, let $e \in \mathbb{R}^n$ be the vector consisting entirely of ones, let $s \in \mathbb{R}^n$ such that $\langle s, e \rangle = 1$ and let $F$ be the $n \times n$ matrix

$$F = -(I - es^T)A(I - se^T).$$

Then $A$ is almost-negative definite if and only if $F$ is positive semi-definite.

**Proof.** Let $t \in \mathbb{R}^n$ such that $\langle t, e \rangle = 1$ and let $G$ be the $n \times n$ matrix

$$G = -(I - et^T)A(I - te^T).$$

Then as $\langle s, e \rangle = \langle e, s \rangle = s^Te = e^Ts = 1$, we have that

$$
(I - te^T)(I - se^T) = I - se^T - te^T + te^Tse^T = I - se^T.
$$

It follows that for all $x \in \mathbb{R}^n$,

$$x^TFx = -x^T(I - es^T)A(I - se^T)x$$

$$= -x^T(I - es^T)(I - et^T)A(I - te^T)(I - se^T)x$$

$$= x^T(I - es^T)G(I - se^T)x$$

$$= ((I - se^T)x)^TG(I - se^T)x. $$

Note that $(I - se^T)x \in \mathbb{R}^n$. Therefore, if $G$ is positive semi-definite then $F$ is positive semi-definite. The converse of this statement is shown similarly.

Suppose that $t = (0, \ldots, 0, 1)$, which is consistent with the requirement that $\langle t, e \rangle = 1$. Then $G_{ij} = -(A_{ij} - A_{in} - A_{nj})$ and by Lemma 5.3.7, $G$ is positive semi-definite if and only if $A$ is almost-negative definite. The result follows. \qed
The proof of the following result is given by Baxter [7, pg. 3].

**Lemma 6.3.3.** Let \( n \in \mathbb{N} \) and let \( A \) be a \( n \times n \) strictly almost-negative definite matrix with diagonal entries zero. Then \( A \) is non-singular.

**Proof.** Seeing as a \( 1 \times 1 \) matrix is not strictly almost-negative definite, assume that \( n \geq 2 \). As \( A \) is a symmetric matrix which gives a negative definite quadratic form on a subspace of dimension \( n - 1 \), as in the proof of Lemma 5.3.6 it can be shown that \( A \) has at least \( n - 1 \) negative eigenvalues. Given that the trace of \( A \) is zero, the sum of the eigenvalues of \( A \) is zero, and \( A \) must have a positive eigenvalue. We have found a complete set of eigenvalues for \( A \), whose product is \( \det A \). Hence the sign of \( \det A \) is given by the sign of \( (-1)^{n-1} \neq 0 \), giving that \( A \) is non-singular. \( \square \)

The following result uses a proof essentially due to Gower [23, pg. 83-84]. (Gower was concerned with finding the circumradius of a finite set of points in a Euclidean space.)

**Theorem 6.3.4.** Let \((X,d)\) be a finite strictly quasihypermetric space with \( n \geq 2 \) points, and let \( D \) be a distance matrix of \( X \). Then \( D \) is non-singular and

\[
M(X) = \left( \sum_{i=1}^{n} \sum_{j=1}^{n} (D^{-1})_{ij} \right)^{-1}
\]

**Proof.** Write \( X \) as \( X = \{x_1, \ldots, x_n\} \) and let \( D \) be the \( n \times n \) matrix such that \( D_{ij} = d(x_i, x_j) \). Then \( D \) is strictly almost-negative definite, and the previous result gives that \( D \) is non-singular. Let \( e \in \mathbb{R}^n \) be the vector consisting entirely of ones, let \( s \in \mathbb{R}^n \) such that \( \langle s, e \rangle = 1 \) and let

\[
\]

By Lemma 6.3.2, \( F \) is positive semi-definite and by Lemma 5.3.6 there exists an \( n \times n \) matrix \( Y \) such that \( F = YY^T \). Let \( y_1, \ldots, y_n \in \mathbb{R}^n \) be such that \( \sqrt{2}y_1, \ldots, \sqrt{2}y_n \) are the rows of \( Y \). Now, the columns of the matrix \( se^T \) are \( s \) and the rows of the matrix \( es^T \) are \( s^T \). Using

\[
YY^T = -(I - es^T)D(I - se^T) = -D + Dse^T + es^TD - es^TDse^T,
\]

\[
M(X) = \left( \sum_{i=1}^{n} \sum_{j=1}^{n} (D^{-1})_{ij} \right)^{-1}.
\]
we have that for all \( i \) and \( j \),

\[
2 \langle y_i, y_j \rangle = -D_{ij} + \sum_{k=1}^{n} s_k D_{ik} + \sum_{k=1}^{n} s_k D_{kj} - s^T D s
\]

\[
= -D_{ij} + \sum_{k=1}^{n} s_k (D_{ik} + D_{kj}) - s^T D s.
\]

Hence for all \( i \) and \( j \),

\[
\|y_i\|^2 = \sum_{k=1}^{n} s_k D_{ik} - \left(\frac{1}{2}\right) s^T D s
\]

and

\[
\|y_i - y_j\|^2 = \|y_i\|^2 + \|y_j\|^2 - 2 \langle y_i, y_j \rangle
\]

\[
= \sum_{k=1}^{n} s_k (D_{ik} + D_{jk}) - s^T D s + D_{ij} - \sum_{k=1}^{n} s_k (D_{ik} + D_{kj}) + s^T D s
\]

\[
= D_{ij}.
\]

Therefore the \( y_i \) form a 1/2-embedding of the \( x_i \) in \( \mathbb{R}^n \). By applying a suitable translation followed by a rotation, there exist \( y'_1, \ldots, y'_n \in \mathbb{R}^{n-1} \) such that the \( y_i \) are isometric to the \( y'_i \). Hence the \( y'_i \) are a 1/2-embedding of the \( x_i \) in \( \mathbb{R}^{n-1} \), and the \( y_i \) must lie on a sphere of some radius \( r > 0 \), giving that \( \overline{M}(X) = 2r^2 \). Given that the image of a sphere under an isometry is a sphere of the same radius, the \( y_i \) must also lie on a sphere of radius \( r \).

Note that \( F \) and \( Y \) are dependent on \( s \), but \( r \) is not. We now want to show that \( s \) can be chosen such that the \( y_i \) lie on a sphere centred at the origin. Let

\[
(z_1, \ldots, z_n)^T = 2Ds - (s^T D s)e \in \mathbb{R}^n,
\]

which is the diagonal of \( F \). Then for each \( i \),

\[
z_i = 2 \|y_i\|^2 = 2 \sum_{k=1}^{n} s_k D_{ik} - s^T D s,
\]

and so a sphere containing the \( y_i \) of radius \( r \) will be centred at the origin if and only if

\[
2Ds - (s^T D s)e = 2r^2 e.
\]

Given that \( \det D \neq 0 \) and that \( D^{-1} \) is symmetric, this equation holds if and only if

\[
s = \frac{(2r^2 + s^T D s)D^{-1}e}{2}.
\]

Given that \( (2r^2 + s^T D s)/2 \in \mathbb{R} \), we look for a solution of the form \( s = kD^{-1}e \) for some \( k \in \mathbb{R} \). Given that \( s = 0 \) is not a solution to our equation, assume that \( k \neq 0 \). Using \( \langle s, e \rangle = \langle e, s \rangle = 1 \), it follows that

\[
\frac{e^T D^{-1} e}{k} = 1,
\]
and so $2s - (s^T D s)e = 2r^2 e$ if and only if 
\[ s = \frac{D^{-1} e}{e^T D^{-1} e}, \]
noting that $e^T D^{-1} e \neq 0$. By substituting, we then obtain 
\[ 2D \frac{D^{-1} e}{e^T D^{-1} e} - \left( \frac{e^T D^{-1}}{e^T D^{-1} e} \frac{D^{-1} e}{e^T D^{-1} e} \right) e = 2r^2 e, \]
which gives that 
\[ r^2 = \frac{1}{2e^T D^{-1} e} = \frac{1}{2} \left( \sum_{i=1}^{n} \sum_{j=1}^{n} (D^{-1})_{ij} \right)^{-1}. \]

Finally, we have 
\[ M(X) = \left( \sum_{i=1}^{n} \sum_{j=1}^{n} (D^{-1})_{ij} \right)^{-1}. \]

Using the fact that there exists an algorithm for calculating the inverse of an $n \times n$ non-singular matrix in running time of order $O(n^3)$, it can be seen that for a finite metric space $X$ with $n$ points, $M(X)$ can be calculated on a computer in running time of order $O(n^3)$.

Finally, we extend our result to certain infinite strictly quasihypermetric spaces.

**Theorem 6.3.5.** Let $(X,d)$ be a compact strictly quasihypermetric space. Then $M(X)$ is finite if and only if each finite subset $A$ of $X$ is 1/2-embeddable on a sphere in $\ell_2$ of minimal radius $r(A)$ and $r = \sup r(A) < \infty$. Further, if $M(X)$ is finite then 
\[ M(X) = 2(r^2 - s^2) \] and 
\[ M(X) = 2r^2, \]
where $s$ is the distance from the centre of a sphere in $\ell_2$ of radius $r$ containing a 1/2-embedding of $X$ to the convex hull of the 1/2-embedding.

**Proof.** Let $n \in \mathbb{N}_0$ and let $x_0, \ldots, x_n \in X$. Then there exists an affinely independent 1/2-embedding $y_0, \ldots, y_n \in \mathbb{R}^n$ of the $x_i$ in $\mathbb{R}^n$. Let $r(x_0, \ldots, x_n)$ be the circumradius of $y_0, \ldots, y_n$ and let $s(x_0, \ldots, x_n)$ be the distance from the circumcentre of $y_0, \ldots, y_n$ to the convex hull of these points. Then by Theorem 6.3.1,

\[ M(\{x_0, \ldots, x_n\}) = 2(r(x_0, \ldots, x_n)^2 - s(x_0, \ldots, x_n)^2), \]
\[ M(\{x_0, \ldots, x_n\}) = 2r(x_0, \ldots, x_n)^2. \]
Let $R \times S$ be the collection of all such $(r(x_0, \ldots, x_n), s(x_0, \ldots, x_n))$ as $n$ ranges over $\mathbb{N}$ and $x_0, \ldots, x_n$ range over $X$. Given that

$$M(X) = \sup_{A \in \mathcal{P}(X)} M(A) \quad \text{and} \quad \overline{M}(X) = \sup_{A \in \mathcal{P}(X)} \overline{M}(A),$$

where $\mathcal{P}(X)$ denotes the family of finite subsets of $X$, we then have

$$M(X) = \sup_{(r,s) \in R \times S} 2(r^2 - s^2) \quad \text{and} \quad \overline{M}(X) = \sup_{r \in R} 2r^2.$$

It follows that $\overline{M}(X) < \infty$ if and only if $R$ is bounded, and by Theorem 6.3.1, $R$ is bounded if and only if $X$ is $1/2$-embeddable on a sphere in $\ell_2$.

Suppose that $\overline{M}(X)$ is finite, and let $f : X \to \ell_2$ be a function such that $f(X)$ is a $1/2$-embedding of $X$ on a sphere in $\ell_2$. Then $R$ is bounded, and by letting $r = \sup R < \infty$, we have that $r$ is the circumradius of $f(X)$, and so Theorem 6.3.1 gives that $\overline{M}(X) = 2r^2$. Let $c$ be the circumcentre of $f(X)$, and let

$$s = \inf \left\| c - \sum_{i=1}^{n} w_i f(x_i) \right\|$$

be the distance from $c$ to the convex hull of $f(X)$, where the infimum is taken over all $n \in \mathbb{N}$ and all $w_1, \ldots, w_n \geq 0$ such that $\sum_{i=1}^{n} w_i = 1$ and all $x_1, \ldots, x_n \in X$. We want to show that $M(X) = 2(r^2 - s^2)$.

Using Lemma 2.3.23 and a recursive construction, for each $n \in \mathbb{N}$, let $m(n) \in \mathbb{N}$ and let $A_{1,n}, \ldots, A_{m(n),n} \in \mathcal{B}(X)$ be a partition of $X$ such that $D(A_{i,n}) < 1/n$ for each $i = 1, \ldots, m(n)$ and each successive partition is a refinement of the previous partition. Now for each $n \in \mathbb{N}$, let $X_n = \{x_{1,n}, \ldots, x_{m(n),n}\} \subseteq X$ be such that $x_{i,n} \in A_{i,n}$ for each $i = 1, \ldots, m(n)$. By properties of the $A_{i,j}$, we may choose the $x_{i,j}$ such that $X_n \subseteq X_{n+1}$ for each $n \in \mathbb{N}$. Note that it can easily be shown that $\bigcup_{n=1}^{\infty} X_n$ is dense in $X$. Hence $X_n \to X$ with respect to the Hausdorff metric on $H(X)$, and by Theorem 4.3.7 it follows that $M(X_n) \to M(X)$.

We now show that $\overline{M}(X_n) \to \overline{M}(X)$. Let $\varepsilon > 0$ and let $(Y_n) \in \mathcal{P}(X)$ be a sequence of finite subsets of $X$ chosen such that $(\overline{M}(Y_n))$ is non-decreasing and $\overline{M}(Y_n) \to \overline{M}(X)$. Then there exists $n_0 \in \mathbb{N}$ such that $|\overline{M}(Y_{n_0}) - \overline{M}(X)| < \varepsilon/3$. 
Writing \( Y_n = \{y_0, \ldots, y_m\} \), by Theorem 6.3.1 there exists an \( \overline{M} \)-maximal measure \( \sum_{i=1}^m v_i \delta_{y_i} \) on \( Y_n \). Let \( v = \max \{|v_i| : i = 1, \ldots, m\} > 0 \), let \( x_0, \ldots, x_m \in \bigcup_{n=1}^{\infty} X_n \) be such that for each \( i = 1, \ldots, m \), \( d(y_i, x_i) < \varepsilon/3m^2v^2 \), and let \( n_1 \in \mathbb{N} \) be such that \( x_0, \ldots, x_m \in X_{n_1} \). We then have that \( \sum_{i=1}^m v_i \delta_{x_i} \in \mathcal{M}(X_{n_1}) \) is a signed measure of unit mass, and as

\[
I \left( \sum_{i=1}^m v_i \delta_{x_i} \right) - \overline{M}(X) \leq I \left( \sum_{i=1}^m v_i \delta_{x_i} \right) - \overline{M}(Y_n) + |\overline{M}(Y_n) - \overline{M}(X)| \leq \sum_{i=1}^m \sum_{j=1}^m v_i v_j d(x_i, x_j) - \sum_{i=1}^m \sum_{j=1}^m v_i v_j d(y_i, y_j) + \frac{\varepsilon}{3} \leq \sum_{i=1}^m \sum_{j=1}^m v^2 (d(x_i, x_j) - d(x_i, y_j) + d(y_i, y_j)) + \frac{\varepsilon}{3} \leq \sum_{i=1}^m \sum_{j=1}^m v^2 \left( d(x_j, y_j) + d(x_i, y_i) \right) + \frac{\varepsilon}{3} \leq \sum_{i=1}^m \sum_{j=1}^m v^2 \left( \frac{\varepsilon}{3m^2v^2} + \frac{\varepsilon}{3m^2v^2} \right) + \frac{\varepsilon}{3} = \varepsilon,
\]

it follows that

\[
\overline{M}(X) - \varepsilon < I \left( \sum_{i=1}^m v_i \delta_{x_i} \right) \leq \overline{M}(X_{n_1}) \leq \overline{M}(X).
\]

Since \( (\overline{M}(X_n)) \) is non-decreasing, it must then be the case that \( \overline{M}(X_n) \to \overline{M}(X) \).

Let \( (c_n) \in \ell_2 \) and \( (r_n) \in \mathbb{R} \) and \( (s_n) \in \mathbb{R} \) be sequences such that for each \( n \in \mathbb{N} \), the circumsphere of \( f(X_n) \) is of minimal radius \( r_n \) and its circumcentre \( c_n \) is distance \( s_n \) from the convex hull of \( f(X_n) \). As in the proof of Theorem 5.3.15, we may assume that \( f \) has been constructed such that \( c_n \to c \). We then have that

\[
\lim_{n \to \infty} M(X_n) = \lim_{n \to \infty} 2(r_n^2 - s_n^2) = M(X),
\]

\[
\lim_{n \to \infty} \overline{M}(X_n) = \lim_{n \to \infty} 2r_n^2 = 2r^2 = \overline{M}(X),
\]

from which we can deduce that \( r_n \to r \) and \( (s_n) \) is convergent. Letting \( t \in \mathbb{R} \) be the limit of \( (s_n) \), it remains to be shown that \( t = s \).
Firstly, we show that \( s \leq t \). For each \( n \in \mathbb{N} \), the convex hull \( C_n \) of \( f(X_n) \) is compact, and so there exists \( \sigma_n \in C_n \) such that \( s_n = \|c_n - \sigma_n\| \). Let \( \varepsilon > 0 \) and let \( n_0 \in \mathbb{N} \) be such that for all \( n \geq n_0 \), \( \|c - c_n\| < \varepsilon/2 \) and \( s_n = \|c_n - \sigma_n\| < t + \varepsilon/2 \). Then for all \( n \geq n_0 \), given that \( C_n \) is contained in the convex hull of \( f(X) \), by the definition of \( s \) we must have that

\[
 s \leq \|c - \sigma_n\| \leq \|c - c_n\| + \|c_n - \sigma_n\| < \frac{\varepsilon}{2} + t + \frac{\varepsilon}{2} = t + \varepsilon,
\]

from which it follows that \( s \leq t \).

To complete the proof, it remains to be shown that \( t \geq s \). Let \( \varepsilon > 0 \), let \( C \) be the convex hull of \( f(X) \), and let \( \sigma \in C \) such that \( \|c - \sigma\| - s < \varepsilon/3 \). Since it is obvious that \( f \) is continuous, \( f(\bigcup_{n=1}^{\infty} X_n) \) is dense in \( f(X) \). Writing \( \sigma = \sum_{i=1}^{n} w_i f(x_i) \) for some \( n \in \mathbb{N} \) and some \( w_1, \ldots, w_n > 0 \) such that \( \sum_{i=1}^{n} w_i = 1 \) and some \( x_1, \ldots, x_n \in X \), let \( \sigma' = \sum_{i=1}^{n} w_i f(y_i) \in C \), where each \( y_i \in \bigcup_{n=1}^{\infty} X_n \) is chosen such that \( \|f(x_i) - f(y_i)\| < \varepsilon/3 \). Then

\[
\|\sigma - \sigma'\| = \left\| \sum_{i=1}^{n} w_i f(x_i) - \sum_{i=1}^{n} w_i f(y_i) \right\|
\leq \sum_{i=1}^{n} w_i \|f(x_i) - f(y_i)\|
< \sum_{i=1}^{n} w_i \frac{\varepsilon}{3}
= \frac{\varepsilon}{3}.
\]

Now, let \( m_0 \in \mathbb{N} \) such that \( \sigma' \in C_{m_0} \), and let \( m_1 \in \mathbb{N} \) such that \( \|c_n - c\| < \varepsilon/3 \) whenever \( n \geq m_1 \). Then for all \( m \in \mathbb{N} \) such that \( m \geq \max\{m_0, m_1\} \), \( \sigma' \in C_m \), and so

\[
s_n \leq \|c_m - \sigma'\| \leq \|c_m - c\| + \|c - \sigma\| + \|\sigma - \sigma'\| < \frac{\varepsilon}{3} + s + \frac{\varepsilon}{3} + \frac{\varepsilon}{3} = s + \varepsilon.
\]

It is then a routine exercise to show that \( t \leq s \), as \( t \) is the limit of \( (s_n) \).

\[ \square \]

Alexander and Stolarsky [2, pg. 14] used this result to calculate \( \overline{M}([a, b]) \). Note that we calculated this average distance from first principles in Proposition 1.2.10.
Proposition 6.3.6. Let \( a, b \in \mathbb{R} \) such that \( a < b \). Then \( \overline{M}([a, b]) = (b - a)/2 \).

Proof. It will be sufficient to prove the result for \( a = 0 \) and \( b = 1 \). By a simple consideration of the triangle inequality, any sphere in \( \ell_2 \) containing a \( 1/2 \)-embedding of \([0, 1]\) must be of radius at least \( 1/2 \). It will be sufficient to show that each finite collection of points in \([0, 1]\) can be \( 1/2 \)-embedded on a sphere in \( \ell_2 \) of radius at most \( 1/2 \). Let \( x_1, \ldots, x_n \in [0, 1] \) be ordered and for each \( i \), let

\[
y_i = (\sqrt{x_1}, \ldots, \sqrt{x_i - x_{i-1}}, 0, \ldots) \in \ell_2.
\]

Then for each \( i \) and \( j \) such that \( i > j \),

\[
\|y_i - y_j\| = \|(0, \ldots, 0, \sqrt{x_{j+1} - x_j}, \ldots, \sqrt{x_i - x_{i-1}}, 0, \ldots)\|
= \left( \sum_{k=j+1}^{i} (x_k - x_{k-1}) \right)^{1/2}
= |x_i - x_j|^{1/2}.
\]

Hence the \( y_i \) form a \( 1/2 \)-embedding of the \( x_i \) in \( \ell_2 \). Now, let

\[
y = \frac{1}{2} (\sqrt{x_1}, \sqrt{x_2 - x_1}, \ldots, \sqrt{x_n - x_{n-1}}, 0, \ldots) \in \ell_2.
\]

Then for each \( i \),

\[
\|y_i - y\| = \left\| \frac{1}{2} (\sqrt{x_1}, \ldots, \sqrt{x_i - x_{i-1}}, -\sqrt{x_i - x_{i-1}}, \ldots, -\sqrt{x_n - x_{n-1}}, 0, \ldots) \right\|
= \frac{1}{2} (x_1 + \sum_{k=2}^{n} (x_k - x_{k-1}))^{1/2}
= \frac{1}{2} x_n^{1/2}.
\]

Hence the \( y_i \) lie on a sphere centred at \( y \) of radius \((1/2)x_n^{1/2} \leq 1/2\).

\[\square\]

6.4 Some values of \( m(X) \), \( M(X) \) and \( \overline{M}(X) \)

We conclude this chapter by showing some of our previous calculations of Gross-Stadje numbers also give the values of \( M(X) \) and \( \overline{M}(X) \) for various concrete spaces \( X \). We also discuss max-min, \( M \)-maximal and \( \overline{M} \)-maximal measures on regular polygons.

It is immediate from Proposition 4.5.7 and Theorem 6.2.10 that:
Proposition 6.4.1. Let \( n \in \mathbb{N} \) such that \( n \geq 2 \), let \( d \) be the usual metric on \( S^{n-1} \) and let \( \mu \) be the usual normalised measure on \( S^{n-1} \). Then \( \mu \) is a unique \( d \)-invariant measure on \( S^{n-1} \) and
\[
m(S^{n-1}) = M(S^{n-1}) = \overline{M}(S^{n-1}) = \frac{2^{n-1} \left( \frac{n}{2} \right)^2}{\sqrt{\pi} \Gamma\left( \frac{2n-1}{2} \right)}.
\]
where \( \Gamma \) denotes the gamma function.

We can calculate \( m(S^{n-1}) \) for \( n = 2, \ldots, 6 \) as

<table>
<thead>
<tr>
<th>( n )</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
</tr>
</thead>
<tbody>
<tr>
<td>( m(S^{n-1}) )</td>
<td>( 2/\pi )</td>
<td>( 4/3 )</td>
<td>( 64/15\pi )</td>
<td>( 48/35 )</td>
<td>( 4096/945\pi )</td>
</tr>
</tbody>
</table>

Proposition 4.5.8 calculated the Gross-Stadje number of compact connected arcs of \( S^1 \). It is immediate from this Proposition and Theorem 6.2.10 that:

Proposition 6.4.2. Let \( X_\phi \) be an arc of \( S^1 \) subtending an angle \( 0 < \phi \leq 2\pi \) at the centre, let \( d \) be the usual metric on \( X_\phi \) and let \( \mu \) be the usual normalised measure on \( X_\phi \). Then \( \mu \) is the unique \( d \)-invariant measure on \( X_\phi \) and
\[
m(X_\phi) = M(X_\phi) = \overline{M}(X_\phi) = \frac{8}{\phi + \cot(\phi/4)}.
\]

Recall that Proposition 4.5.4 gives that the Borel probability measure uniformly distributed on the vertices of a polygon is a max-min measure. We now show that this measure is also the unique \( M \)-maximal measure.

Proposition 6.4.3. Let \((X, d)\) be a regular polygon. Then the probability measure uniformly distributed on the vertices of a regular polygon is both a max-min and the unique \( M \)-maximal measure on \( X \). Further, \( m(X) < M(X) < \overline{M}(X) \).

\textbf{Proof.} Let \( n \in \mathbb{N} \) such that \( n \geq 3 \), let \( X \) be a regular \( n \)-gon and let \( x_0, \ldots, x_{n-1} \) be the vertices of \( X \). It follows from Corollary 4.5.14 that there exists an \( M \)-maximal measure \( \mu_0 \in \mathcal{M}^1(X) \) supported on the \( x_i \). Hence, there exist \( w_0, \ldots, w_{n-1} \geq 0 \) such that \( \mu = \sum_{i=0}^{n-1} w_i \delta_{x_i} \) and \( \sum_{i=0}^{n-1} w_i = 1 \). We have that
\[
M(X) = I(\mu) = \sum_{i=0}^{n-1} \sum_{i=0}^{n-1} w_i w_j \|x_i - x_j\|.
\]
Now, for each $i = 1, \ldots, n - 1$, let $\mu_i \in \mathcal{M}^1(X)$ be the measure

$$\mu_i = \sum_{j=0}^{n-1} w_{i+j} \delta_{x_j},$$

where addition of the weight indexes is addition modulo $n$, and let

$$\mu = (1/n) \sum_{i=0}^{n-1} \mu_i \in \mathcal{M}^1(X).$$

Noting that $X$ is strictly quasihypermetric, repeated applications of Theorem 5.4.5 give that $I(\mu_0) \leq I(\mu)$ with equality occurring if and only if $\mu_0 = \mu_i$ for each $i = 1, \ldots, n - 1$ if and only if $w_i = 1/n$ for each $i = 0, \ldots, n - 1$. It follows that the measure uniformly distributed on the $x_i$ is the $M$-maximal measure.

That $m(X) < M(X) < \bar{M}(X)$ follows from Theorem 6.2.10 after noting that $\mu$ is not $d$-invariant.

As a corollary to the proof of the previous result, we obtain:

**Corollary 6.4.4.** Let $(X, d)$ be a finite metric space consisting of points evenly spaced around a circle. Then the probability measure uniformly distributed on the points of $X$ is $d$-invariant and hence the unique $M$-maximal measure on $X$ and the unique $\bar{M}$-maximal measure on $X$. Further, $M(X) = \bar{M}(X)$.

### 6.5 Summary

Chapter 4 discussed certain properties of $m(X)$, $M(X)$ and $\bar{M}(X)$, and this chapter has continued this investigation for the case of a compact quasihypermetric space $X$. We saw that the quasihypermetric property is necessary to obtain $\bar{M}(X) < \infty$, but that the converse does not hold. It was seen that $\bar{M}(X) < \infty$ when $X$ is finite and strictly quasihypermetric or when $X$ is Euclidean.

For compact quasihypermetric spaces $(X, d)$ we investigated the significance of $d$-invariant measures on $X$ and their relationship to demonstrating existence of $M$-maximal measures on $X$ and the existence of $\bar{M}$-maximal signed measures on $X$. 
When $X$ is also connected, the relationship between $m(X)$, $M(X)$ and $\overline{M}(X)$ is related to the existence of a $d$-invariant probability measure on $X$, and we saw that all three averages are equal or none are equal.

Geometrical interpretations of $M(X)$ and $\overline{M}(X)$ were investigated in the case of $X$ being compact quasihypermetric, and certain formulas for them were established in terms of the circumradius of a 1/2-embedding of $X$ in $\ell_2$ and the distance from the convex hull of the 1/2-embedding to its circumcentre.

Finally, we extended results from Chapter 4 to calculate $m(X)$, $M(X)$ and $\overline{M}(X)$ for all spheres $X$ and to calculate the $M$-maximal measure for regular polygons.
Chapter 7

Other work

We conclude this thesis by noting other work which we may have chosen to consider in our investigation of average distances in compact metric spaces. Given a compact (connected) metric space $X$, simple considerations of $m(X)$, $M(X)$ and $\overline{M}(X)$ quickly lead to many different questions which may be discussed. This thesis has only discussed a small subset of the questions which immediately arise, and would rapidly expand into several volumes if we attempted to consider many more of them.

7.1 Averaging powers of distances

Recall that the most general form of the Gross-Stadje Theorem states that for all compact connected Hausdorff spaces $X$ and all continuous symmetric functions $f: X \times X \to \mathbb{R}$, there exists a unique $m(X, f) \in \mathbb{R}$ such that for all $n \in \mathbb{N}$ and for all $x_1, \ldots, x_n \in X$ there exists $y \in X$ such that

$$\sum_{i=1}^{n} f(x_i, y) = m(X, f) .$$

As a consequence, we could have chosen to investigate the averages $m(X, d^\lambda)$, $M(X, d^\lambda)$ and $\overline{M}(X, d^\lambda)$ of the continuous symmetric function $d^\lambda: X \times X \to \mathbb{R}$ in a compact (connected) metric space $(X, d)$ for any $\lambda > 0$. Björck [8, pg. 258] discusses $M(X, d^\lambda)$ for $0 < \lambda < 2$, and Alexander and Stolarsky [2] discuss $\overline{M}(X, d^\lambda)$ for Euclidean spaces $X$ and $0 < \lambda \leq 1$. 
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It has been noted by Cleary et al. [16, pg. 264] that for compact connected subsets \((X, d)\) of Euclidean spaces, it is easier to calculate \(m(X, d^2)\) than \(m(X, d)\), given that the metric on such spaces arises from an inner-product. It is reasonable to expect that this would also be the case for \(M(X, d^2)\) and \(\overline{M}(X, d^2)\).

Wilson [54] has calculated \(m(X, d^2)\) for spaces such as the ellipse or the Reuleaux triangle, where \(m(X, d)\) is not known, and for regular polygons.

### 7.2 Bounds for \(m(X)\), \(M(X)\) and \(\overline{M}(X)\)

Yost [57] discusses bounds for \(m(X)\) where \(X\) is a compact connected subset of a finite dimensional normed space. In particular, he shows that when \(V\) is any finite dimensional normed space then there exists a constant \(k(V) < 1\) such that \(m(X) \leq k(V)\) whenever \(X\) is a compact connected subset of \(V\) of unit diameter, and that \(\{m(X) : X\text{ is a compact connected subset of } V\text{ such that } D(X) = 1\}\) is the interval \([1/2, k(V)]\). It would be interesting to determine if a corresponding property holds for the average distances \(M(X)\) and \(\overline{M}(X)\).

An application of Jung's Theorem gives that a compact metric space contained in some \(\mathbb{R}^n\) can be embedded in the convex hull of a sphere of diameter \(\sqrt{2n/(n+1)}\). Nickolas and Yost [41] combined this with the known value of \(m(S^{n-1})\) to give the bounds \(n/(n+1) \leq k(\mathbb{R}^n) < \sqrt{n/(n+1)}\) for each \(n \in \mathbb{N}\). For \(n = 2\), using a similar technique they obtain the improved estimate

\[
0.6675276 < k(\mathbb{R}^2) < \frac{2 + \sqrt{3}}{3\sqrt{3}} < 0.7182336.
\]

It is noted by Yost [57] that the above lower bound for \(k(\mathbb{R}^2)\) is a lower bound for \(m(X)\), where \(X\) is the Reuleaux triangle of unit diameter. It would be of interest to know the Gross-Stadje number of this space, and if it does give rise to \(k(\mathbb{R}^2)\).
7.3 Examples

This thesis mainly studied measure theoretic and analytic questions which arise from considering \( m(X) \), \( M(X) \) and \( \bar{M}(X) \) and did not include many calculations of these average distances for concrete spaces. Exact values of these averages are only known for a small collection of spaces. The value of \( \bar{M}(X) \) is not even known for a space as simple as an equilateral triangle, nor is \( M(X) \) known for an arbitrary triangle! It would be worth carrying out further work calculating exact values of \( m(X) \), \( M(X) \) and \( \bar{M}(X) \) for some well-known spaces.
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