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We report the NMR Knight shift and spin-lattice relaxation of $^8\text{Li}^+$ implanted ∼100 nm into single crystals of semimetallic Sb, Bi, and topologically insulating Bi$_{0.9}$Sb$_{0.1}$. We find small negative shifts (of order 100 ppm) in all three. In the insulator, the shift is nearly temperature independent, while in Bi and Sb it becomes more negative at low temperature without following the bulk susceptibility, suggesting two distinct temperature dependent contributions, possibly from the orbital and spin response. However, a simple model is unable to account for the observed shift. The spin-lattice relaxation differs in both scale and temperature dependence in all three. It is Korringa-like in Bi and remarkably is fastest in the insulating alloy and slowest in Sb with the highest bulk carrier density. These surprising results call for detailed calculations, but phenomenologically demonstrate that β-detected NMR of implanted $^8\text{Li}^+$ is sensitive to the magnetic response of low-density carriers. The prospects for depth-resolved studies of conventional and topological surface states at lower implantation energies are good.
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I. INTRODUCTION

Like conventional nuclear magnetic resonance, NMR detected by radioactive β decay provides a sensitive local probe of the electronic properties of solids. In particular, low-energy ion beams of the hyperpolarized β NMR isotope $^8\text{Li}$, can be used to measure depth-resolved NMR in thin films and crystals [1–3], where conventional NMR is practically impossible due to the intrinsically small signal. In particular, we have shown that implanted $^8\text{Li}^+$ is a powerful probe of the metallic state [4–8]. We plan to use it to study the metallic topological surface state (TSS) of three-dimensional (3D) topological insulators (TIs) [9–12]; however, this necessitates a clear understanding of the signals in the bulk to clearly distinguish the TSS.

Here, we focus on the TI Bi$_{0.9}$Sb$_{0.1}$ [13], a small-gap semiconductor substitutional alloy of the elemental semimetals Bi and Sb. Although the bulk properties of these materials have been studied extensively, from a NMR viewpoint, they are not well known. For example, their magnetic properties are largely determined by valence electron orbital diamagnetism. The Pauli spin response, that is often preferentially sensed by the NMR Knight shift in metals, appears to play a more significant role. Moreover, the spin response cannot be considered independent of the orbital response due to spin-orbit coupling that is particularly strong for bismuth. We thus include a brief introductory review in Sec. IV.

In this paper, we present $^8\text{Li}^+$ β NMR results on the elemental semimetals Bi and Sb and the TI alloy Bi$_{0.9}$Sb$_{0.1}$. We find (1) small negative shifts in all three, with a temperature-independent shift only for the insulating phase, and (2) temperature-dependent spin-lattice relaxation, that is Korringa-like only in Bi and remarkably is fastest in the TI. Thus, we establish that $^8\text{Li}^+$ β NMR is sensitive to low carrier density metals, indicating the prospects for sensitivity to the TSS are good, and define the bulk behavior that will constitute the background in measurements at much lower implantation energy to study the TSS. Although our main motivation is the TSS, these results are interesting in their own right, and we discuss them in the context of the NMR and μSR in semimetals and narrow-gap semiconductors.

II. EXPERIMENT

β NMR is based on the parity-violating weak interaction that causes the angular distribution of the emitted β radiation to be correlated with the spin direction of the decaying nucleus at the instant of decay. The technique was pioneered shortly after the discovery of parity violation [14], but unlike μSR [15,16] it has not been widely used as a probe of condensed matter [17]. Its sensitivity is similar to that of the μ$^+$, but specific properties of the nucleus distinguish it in a number of important respects, notably the lifetime of the β NMR probe is generally much longer.

β NMR measurements were made by implanting spin-polarized $^8\text{Li}^+$ at kinetic energy ∼20 keV into the single-crystal samples. The $^8\text{Li}$, nucleus has spin $I = 2$, gyromagnetic ratio $γ = 6.3015$ MHz/T, and electric quadrupole moment $Q = + 31.4$ mb. The spin is polarized by in-flight optical pumping to polarization ∼70% [18]. Resonances were
acquired in a dedicated spectrometer [19] with continuous wave (CW) transverse radiofrequency (rf) magnetic field with frequency stepped slowly relative to the $^8\text{Li}$, lifetime $\tau = 1.21$ s through a range around the probe’s Larmor frequency in the homogeneous static field $B_0$ of 6.55 or 2.2 T applied perpendicular to the surface of the crystals (parallel to the trigonal $c$ axis). The beam intensity was on the order of $10^6$ ions per second into a beamspot $\sim 2$ mm diameter centered on the sample.

As a frequency calibration, the resonance in a single crystal of MgO [20] was measured at 300 K with the superconducting solenoid in persistence mode. Each resonance spectrum takes $\sim 60$ min to acquire. The relative shift of the resonance from its position in MgO was then calculated as $K_{raw} = \frac{\nu - \nu_{MgO}}{\nu_{MgO}}$.

In metals, the shift is typically dominated by the Knight shift, proportional to the Pauli spin susceptibility, that has been very important in the understanding of the degenerate metallic state [21].

For the measurements, the bismuth crystal was freshly cleaved in air at $\sim 77$ K, while the others do not easily cleave, and were used with the native crystal surfaces. For Sb, we compare two crystals. The $\text{Bi}_{0.9}\text{Sb}_{0.1}$ alloy was a flat platelet crystal $3.4 \times 3.9 \times 0.4$ mm prepared as in Ref. [13]. The crystals were affixed to an $8 \times 10$ mm $\text{Al}_2\text{O}_3$ substrate with Ag paint which was then clamped to a UHV coldfinger liquid-helium cryostat.

Ion implantation at keV energies into solids is a statistical process that results in a distribution of implantation depths, the implantation profile. Computer simulation of ion stopping is important and relatively large correction (see Sec. 5.5 of Ref. [21]).

Spin-lattice relaxation data are collected without any rf magnetic field by implanting a pulse of beam and monitoring the spin polarization as a function of time both during and after the pulse, repeating the cycle to obtain the required statistics, alternating the polarization direction by controlling the sense of the polarizing laser light. The resulting data are fit with a spin-relaxation function convoluted with the beam pulse to extract the relaxation rate.

III. RESULTS

In bismuth, the spectrum consists of a set of well-resolved small satellite lines near the Larmor frequency $\nu_0 = \gamma B_0$ (see Fig. 2). With the rhombohedral crystal symmetry, we expect finite electric field gradients (EFGs) at all sites in the structure. The EFG, characteristic of the $^8\text{Li}^+$ site, couples to its nuclear electric quadrupole moment, splitting the NMR into a set of satellites corresponding to the (primary) $|m| = 1$ transitions among the $2I + 1 = 5$ magnetic sublevels (indexed by $m$). For a particular site, we thus expect a pattern of four satellites symmetrically distributed about the resonance position.

In high field ($\nu_Q \ll \nu_0$), the primary satellite positions are given by the first-order formula [29]

$$v_{m+\Delta m} = (1 + K)\nu_0 - v_Q (m - \frac{1}{2}) f,$$

where $N$ is the shape-dependent demagnetization factor. In the limit of a thin film, $N = 1$, but for the samples here, we estimate $N \approx 0.8$. To evaluate $K_d$ as a function of temperature requires the (cgs volume) susceptibility $\chi$. We use values from the literature [25–28] fit to a phenomenological form. The resulting corrections are shown in the following section. As $\chi$ is negative (diamagnetic), the demagnetizing field shifts the resonance to higher frequency, and the correction $K_d$ is negative. The corrected Knight shift is then defined as

$$K_c = K_{raw} + K_d$$

and represents the shift due to hyperfine fields at the $^8\text{Li}^+$ probe. For light NMR nuclei such as $^8\text{Li}$, the hyperfine shift is small ($\sim 100$ ppm) due simply to the small hyperfine coupling. Therefore, in contrast to transition-metal NMR where the hyperfine shift is often in the range of $\%$, here $K_d$ is an important and relatively large correction (see Sec. 5.5 of Ref. [21]).

Spin-lattice relaxation data are collected without any rf magnetic field by implanting a pulse of beam and monitoring the spin polarization as a function of time both during and after the pulse, repeating the cycle to obtain the required statistics, alternating the polarization direction by controlling the sense of the polarizing laser light. The resulting data are fit with a spin-relaxation function convoluted with the beam pulse to extract the relaxation rate.
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where $\nu_Q = e^2 q Q/4h$, $e$ is the electronic charge, and $f$ is a function of angle between the coordinate systems defined by the applied field and the EFG. For an axisymmetric EFG, this depends on only $\theta$, the angle between the applied magnetic field and the principal symmetry axis of the EFG tensor $e_{ij}$, and

$$f = \frac{1}{4}(3 \cos^2(\theta) - 1).$$  \hspace{1cm} (5)

The ideal spectrum then consists of a pair of satellites on each side of the Larmor frequency with the outer satellite splitting $3 \times$ that of the inner satellite. A lower symmetry site will likely result in further splittings due to sites which are not equivalent under the applied field. The satellite amplitudes depend on the detailed magnetic sublevel populations of the polarized beam, but generally the $m = \pm 2$ is highly populated making the outer satellites more intense. The quadrupolar nature of the splitting is clearly evident in the antisymmetry of the helicity-resolved spectra about the center in Fig. 2(b), where the two curves correspond to polarization in the opposite sense. For example, the outermost satellites correspond to the $m = \pm 2 \leftrightarrow \pm 1$ transitions. For completely polarized $^8\text{Li}$, the spectrum would consist of only this lower (upper) satellite for negative (positive) helicity. For the highly polarized beam, these outer satellites are still dominant in the corresponding helicity spectra, but the inner satellites are also visible.

The combined spectrum contains the expected quartet of satellites together with a triplet of much narrower interleaved resonances. The satellite pairs forming the quartet have similar widths and their splittings (8.3 and 24.94 kHz) from the center of the pattern satisfy the expected ratio of 3 from Eq. (4). The narrow lines are consistent with multiquantum resonances [30] based on their positions midway between the primary satellites, their narrowness from the absence of first-order quadrupolar broadening [31], and their strong dependence on rf field (not shown). In fact, the resonance pattern is so well resolved that we have used it to determine the detailed level populations of the $^8\text{Li}$ [30]. The splitting is also found to be independent of $B_0$ in the range 2.2 to 6.55 T, consistent with a quadrupolar origin. We fit the spectrum to a sum of Lorentzians with splittings determined by a single parameter $\nu_Q$ as shown in the figure. From this we accurately determine the center of the overall pattern and its displacement relative to the reference measurement in MgO.

The spectrum in antimony (Fig. 3) is remarkably different with no quadrupolar splitting and instead a single resonance somewhat broader than the Bi satellites. This is unexpected since Sb has the same crystal structure and must have nonzero EFG at the $^8\text{Li}^+$ site. With a smaller lattice constant, one might even expect a higher EFG and larger splittings in Sb. The spectrum was so different, in fact, that we confirmed it on a second Sb crystal, from a different source, with consistent results. The helicity-resolved spectra in Fig. 3(b) show a slight antisymmetry about the center, suggesting some unresolved quadrupole splittings. Above 150 K, the spectrum is noticeably flat topped, so it was fit with a flat-topped Gaussian, i.e., a square shape with Gaussian wings. Below 150 K, a simple Gaussian was adequate. As is expected in the absence of resolved quadrupolar splittings, the resonance is much larger in amplitude than the satellites in Bi. The resonance position and its displacement from MgO were determined from these fits.

Again in Bi$_{0.9}$Sb$_{0.1}$, only a single resonance is observed with no evidence of quadrupolar splittings. The resonance was best fit with a pseudo-Voigt function

$$f(v) = \eta \mathcal{L}(v) + (1 - \eta) \mathcal{G}(v),$$  \hspace{1cm} (6)

where $\mathcal{L}$ and $\mathcal{G}$ are a Lorentzian and Gaussian of the same width, and $\eta$ is a parameter varying from 0 to 1 as $f$ changes from a pure Gaussian to a pure Lorentzian. This line shape likely results from power broadening of a broad Gaussian. An example is shown in Fig. 4. Although the resonance is large, and the statistical error bars small, systematic baseline drifts make the extracted resonance position more scattered in this case.
The raw shifts for each sample are plotted as a function of temperature in Fig. 5(a) and the demagnetization corrected values in Fig. 5(b), using the corrections shown in Fig. 5(c). Although it is more scattered than the others, the shift in Bi$_{0.9}$Sb$_{0.1}$ shows little or no systematic temperature dependence, while the shifts in both Bi and Sb move downward as the temperature is reduced. As the demagnetization correction $K_d$ is larger at low temperature, the decrease in the raw shift is enhanced in $K_c$. The sample furthest from the thin plate limit assumed for the demagnetization is the Sb crystal. Measurement of the second Sb crystal at 300 K shows a small difference in shift, some of which is due to a difference in the sample shape. Finally, in Bi, the crystal was measured at two fields (6.55 and 2.2 T) at 300 K, confirming that the shift is magnetic, i.e., the relative shift is field independent.

The resonance linewidths from the fits (expressed as HWHM) are shown in Fig. 5(d). There is a clear hierarchy: the satellites in Bi are narrowest and the resonance in Bi$_{0.9}$Sb$_{0.1}$ is widest. The widths are only weakly temperature dependent, apart from a narrowing in Sb above 300 K, there is a low-temperature broadening in Bi below 50 K.

For each sample, spin-lattice-relaxation data were collected using a 4 s long beam pulse followed by a counting period typically 12 s. The results near room temperature are shown in Fig. 6. It is immediately obvious that, at this temperature, the relaxation is slowest in Sb and fastest in the alloy. The data were fit to a single exponential relaxation convoluted with the square beam pulse, i.e., the polarization of an $^8$Li, spin at a time $t$ after its implantation follows $\exp(-\lambda t)$, where $\lambda = 1/T_1$ is the relaxation rate. The single exponential fit works well except during the first second of the beam pulse, due to a small fast relaxing background signal. We thus exclude these early times from the fitting. The relaxation in both Bi and Sb at low temperature is quite slow, near the limit of reliable measurement determined by the probe’s radioactive lifetime $\tau$. The resulting values of $\lambda$ are plotted as a function of temperature in Fig. 7.

There is also evidently a hierarchy of relaxation rates, with the fastest relaxation corresponding to insulating Bi$_{0.9}$Sb$_{0.1}$. 

\[ \chi_{\parallel} \] (right scale); and (d) the linewidths (HWHM). For bismuth this is the single quantum satellite width. The open green circles are measurements made on a second Sb sample. The field is 6.55 T, except Sb and the open triangles (Bi) where it is 2.2 T.

FIG. 6. (Color online) The time dependence of the asymmetry during and after a 4 s beam pulse at 6.55 T for each sample near room temperature. Single exponential fits excluding the first second are also shown as the solid curves.
The temperature dependence in Bi is simply linear as might be expected in a metal. The lowest temperature point deviates from the line, but the relaxation here is very slow, near the limit of measurement. Fitting all but the lowest temperature point yields a slope $3.02(3) \times 10^{-4} \text{s}^{-1} \text{K}^{-1}$. The temperature dependence of neither antimony nor Bi$_{0.9}$Sb$_{0.1}$ is similar. In Sb there appears to be a steplike feature near room temperature and a decrease below 50 K, while in Bi$_{0.9}$Sb$_{0.1}$ there is a step near 200 K and another smaller one around 50 K. The hierarchy in $\lambda$ is seen clearly when plotted on the same scale as in Fig. 7(a).

IV. DISCUSSION

A. Introduction

With the basic results presented above, we have a microscopic probe of the electronic state of Bi$_{1-x}$Sb$_x$. As context for the following discussion, here we summarize some of the properties of pure Bi and Sb and their alloys, particularly as seen by hyperfine coupled spin probes.

The electronic properties of the continuous solid solution series Bi$_{1-x}$Sb$_x$ have been studied extensively. The pure end members are well known semimetals, while at intermediate concentrations, between about 8% and 22% Sb, there is a small but finite gap at the Fermi level, making it a narrow-gap semiconductor. At its maximum, the gap is only $\sim 20 \text{meV}$ [32]. Alloys in this composition range were first theoretically proposed [33], and subsequently shown experimentally [13], to be three-dimensional topological insulators with an insulating state characterized by a nontrivial topological invariant and a protected metallic surface state, but they have long been studied for potential thermoelectric applications [32,34], as well as for a fundamental understanding of the metallic state, notably including the discovery of quantum oscillations [35].

1. Electronic structure

Here, we summarize the electronic structure of Bi$_{1-x}$Sb$_x$, beginning with bismuth. This will be important in discussing the results in comparison with the familiar case of NMR in metals.

Quantum oscillations, persisting to relatively high temperature, allowed the small Fermi surface of Bi to be mapped out and compared in detail to band-theory calculations, and a great deal is understood about its electronic structure as a result [36,37]. Both the valence and conduction bands are derived from the valence $p$ atomic orbitals, while the $s$ band is substantially lower in energy. The valence band cuts through the Fermi level at the $T$ point in the Brillouin zone, giving rise to two hole pockets. Here, there is a substantial gap up to the conduction band $\sim 0.75 \text{eV}$, so no appreciable cross-gap excitations occur. The conduction band also crosses $E_F$ at the $L$ point, giving rise to six electron pockets [37,38]. Here, in contrast, the energy gap to the filled valence band below $E_G$ is very small ($\sim 15 \text{meV}$), and this has important consequences for the electronic, and particularly the magnetic, properties (see below). The dispersion is highly curved in the vicinity of $E_F$, giving rise to small effective masses $m^*$, which are also important for the magnetic response. The Fermi surfaces are small disconnected pockets corresponding to small electron and hole densities on the order of $3 \times 10^{17} \text{cm}^3$. This form of the Fermi surface results from a delicate balance between the slight rhombohedral lattice distortion and the effects of spin-orbit coupling ($\lambda_{SO}$). The lattice is centrosymmetric, so the bands remain twofold (Kramers) degenerate, but the degeneracy is not pure spin due to $\lambda_{SO}$. Detailed band-structure calculations are available [39–41] as well as an optimized tight-binding parametrization [42]. The Fermi energies are also very small, $\sim 10 \text{meV}$ for the holes and $\sim 25 \text{meV}$ for the electrons [36]. The density of states $\rho(\epsilon = E - E_F)$ for this band structure exhibits a pronounced narrow minimum at $E_F$, in a sense the inverse of the sharp $d$ band peak at $E_F$ that is important in determining the magnetic properties of transition metals such as Pd [4]. Within $\pm 150 \text{meV}$ of $E_F$, $\rho(\epsilon)$ is approximately described by

$$\rho(\epsilon) \approx a + b\epsilon^2.$$  

(7)
A magnetic field modifies the electronic spectrum by Landau quantization. Due to the small $m^*$ in bismuth, the level spacing is quite large, and one can obtain the quantum limit, where only the lowest Landau level is occupied, at accessible magnetic fields [43]. Landau spectra in Bi as a function of field have recently been studied quantitatively [44].

A convenient simplification of the electronic structure focuses on the two bands near $E_F$ at the L point [38], neglecting the hole pockets. Here, the spectrum was shown to be analogous to the relativistic Dirac equation [44–46]. Dirac-type electrons have distinctive features, in particular, in their response to a magnetic field. Unlike the free-electron Landau spectrum, the level spacing is not uniform, and the lowest level is pinned to the band edge [47].

The electronic structure of antimony is closely related to bismuth but not as extensively studied. For Sb, the shape of the electron pockets is similar, but the hole pockets become a complex multiply connected sheet, the Lin-Falicov surface [48]. The Fermi surface is larger, corresponding to the higher carrier density. The gap at L is also larger ($\sim 110$ meV [49]), making the effects of the filled valence band below the electron pockets less important. $E_F$ is larger: about $\sim 100$ meV for both electrons and holes, and $\lambda_{\text{SO}}$ is substantially smaller.

The alloy is also well studied [50], but disorder hinders as complete a theoretical description, complicates the preparation of homogeneous samples, and limits the electronic mean-free path, suppressing quantum oscillations. The lattice parameters vary smoothly with $x$ but slightly nonlinearly [51]. The band structure is generally discussed in the coherent potential approximation that neglects completely the effects of disorder, just treating the alloy as a periodic virtual material. The evolution of this mean-field electronic structure with $x$ has been studied experimentally [32]. Band energies near $E_F$ vary on scales of 100 meV, interpolating between Bi and Sb. Crucial to the nontrivial topological insulator [52] is the inversion of the valence and conduction bands (having different symmetries) that occurs in the semimetallic phase at $x \sim 0.04$ [53]. For the specific composition Bi$_{1-x}$Sb$_x$, the gap at the L point $E_G$, now properly the semiconductor band gap, is about 10 meV at low temperature [32].

In addition to widespread interest in topological insulators, the physics of semimetals is currently enjoying renewed interest [54,55] since some high-$T_c$ cuprate and Fe-pnictide/chalcogenide superconductors exhibit small semimetallic Fermi surface pockets. However, here, in bismuth, in contrast to the cuprates, conventional electron correlations should be negligible as the carriers are light, low density, and their dielectric screening is strong [56], though some unusual electron interactions have been found [57]. Quantum phenomena in Bi have also been the subject of considerable recent interest [43,44,58,59]. Extensive work has also been done studying the nontopological surface states of Bi [60]. Due to the small Fermi wave vector, finite-size effects are also prevalent and widely studied [61,62].

### 2. Magnetic properties

Key to the interpretation of our results are the magnetic properties of Bi$_{1-x}$Sb$_x$, resulting from the electronic structure summarized above. At all compositions, it is strongly diamagnetic, and the rhombohedral structure renders $\chi$ anisotropic. The relevant component is $\chi_\parallel$, the response along the trigonal axis, $\chi$ is also temperature dependent, with $\chi_\parallel(T)$ becoming more negative, by about 20%, from 300 to 4 K [see Fig. 5(c)].

Generally, $\chi$ is composed of several contributions, and the NMR shift $K$ may be differently sensitive to each of them. In typical metals, $K$ is primarily due to the (Pauli) spin susceptibility of the conduction band $\chi_{\text{Pauli}}$, which is usually independent of $T$. However, in cases where $\chi$ depends on $T$, such as Pt and Pd, the temperature dependence of the shift can be correlated to a temperature-dependent contribution to $\chi$ to determine the hyperfine coupling [4,5,63]. As a starting point, following Ref. [64] and others, we consider $\chi$ composed of several terms

$$\chi = \chi_{\text{core}} + \chi_{\text{FS}}(T) + \chi_{\text{Pauli}}(T),$$

(8)

where $\chi_{\text{core}}$ is the (Larmor/Langevin) diamagnetic susceptibility of the closed-shell ions Bi$^{3+}$/Sb$^{5+}$. It is isotropic, independent of $T$, and estimated to be about $\sim 10\%$ of the total $\chi$ at 4 K. The carriers (electrons and holes at $E_F$) contribute $\chi_{\text{FS}}$ which is composed of the paramagnetic spin part and the orbital (Landau) diamagnetism

$$\chi_{\text{FS}} = \chi_{\text{Pauli}} + \chi_{\text{Landau}}.$$  

(9)

For a free-electron gas, we have the well-known relation $\chi_{\text{Landau}} = -\chi_{\text{Pauli}}/3$. However, in the semimetals, we must use the Peierls generalization of $\chi_{\text{Landau}}$, which is magnified by the factor $(m/m^*)^2$, where $m^*$ is the band effective mass. One might think this term could then account for the remaining diamagnetism, but this is not the case because the paramagnetic spin response is also amplified by a similarly large factor $g_{\text{eff}}^2$ [65]. In fact, the band and cyclotron masses are similar [66], so the net $\chi_{\text{FS}}$ is positive as for the free-electron gas. $\chi_{\text{FS}}$ can be further decomposed into contributions from the (L point) electrons and the (T point) holes. For $\chi_\parallel$ from the L electrons in pure Bi, the two terms in $\chi_{\text{FS}}$ almost completely cancel, while the contribution is substantially less for the holes, and the hole contribution is the dominant part of $\chi_{\text{FS}}$. In addition, unlike the free-electron gas, one cannot treat the density of states $\rho(\epsilon)$ as constant on the scale of $kT$, so $\chi_{\text{FS}}$ is temperature dependent. For the insulator, the band gap (at L) is small, so carriers are thermally excited at 300 K, and $\chi_{\text{FS}}$ is nonzero, but it should disappear as $T \rightarrow 0$. Indirect estimation of $\chi_{\text{FS}}$ predicts that it accounts at most 1% of the total [28]. Estimates based on the Sommerfeld coefficient of the specific heat (for either Bi or Sb) are even less ($\sim 0.1\%$) [21]. Thus, the bulk $\chi$ yields no information on $\chi_{\text{Pauli}}(T)$. $\chi_{\text{Pauli}}$ is a quantity of fundamental interest, providing an important test of models of the electronic structure at the Fermi level. It would thus be very useful to measure it. NMR shifts are often the only way to accomplish this, but this has not been possible in Bi or Sb (see the following section).

In fact, the decomposition of $\chi$ in Eq. (8) is not so clear-cut. The orbital response to the magnetic field has interband terms that involve states both at $E_F$ and below. Moreover, the very strong $\lambda_{\text{SO}}$ implies that spin is not a good quantum number for electrons at $E_F$, so a conventional Pauli term is not justified. Kramers degeneracy is preserved in the bulk, so one can define...
an effective spin, but this mixes in the orbital response, and the
two cannot be treated separately. Fukuyama and Kubo [67] first
showed how to calculate $\chi$ with full inclusion of the spin-orbit
coupling, using the Dirac-type spectrum in Bi [45]. The result
can also be expressed compactly using a Green’s function
approach [68], but it does not break up into a simple sum of
terms as above. Such a decomposition is, however, natural for
hyperfine probes that are coupled differently to the orbital and
spin degrees of freedom. For the moment, we adopt the view
that a decomposition of the form Eq. (8) can at least be made
approximately, but we return to this point in the following.

The main source of the diamagnetism of Bi$_{1-x}$Sb$_x$ is, in
fact, the third term in Eq. (8) $\chi_{VB}$, the orbital contribution
(via the interband effect of the field) of the filled valence
bands below the Fermi level response [69,70]. Normally $\chi_{VB}$
would be small, but here, due to the very small gap, it is large
and temperature dependent, due to $E_G(T)$ [71]. $\chi_{VB}$ scales
with $1/E_G$, and, for Bi, it has been calculated in detail for a
simplified electronic structure [64,67,70] as well as for dilute
Bi$_{1-x}$Sb$_x$ alloys [72]. The effect of composition $x$ was studied
carefully experimentally [28] and was a crucial test of this theory.

No comparable calculation exists for antimony, likely due to
the more complex band structure near $E_F$. Remarkably, Sb’s
diamagnetism is comparable to Bi despite the substantially
larger Fermi surface and larger energy gap. The carrier term
$\chi_{FS}$ is thought to be smaller, due to the reduced effective
masses [28]; however, the Sommerfeld estimate is about $5\times$
larger than Bi [21]. The largest term is again expected to be
$\chi_{VB}$. It would be interesting to apply modern strategies to
calculate $\chi$ for Sb [73].

Unlike Pt metal, where a single term in $\chi$, the $d$ band
$\chi_{Pauli}$ is temperature dependent, we have two terms in Eq. (8)
with distinct $T$ dependencies, with one of them, $\chi_{VB}(T)$,
predominantly determining the overall $\chi$. On the other hand,
the contact hyperfine interaction of the $^8$Li, nucleus with the
host band structure will provide a coupling to $\chi_{Pauli}(T)$ which,
as above, is a negligible fraction of the bulk $\chi$. One may
then expect that $K(T)$ may be quite different than the bulk
$\chi(T)$. However, one should consider whether the orbital $\chi_{VB}$
might have a substantial coupling to the $^8$Li, nucleus. Often,
in metals, such orbital shifts are small compared to the Knight
shift, but this may not be the case here as will be discussed
further in the following section.

3. NMR, $\mu$SR and related probes

The NMR of semimetals and narrow-gap semiconductors
has some significant differences from the more familiar case
of metals [74,75]. Here, one finds small values of the Fermi
energy $E_F$ and substantial structure in the electronic density of
states $\rho(\epsilon)$, making the usual low-temperature expansion of
the Fermi-Dirac distribution invalid for calculating such properties
as the magnetic response. Consequent modifications to the
Korringa relaxation have been treated theoretically [76–78].
While NMR in semimetals is at a much more primitive state
than in metals, some phenomenology is available, for example,
from semimetallic compounds [79], while an extensive litera-
ture on narrow-gap semiconductors exists, particularly the
cubic Pb chalcogenides [80–83], where, as in Bi, the spin-orbit
interaction plays an important role.

NMR in solid Bi and Sb has proven difficult due to very
large quadrupolar splittings ($\nu_Q > 50$ MHz), and few results
are available [21]. In Bi, there is a large negative shift at
4.2 K with significant anisotropy [84], but its temperature
dependence has not been explored. The shift in Sb is even
less certain [85], but the pure quadrupolar resonance (NQR)
has been measured, finding Korringa behavior in the spin-
lattice-relaxation rate $1/T_1$ [86,87] up to about 100 K, above
which it increases supralinearly, though still the relaxation is
magnetic [87]. Bi$_{1-x}$Sb$_x$ alloys, with random distributions
of large quadrupolar splittings are even less amenable to
study with available stable nucleus NMR, and no reports
exist.

In contrast, the Knight shift of the implanted positive muon has
been measured in detail in Bi [88,89], Sb [90–92], and
Bi$_{1-x}$Sb$_x$ [89,93] by $\mu$SR (see the review by Cox [94]). The
implanted spin-$\frac{1}{2}$ muon has no quadrupole moment, making
it a pure magnetic probe; however, generally the Korringa
relaxation is so slow on its time scale (2.2 $\mu$s) that it is nearly
always unobservable [95]. Stroboscopic $\mu$SR, which allows
accurate measurements of the typically small ($\sim 100$ ppm)
uMuon Knight shifts in metals [15], was used to study the shift
in Bi and dilute Bi$_{1-x}$Sb$_x$ alloys. For bismuth a relatively large
negative $K_\mu$ is found, about $-250$ ppm at 4.2 K [89], with
a large and unusual anisotropy at low temperature [88]. Both
isotropic and anisotropic $K_\mu$ are found to scale with the bulk
$\chi$, with a scaling independent of $x$ up to at least 0.37, but
dependent on orientation [89,93].

In antimony, $K_\mu(T)$ is unrelated to the bulk $\chi(T)$ as the $\mu^+$
traps an electron to form a paramagnetic muonium atom that is
strongly coupled to the conduction band, behaving as a Kondo
impurity [92]. A similar effect is seen for $\mu^+$ in semimetallic
graphite [96]. With its substantially lower ionization energy,
we do not expect anything similar for the implanted $^8$Li$^+$.  

Perturbed angular distribution (PAD) has also been used to
study the Knight shift of heavy element substituents in
bismuth [97,98]. They find a large negative shift for elements
with an unfilled $p$ shell, that disappears for closed-shell $^{211}$Rn,
and conclude that a diamagnetic orbital shift, rather than a
negative hyperfine coupling to the carriers, predominates in
bismuth in agreement with Ref. [99]. The absence of a negative
shift for Rn has an uncertainty of $\pm 2000$ ppm, small compared
to the other heavy element shifts, but an order of magnitude
larger than our closed-shell $^8$Li$^+$ shift or $K_\mu$, $\beta$ NMR (using
$^8$Li, formed by polarized neutron activation) has been used
previously to study Li/Bi mixtures, but this work was confined
to the liquid state [100].

An important consideration for interpretation of our results
is the origin of negative Knight shifts. Positive Knight
shifts, due to contact hyperfine coupling to the Pauli spin
susceptibility, are widely known in the NMR of metals. In
d-band transition metals, core polarization can make the net
coupling negative. In contrast, a coupling of nuclei to the
diamagnetic orbital response of the free carriers is usually
neglected as being much smaller than other contributions,
e.g., in Pt [63]. Such a negative contribution, however, may
be important here, where the diamagnetism is particularly
strong [99,101–103].
The similarity of $K_\mu$ and $\chi$ in Bi and dilute Bi$_{1-x}$Sb$_x$ is a clear indication that the implanted muon senses the intrinsic magnetic response, specifically the predominant orbital term $\chi_{VB}(T)$ that is by far the largest contribution to $\chi$. The obvious interpretation is that $K_\mu$ is an orbital shift in contrast to a Knight shift related to $\chi_{Pauli}$ as was suggested in Ref. [93]. As we have seen above, there is no reason to expect that $\chi_{Pauli}$ has the same $T$ dependence as $\chi_{VB}$ since they are controlled by different quantities, $\chi_{VB}$ by the energy gap and $\chi_{Pauli}$ by $\rho(\epsilon)$ in the vicinity of the Fermi level. While the demagnetization field (which includes the long-range part of the orbital response) is accounted for in calculating $K_\mu$ [93], local orbital currents within the unit cell could well give rise to a field at the muon. Such currents would not be due to electronic bound states of the $\mu^+$ (i.e., Mu levels), which appear to be unoccupied in Bi. Rather, they are due to circulating valence electron currents [102]. Moreover, if $K_\mu$ were due to $\chi_{Pauli}(T)$, one would expect it to be zero at low temperature in the semiconductor. It would be interesting to calculate, or at least estimate, whether such a large orbital shift is reasonable for the muon. Detailed calculations have been done for the simpler case of the $^{13}$C shift in graphite [104], for example, ab initio [105,106] and other approaches [107] have also been developed for this problem, the challenge is to implement them for the case of an isolated charged point defect.

Having summarized the relevant literature, we now move on to discuss our results.

**B. $^8\text{Li}^+$ spectra and site**

Implanted $^8\text{Li}^+$ usually adopts a high-symmetry crystallographic site in the host. All three crystals possess the rhombohedral “arsenic” (A7) structure. Rather than the rhombohedral unit cell, one can consider a larger hexagonal unit cell with lattice parameters $a = 4.546, 4.522, 4.308$ and $c = 11.862, 11.810, 11.273$ Å in Bi, Bi$_{0.9}$Sb$_{0.1}$, and Sb, respectively [51]. In this cell, it is easier to see the layered structure composed of alternating bilayers of covalently bonded sheets. Each Bi/Sb is bonded to three nearest neighbors. Within this structure, there are two quasicubic interstitial sites with eight near neighbors, one is stretched (prolate, labeled P) along the trigonal axis, while the other is compressed (oblate, labeled O) along this axis [108]. Each of these sites (shown in Fig. 8 has six equivalent neighbors and two that are slightly farther (P) or slightly closer (O). Both these sites lie on the threefold symmetry axis and hence the EFG must be axial. The quadrupolar splitting of $^8\text{Li}^+$ in Bi is consistent with either of these axisymmetric sites, but the $B_0 || c$ spectrum is not sufficient to guarantee an axial EFG.

The spectra in Sb and Bi$_{0.9}$Sb$_{0.1}$, however, show no resolved quadrupolar splitting. Their helicity-resolved spectra [Figs. 3(b) and 4(b)] do show slight asymmetry in the opposite helicity channels suggesting unresolved quadrupole splittings. Crystalline imperfections (dislocations, stacking faults, vacancies, impurities, etc.) result in a random distribution of EFGs at the $^8\text{Li}^+$ site, and this can yield a broad featureless spectrum. The Bi$_{0.9}$Sb$_{0.1}$ crystal is much closer to pure Bi in terms of the lattice constants, although here there is another source of randomness in the EFG, namely, the random Bi/Sb site occupation. Figure 9 shows the spectra at room temperature in

**FIG. 8.** (Color online) The hexagonal unit cell of the A7 crystal structure. The spheres represent Bi/Sb and the heavy lines represent the layered bonding network with each Bi/Sb bonded to its three nearest neighbors. Two high-symmetry interstitial sites are identified by the stars. They are at the center of a quasicube of surrounding atoms, but the cube is distorted by stretching (P) or compressing (O) along the trigonal axis (red line), along which the magnetic field is applied in the experiment.

**FIG. 9.** (Color online) The spectra at room temperature (from Figs. 2–4) shown on the same horizontal scale as shift from MgO in kHz. The vertical scales differ for each. The curves are the fits described in the text.
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the three samples on the same horizontal scale. The line shapes in Bi$_{0.9}$Sb$_{0.1}$ are qualitatively compatible with unresolved quadrupolar splittings of a similar magnitude to the resolved splitting in Bi. This is consistent with exceptional crystallinity of the Bi, which is reflected in the width of the satellite lines. In Sb, the scale of the quadrupolar splitting appears to be smaller by at least a factor of 2.

The implanted $^8$Li$^+$ may stop at a metastable site, where at low temperature it can be trapped, while at higher temperature it may make a thermally activated site change to a more stable site. However, the absence of qualitative changes in the spectra (shift, width, or quadrupolar splittings) with temperature imply that there is no site change in this temperature range, in contrast to Au [7], Ag [8], and Nb [6]. This is somewhat surprising for Bi in particular, where vacancies become mobile around 280 K [109], and the melting temperature is quite low. However, quite high annealing temperatures are required to anneal Li-doped Bi crystals [34].

The distinct quadrupolar splitting in Bi provides a characteristic signature of the site. Calculations and further measurements (rotation patterns and $\beta$ NQR) are required to precisely identify the site. The situation in the other materials is less clear, but the linewidths provide an estimate of the upper limit of the EFG, also constraining possible sites.

C. $^8$Li$^+$ shift and relaxation

We now consider the temperature-dependent shifts presented in Fig. 5. First, the shifts do not scale with the macroscopic susceptibility $\chi$. This is particularly evident for Bi$_{0.9}$Sb$_{0.1}$, where $\chi$ is largest and most strongly temperature dependent, and the shift $K$ is nearly temperature independent. The lack of correlation with the macroscopic $\chi$ is surprising in light of the $\mu$SR [89,93], and shows that we are sensitive to hidden aspects of the electronic structure that are not evident in the macroscopic $\chi$. The shift of the insulator Bi$_{0.9}$Sb$_{0.1}$ is so dramatically different in its temperature dependence that it is natural to seek an explanation of $K(T)$ in the Fermi-surface spin response of the semimetals. A clear measurement of $\chi_{\text{Pauli}}$ would constitute an important test of theoretical calculations. Here, we show that a simple quantitative interpretation in Bi is unable to account for the observed $K(T)$, and suggest some other effects that should be included.

We begin with the relaxation. The Korringa law predicts for a metal that $1/T_1$ is linear in $T$ and, moreover, that the Korringa product

$$T_1T_K = S,$$  \hfill (10)

a constant, with a value $1.20 \times 10^{-5}$ sK for $^8$Li, where the spin-only Knight shift is

$$K_{\text{spin}} = A\chi_{\text{Pauli}}.$$  \hfill (11)

Electron correlations, even in simple metals, often act to slow the Korringa relaxation, making the product somewhat larger. For $^8$Li, this enhancement is found to be quite small [7], and as we expect correlations to be even weaker in bismuth, we neglect them in using Eq. (10) to estimate $K_{\text{spin}}$.

The $1/T_1$ data in Fig. 7 present a number of surprising aspects. First, Sb, with the highest carrier density, has by far the slowest $1/T_1$, and it is not $T$ linear, unlike the zero-field Sb NQR relaxation [87]. In contrast, the semiconducting alloy, with the lowest carrier density, shows the fastest relaxation, and $1/T_1$ exhibits two steplike increases at about 50 and 225 K. The relaxation in bismuth is simplest, behaving linearly as might be expected, however, the value of the slope is about $\frac{2}{3}$ what we find in Au [7], where the carrier density is several orders of magnitude larger. We defer discussion of these unexpected features, and if we simply assume the slope in Bi follows Eq. (10), we estimate $|K_{\text{spin}}| \approx 60$ ppm, about 50% of the observed shift at low $T$ [see Fig. 5(b)].

For the simplest model of the temperature-dependent Knight shift in bismuth, we assume

$$K = K_{\text{spin}}(T) + K_{\text{orb}},$$  \hfill (12)

i.e., $K$ is composed of a conventional Knight shift as in Eq. (11) plus a finite offset representing the orbital shift $K_{\text{orb}}$. We can make a first approximation for $\chi_{\text{Pauli}}(T)$ by taking the usual Fermi integral [78], using the approximately parabolic density of states of Eq. (7), i.e., that will account for thermal carrier excitation. For an ideally parabolic $\rho(\epsilon)$, $\chi_{\text{Pauli}}$ can be expressed in terms of the dilogarithm function, but here we simply calculate the integral numerically and allow the parabola to be centered slightly away from the Fermi energy, in agreement with the tight-binding estimate [60]. Here, we also compute the full integral, rather than an expansion in powers of $T$ as in Ref. [78]. As expected, $\chi_{\text{Pauli}}$ is an increasing function of $T$, so to be consistent with an increasing $K(T)$, $A$ must be positive with $K_{\text{orb}}$ being large and negative. However, the computed $\chi_{\text{Pauli}}(T)$ shows a significant upward curvature over this temperature range (see Fig. 10), while $K(T)$ is curved

![FIG. 10. (Color online) (a) The calculated Pauli susceptibility for bismuth matched to the Sommerfeld estimate at low temperature [21]. (b) A fit (solid curve) of the corrected shift in Bi to Eq. (13) with $K_{\text{spin}}(T)$ constrained to $-60$ ppm ($A$ is negative) at low temperature and to follow the temperature dependence in (a). This $K_{\text{spin}}(T)$ is shown as the dashed curve.](https://example.com/fig10.png)
downward, so one cannot obtain agreement with this simple form. An obvious generalization is to allow the predominant orbital shift to have a temperature dependence, from the predominant valence band orbital response,

$$K = A\chi_{\text{Pauli}}(T) + B\chi_{\text{VB}}(T) + C,$$

(13)

where $B$ is the orbital hyperfine coupling, and $C$ represents a $T$-independent orbital contribution from the ion cores. A large orbital shift is consistent with suggestions for Bi NMR [99] and PAD [97,98]. In our view, the muon shift $K_\mu$ [89,93] can be accounted for entirely by the $B$ and $C$ terms, with a negligible contribution from $A$. The $T$ dependence of $\chi_{\text{Pauli}}$ in Fig. 10(a) is qualitatively similar to the bulk $\chi$ [Fig. 5(c)]; it is increasing with upward curvature, so if the model applies, then $A$ and $B$ cannot have the same sign, assuming $\chi_{\text{VB}}(T)$ differs from $\chi(T)$ only by a constant. We can further constrain Eq. (13) using the Korringa law value for $K_{\text{spin}}$; however, as $\chi$ in Fig. 10 is temperature dependent, it is not clear at which temperature to fix $K_{\text{spin}} = \pm 60$ ppm. The relative change with temperature is, however, not very large, so we can still confine $K_{\text{spin}}(T=0)$ within a reasonably narrow range. As shown in Fig. 10(b), the best fit based on this strategy is not adequate to describe the data which are most strongly temperature dependent at low temperature and saturating towards 300 K.

We are thus led to conclude that our model is too crude to capture the essential temperature dependence, and it will be necessary to account for the strongly coupled spin and orbital responses, projected onto the spin degree of freedom by a weak contact hyperfine coupling, and onto the orbital degree of freedom by an orbital coupling dependent, as well, on the $^8\text{Li}^{+}$ site, acting in concert. However, the similarity of $K(T)$ in Sb, with a significantly weaker $\lambda_{\text{SO}}$, suggests that an additional consideration, namely, the evolution of the electronic spectrum from the smooth approximately parabolic continuum at high temperature to discrete Landau levels at low temperature [44], might well account for the steeper than expected temperature dependence at low $T$. If this is the case, we can anticipate quantum oscillations in the NMR shift [110] and relaxation [111] at low $T$. Clearly, further measurements as a function of field at low temperature are required to test this. Another perturbing effect of the magnetic field, particular to bismuth, due to the multiplicity of the $L$-point electrons, is revealed by the angle-dependent magnetoresistance at room temperature [112].

We return now to the $T$ dependence of $1/T_1$. The systematics of the relaxation rate with carrier density and temperature are difficult to reconcile if one assumes the standard metallic picture that would have the fastest (and $T$-linear) relaxation for Sb and the slowest for the semiconductor. Disorder may play an important role, and one may need to consider effects beyond the coherent potential approximation for the alloy. However, as the bulk $\chi$ of all three materials, and a substantial fraction of the shift in Bi, is orbital in origin, we should consider the role of orbital relaxation [113] caused by current fluctuations due to the orbital motion of free carriers, i.e., the dynamic counterpart of the time-averaged orbital shift.

$(1/T_1)_{\text{orb}}$ makes a negligible contribution in conventional NMR in the A15 compounds, for example [114], where the core-polarization contact hyperfine coupling dominates, but in some $d$-band metals, such as vanadium, it appears to be important [75]. Theory suggests long-range orbital current fluctuations may be an effective relaxation mechanism in metals [115,116], and Varma [117] has emphasized its potential role in cuprate NMR as well as in a theory of high-$T_c$ superconductivity [118]. However, none of these calculations take spin-orbit coupling into account. The contact hyperfine coupling for $^8\text{Li}^{+}$ is generally much weaker than for transition-metal NMR, and orbital relaxation may be relatively more important. Indeed, it seems unreasonable that the $^8\text{Li}$ hyperfine coupling alone could account for a Korringa slope in Bi comparable to Au. From theory, $(1/T_1)_{\text{orb}}$ in a metal is also $T$ linear [113], and if the relaxation in Bi is predominantly orbital, we can at least propose an explanation for the other materials. Specifically, the orbital susceptibility is maximally negative in Bi$_{1-x}$Sb$_x$ when the Fermi level falls in the gap [see Fig. 5(c)], i.e., for the semiconductor which also shows the largest $1/T_1$. Theory has recently shown, using the Dirac spectrum, and including $\lambda_{\text{SO}}$, that a remarkably different quantity, the spin Hall coefficient, follows an identical dependence to $\chi_{\text{orb}}$ [119]. With its much larger gap, and less Dirac-type spectrum, $(1/T_1)_{\text{orb}}$ might well be much smaller in Sb, sufficient to allow such other relaxation mechanisms to dominate, leading to the observed nonlinear $T$ dependence. This would also imply a negligible hyperfine coupling in Sb to account for the difference with the NQR $1/T_1$ [87]. One possibility is additional $1/T_1$ due to $^8\text{Li}^{+}$ diffusion at high temperature, consistent with room-temperature electrochemical insertion [120]; however, there is little evidence of the motional narrowing in Fig. 5(d) that one would expect below the onset of diffusional $1/T_1$. Detailed theoretical calculations are required to test this proposal, and such calculations would necessarily include a realistic treatment of thermally excited carriers.

While strong orbital effects may explain the systematics of $1/T_1$, this does not seem to be the case for the shift, where the most diamagnetic Bi$_{0.9}$Sb$_{0.1}$ with the strongest $T$ dependence in $\chi$ has a comparable shift with the least $T$ dependence. This suggests that with $^8\text{Li}^{+}$ in Bi$_{1-x}$Sb$_x$, we are in the opposite limit to the case of the $^{51}$V NMR in the A15 superconductors, where orbital effects dominate the shift, but make no contribution to the relaxation [114].

V. CONCLUSIONS

We measured the NMR of $^8\text{Li}^{+}$ implanted at depths on the order of 100 nm into Bi, Sb, and Bi$_{0.9}$Sb$_{0.1}$. We find negative Knight shifts in all three, with an approximately temperature-independent shift for the insulating phase and qualitatively similar temperature-dependent shifts in the semimetals. A significant fraction of the shift is likely of orbital origin, related to the bulk orbital diamagnetism, but unlike the muon shift, $K(T)$ appears to contain both orbital and spin response, yielding a temperature dependence distinct from the bulk $\chi(T)$, and suggesting it may be possible to extract the spin projection of the response, provided the orbital shift can be calculated. The distinct $K(T)$ compared to the muon shift is likely a result of a larger hyperfine coupling for $^8\text{Li}^{+}$. However, a simple model of $\chi_{\text{Pauli}}$ was unable to account for $K(T)$ whose
stronger than expected $T$ dependence at low temperature in both Bi and Sb suggests that Landau quantization may play a role. We find temperature-dependent spin-lattice relaxation, that is linear (metallic) only in Bi, is slowest in the most metallic Sb, and fastest in the insulating alloy, and we suggest that orbital relaxation is predominant in Bi and Bi$_{0.9}$Sb$_{0.1}$. More experiments and theoretical input are required to test these possibilities.

At the phenomenological level, these initial results indicate a remarkable sensitivity of the implanted $^8$Li$^+$ to low carrier densities in the semimetals, and qualitatively different behavior in the insulating compound. The prospects for studying the conventional [60] and topological metallic surface states in Bi and Bi$_{0.9}$Sb$_{0.1}$ are thus good. However, until now, such efforts have been frustrated by backscattering of the probe ion beam at very low energies [121], particularly backscattering accompanied by neutralization [122] that gives rise to a substantial background signal from $^8$Li, stopping outside the sample.
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