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Abstract. Silicon-on-insulator (SOI) microdosimeters offer a promising method for routine quality assurance (QA) for hadron therapy due to their ease of operation and high spatial resolution. However, one complication which has been shown previously is that the traditional use of the mean chord length, $\langle l_{\text{Cauchy}} \rangle$, calculated using Cauchy’s formula, for SOI devices in clinical carbon ion fields is not appropriate due to the strong directionality of the radiation field. In a previous study, we demonstrated that the mean path length, $\langle l_{\text{Path}} \rangle$, which is the mean path of charged particles in the sensitive volume (SV), is a more appropriate method to obtain microdosimetric quantities and biological relevant values, namely the relative biological effectiveness (RBE) by means of the microdosimetric kinetic model. The previous work, which was limited to mono-energetic $^{12}$C ion beams typical of heavy ion therapy (HIT), is extended here to investigate the $\langle l_{\text{Path}} \rangle$ in a pristine proton beam as well as for spread out Bragg peaks (SOBP) for both proton and carbon ion clinical beams. In addition, the angular dependence of the SOI device for a number of different SV designs is also investigated to quantify the effects which the alignment has on the $\langle l_{\text{Path}} \rangle$. It is demonstrated that the $\langle l_{\text{Path}} \rangle$ can be accurately estimated along the depth of a pristine or SOBP using the energy deposition spectra for both proton and $^{12}$C ion beams. This observation allows a quick and accurate estimation of the $\langle l_{\text{Path}} \rangle$ for experimental use.
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1. Introduction

Silicon-on-insulator (SOI) microdosimeters are convenient detectors for quality assurance (QA) in hadron therapy thanks to their small and portable design and simple operation compared to traditional tissue equivalent proportional counters (TEPC) which are not well suited for QA. The advantage of using microdosimeters for QA in hadron therapy, especially $^{12}$C ion beams, is that they provide information that may be used to estimate the beam’s relative biological effectiveness (RBE) for local tumour control. One way which the RBE may be estimated from microdosimetric spectra is by using a modified microdosimetric kinetic model (MKM) which is usually calculated for an endpoint of 10% cell survival survival, [1] [2]. The modified MKM makes changes from the original formulated by Hawkins [3] [4].

Current SOI microdosimeters designed at the Centre for Medical Radiation Physics (CMRP), University of Wollongong, feature fully etched sensitive volumes (SV) which have excellent charge collection efficiency and yields.
There are two currently available fully etched SOI detectors designed by the CMRP, called “Bridge” and “Mushroom”. Both designs are made of arrays of SVs connected together with aluminium contacts and connected in alternating channels. The Bridge’s arrays are made up of well-defined three dimensional (3D) silicon parallelepiped SVs connected together by smaller sized silicon bridging volumes while the Mushroom’s SVs are cylindrical volumes. Details on the two alternative designs are provided in [5] and [6]. Both devices are radiation hard, the Bridge is an n-type silicon detector with a resistivity of 3 kΩcm and the Mushroom is a p-type with a higher resistivity of 10 kΩcm. The devices have been successfully tested in a range of different radiation environments including in-field [7] and out-of-field [8] measurements in scanning proton beams, passive $^{12}$C, $^{14}$N, $^{16}$O and scanning $^{12}$C ion beams [9]. A low energy $^{12}$C beam with a total energy of 70 MeV corresponding to a range of $\sim 180$ μm in water has also been characterised with the SOI devices. This final beam represents a particularly high LET field due to the limited range straggling causing the beam to stop in a narrow range of a few μm [5].

Microdosimetry involves measuring the energy deposition, $E$, in micron-sized volumes and converting the $E$ to lineal energy, $y$ [10]. The lineal energy is traditionally obtained by dividing $E$ by the mean chord length, $\langle l \rangle$, as shown in equation 1, where the $\langle l \rangle$ is calculated using Cauchy’s equation [11] as shown in equation 2, where $V$ and $S$ are the volume and the surface area of the SV of interest, respectively. One notable complication with using SOI microdosimeters compared to spherical TEPCs is that the radiation fields typical of hadron therapy are highly directional. Thus, the conventional method of using Cauchy’s formula to calculate the mean chord length $\langle l \rangle$ can be inappropriate. This happens because Cauchy’s formula is for isotropic or $\mu$-randomness fields [12] where the distribution of particles traversing the SV is uniform over all angles, while for hadron therapy the radiation field is not isotropic, with particles traversing from one dominant direction at a time.

$$y = \frac{E}{\langle l \rangle}, \quad (1)$$

$$\langle l_{\text{Cauchy}} \rangle = \frac{4V}{S} \quad (2)$$

Previous work described in [13] investigated the use of the mean path length, $\langle l_{\text{Path}} \rangle$, as an alternative to the $\langle l_{\text{Cauchy}} \rangle$ in $^{12}$C ion therapy using Geant4 Monte Carlo simulations [14] [15] [16]. The $\langle l_{\text{Path}} \rangle$ is the mean path length of charged particles which traverse the SV as opposed to the random distributions of chords within the volume used to calculate $\langle l_{\text{Cauchy}} \rangle$.

In [13] the $\langle l_{\text{Path}} \rangle$ was calculated for a microdosimeter placed at various positions along the Bragg curve of a mono-energetic $^{12}$C ion beam with clinical energy within a water phantom. The study showed that the $\langle l_{\text{Cauchy}} \rangle$ was inappropriate for the strong directionality of the radiation field and instead the $\langle l_{\text{Path}} \rangle$ is preferable. Therefore the lineal energy is calculated more precisely with equation 3:

$$y = \frac{E}{\langle l_{\text{Path}} \rangle} \quad (3)$$

Furthermore, it was found that the thickness of the SV of the SOI microdosimeter provided a good approximation for the $\langle l_{\text{Path}} \rangle$ calculated in-field when estimating the RBE using the MKM. This study extends the previous work which was limited to investigating the $\langle l_{\text{Path}} \rangle$ for mono-energetic $^{12}$C ion beams. Here the $\langle l_{\text{Path}} \rangle$ is examined for the case of a mono-energetic proton beam and spread out Bragg peaks (SOBP) for both incident protons and $^{12}$C ions.

This work continues to further investigate the silicon-based experimental microdosimetric approach, in order to determine more accurately important quantities for treatment planning such as the dose equivalent and the RBE. It also supports the further optimisation of the SV’s
design, particularly in terms of its dimensions, for the application of SOI microdosimeters in hadron therapy QA.

When irradiated in hadron therapy beams, the SOI microdosimeters are usually set face on to the incident beam. Nevertheless, misalignments of few degrees may happen. Thus, the angular dependence of the \( \langle l_{\text{Path}} \rangle \) is investigated to quantify the effect of such possible experimental misalignment on the \( \langle l_{\text{Path}} \rangle \) and to see the general effect of different detector alignments with the beam.

In addition, this work investigates the effect on the \( \langle l_{\text{Path}} \rangle \) value given by different diameters (10 \( \mu \)m and larger) of the cylindrical Mushroom SV while keeping the SV thickness in the direction of beam incidence constant and equal to 10 \( \mu \)m. Such thickness is adopted as currently it is the most common SV thickness of fabricated SOI microdosimeters.

2. Materials and Methods

In this study Geant4 (version 10.2p1) was adopted as Monte Carlo code to investigate the \( \langle l_{\text{Path}} \rangle \) in proton and \(^{12}\)C ion therapies. First the mean geometrical path length in the SV, \( \langle l_{\text{Geo}} \rangle \), was calculated. This approach allowed the investigation of the effect on the \( \langle l_{\text{Path}} \rangle \) produced by different alignments of the detector with the incident beam direction and by the angular spread or divergence of the particles incident on the SV, based on geometrical considerations only (neglecting the effect of the physical interactions). The difference between the \( \langle l_{\text{Geo}} \rangle \) and the \( \langle l_{\text{Path}} \rangle \) is that the \( \langle l_{\text{Path}} \rangle \) considers all physical processes and particles created while \( \langle l_{\text{Geo}} \rangle \) only considers different defined distributions of geometrical tracks traversing the SV. The advantage of studying the \( \langle l_{\text{Geo}} \rangle \) is that it allows for the trend of the \( \langle l_{\text{Path}} \rangle \) to be studied for general cases of alignment and divergence of the beam passing the SV while the \( \langle l_{\text{Path}} \rangle \) represents a complicated mix of particles which have angular distributions that often vary with position in the phantom because of their physical interactions.

The study of the \( \langle l_{\text{Geo}} \rangle \) was followed by the calculation of the mean path length in the SV modelled with a vacuum material, \( \langle l_{\text{Path}} \rangle \), following the same methodology described in [13], where the SV material is modelled as a vacuum to remove any physical interactions and the distance a charged particle traverses the SV is recorded. The study has been done for both mono-energetic and clinical SOBP proton and \(^{12}\)C ion beams using different SV diameter sizes.

2.1. Calculation of the mean geometrical path length

For calculations of the \( \langle l_{\text{Geo}} \rangle \) a geantino beam was simulated. In Geant4 geantinos are particles which do not have any physical interactions. Such particles are well suited for geometrical studies. For both configuration studies, a 1 mm diameter beam was generated 0.01 \( \mu \)m from the top of the SV, independently from the SV’s alignment angle (shown in figure 1 (a) and (b)).

For the case representing the angular alignment of the detector with the beam, a parallel beam was simulated incident upon a single SV placed at angles varying between 0° and 90° with respect to the beam as shown in figure 1 (a). 0° and 90° correspond to face on (with the SV perfectly aligned with the beam) and edge on configurations, respectively. For context, the accuracy of the positioning of the CMRP detector and phantom system with the beam is within 1° but larger angles are investigated for the interest of less precise setups and for general considerations. The simulated parallel beam differs slightly from real world therapeutic beams which have divergence, often a few milliradians at iso-centre, due to the shaping of the beam.

The second configuration, shown in figure 1 (b), investigates the effect of the angular distribution or divergence of the incident beam. In this case the \( \langle l_{\text{Geo}} \rangle \) was calculated for different SV diameters when irradiated by a cone beam, varying the aperture angle \( \theta \) as shown in figure 1 (b). The particles are generated with a random direction within the cone. In this case the incident beam originates from the same 1 mm diameter used in the alignment configuration to ensure the entire area of the SV is equally irradiated.
For both configurations the thickness of the SV is fixed to 10 μm and the geometrical path length is studied by varying the diameter of the SV. The path length in the SV was calculated as the distance between the point of entrance and exit of the geantino in the SV. The $\langle l_{\text{Geo}} \rangle$ was calculated as the average value of the geometrical path length distribution.

2.2. Calculation of $\langle l_{\text{Path}} \rangle$ in radiation fields of interest for hadron therapy

Figure 1 (c) shows the simulation set-up for calculating the $\langle l_{\text{Path}} \rangle$ in different beams, both mono-energetic and SOBP beams were simulated for proton and $^{12}$C ion beams. The mono-energetic beams were 150 MeV and 290 MeV/u for proton and $^{12}$C ions, respectively, which correspond to a range of ~160 mm in water. For the simulated proton beams an energy sigma of 1% was applied while for the $^{12}$C ion beams a 0.2% sigma was used. The SOBPs were produced using multiple energy weights. The proton SOBP was weighted to deliver a uniform physical dose 50 mm in width while the $^{12}$C ion SOBP was weighted to give a uniform biological dose 60 mm in width. The incident beam position was modelled as a Gaussian with a $\sigma$ of 11 mm. The beam was incident upon a 30 × 30 × 30 cm$^3$ water phantom with 40 cm of air between the beam’s starting position and the surface of the phantom.

The Mushroom microdosimeter was positioned at various depths along the Bragg curve/spread out Bragg peak in water. It was modelled following the same approach of our previous paper [13]. The detector features alternating even and odd channels of SVs embedded in PMMA supported by a 1 μm thick SiO$_2$ substrate. The distance between the outside edges of the SVs, is 40 μm. A zoomed in region of the detector with 10 μm diameter SVs is shown in figure 1 (d). The thickness of the SVs along the beam direction was fixed to 10 μm. The different detector designs investigated included diameters of 10, 20, 30, 40 and 50 μm, alternatively. For larger diameter designs the distance between the SV edges and area that the SVs occupied was kept the same as the 10 μm design except that fewer total SVs were placed, with the active area populated with SVs being 2.5 × 2.5 mm$^2$.

The electromagnetic interactions were modelled using G4 Standard EM option 3. G4HadronPhysicsQGSP_BIC_HP and G4HadronElasticPhysicsHP were used to describe the inelastic and elastic scattering of hadrons, respectively. The G4IonBinaryCascadePhysics was used to describe hadronic interactions of ions, the accuracy of this model was recently compared against experimental fragmentation measurements of a $^{12}$C ion beam in water and was found to perform adequately [17]. For neutron interactions up to 20 MeV the neutron High Precision (HP) model was used.

The G4CutsPerRegion allows different thresholds of production of secondary particles in different geometrical components. This functionality was adopted in the simulation to reduce the execution times without affecting the accuracy of the results. In particular the $\delta$-electrons generated by the incident hadron beam are modelled only close to the microdosimeter, in a region surrounding the detector, as shown in figure 1 (c). The cut region has a thickness twice the maximum range of electrons plus the total thickness of the detector (10 μm SV thickness and 1 μm substrate), the width of the cut region is the active area of the detector (2.5 mm) plus twice the maximum electron range. The maximum range of the electrons is approximately 1 mm and 2.3 mm for the incident protons and $^{12}$C ions, respectively. The total thickness of the cut region is then 2.011 mm (2 × 1 mm + 10 μm + 1 μm) and 4.611 mm for the proton and $^{12}$C ion beams, respectively, while the total width is 4.5 mm and 7.1 mm for the proton and $^{12}$C ion beams, respectively. The cut is fixed to 1 mm and 2.3 mm outside of the cut region for the proton and $^{12}$C incident beam, respectively. In this region the $\delta$ electrons are not modelled because they will never reach the detector and therefore they do not contribute to the microdosimetric spectra.
Figure 1: Simulation setups used in this study. (a) and (b) show the simulation setup adopted to study the effect on the $\langle l_{Geo} \rangle$. (a) studies the effect of the alignment of the SV with the beam direction, the SV is irradiated with a parallel geantino beam. (b) is the setup used to study the effect of the angular spread of the incident geantino beam. (c) depicts the simulation setup used to calculate the $\langle l_{Path} \rangle$ in the radiation fields of interest and (d) shows a region of the SOI microdosimeter modelled in the Geant4 simulation to calculate the $\langle l_{Path} \rangle$. All the investigated designs for the $\langle l_{Path} \rangle$ had the same thickness of 10 μm in the direction of the incident beam and the same distance between the outside of the SVs of 40 μm. Microdosimeter designs with larger diameter SVs have less SVs in total. The blue and red SVs represent SVs connected together on different channels.
2.3. Estimating the $\langle l_{Path} \rangle$ using the energy deposition spectra

The final study involved using the same simulation set-up depicted in figure 1 (c) but replacing the vacuum SV with silicon to calculate the energy deposition. Monte Carlo simulations are a valid tool to determine the $\langle l_{Path} \rangle$ when the beam line is well known and accurately described in the simulation. However, in experimental studies the incident radiation field on the microdosimeter by a beam line may not be well known, producing possible inaccuracies between the true and the Monte Carlo-based calculation of the $\langle l_{Path} \rangle$. The effect of the discrepancy between the actual and calculated $\langle l_{Path} \rangle$ values may be further amplified if the design of the SV causes a large variation of the $\langle l_{Path} \rangle$ along the Bragg curve leading to the SV thickness being inappropriate as an approximation to the $\langle l_{Path} \rangle$.

In order to limit possible inaccuracies in the value of the $\langle l_{Path} \rangle$, deriving from situations as the ones mentioned above, it is convenient to be able to estimate the $\langle l_{Path} \rangle$ directly from the response of the detector. [13] demonstrated that there is a unique relationship between the energy deposited in the SV by a mono-energetic $^{12}$C ion beam and the $\langle l_{Path} \rangle$ at any depth in the phantom. This allows the $\langle l_{Path} \rangle$ from experimental measurements to be estimated. In [13] this method was demonstrated for mono-energetic $^{12}$C ion beams only. Here we investigate the applicability of the same method to mono-energetic proton and $^{12}$C ion beams with energy of 150 MeV and 290 MeV/u, respectively, and clinical proton and $^{12}$C ion SOBP beams. Here a 10 $\mu$m diameter SV was adopted as this design was found to correspond to the worst case of variation of the $\langle l_{Path} \rangle$.

With the SV now being silicon the energy deposition spectra were recorded in the silicon SVs and to make the spectrum biologically relevant they were converted to striated muscle by using the conversion factors calculated in [13] of 0.58 and 0.57 for proton and $^{12}$C, respectively, (note that the value for protons was not published but was done using the same methodology as $^{12}$C ions, also the value for protons differs from the value published in [18] which was calculated for water). The conversion factor, $\kappa$, is applied when converting the energy deposited, $E$, spectrum to the lineal energy spectrum, $y$. Instead of using the $\langle l_{Path} \rangle$ of the actual silicon SV the $\langle l_{Path} \rangle$ of the equivalent muscle volume is obtained by dividing the $\langle l_{Path} \rangle$ of silicon by the conversion factor $\kappa$, $\langle l_{Path, Muscle} \rangle = \langle l_{Path, Si} \rangle / \kappa$, so the final corrected lineal energy is $y = \kappa E / \langle l_{Path, Si} \rangle$. Once the lineal energy spectra were converted to muscle, the mean of the incident beam’s energy deposition peak was retrieved and associated to the calculated $\langle l_{Path} \rangle$ at that depth.

Microdosimetric spectra have been calculated in this work for proton and $^{12}$C ion beams. The $yd(y)$ distribution on a semi-log plot is the most common way of representing microdosimetric spectra and is equivalent to the dose distribution, $d(y)$, on a linear scale where $d(y) = yf(y) / \int yf(y)dy$ and $f(y)$ is the lineal energy frequency distribution. $yd(y)$ is obtained by re-binning the constant width bins of the $d(y)$ distribution bins into log bins. A detailed description of this method can be found in [19] and Appendix B of the ICRU 36 report [20]. The area for a certain lineal energy bin of the $yd(y)$ (or $d(y)$) curve is proportional to the amount of dose deposited in the SV at the particular lineal energy.

3. Results

3.1. Study of the mean geometrical path length.

Figure 2 shows the calculated $\langle l_{Geo} \rangle$ when considering different tilt angles and diameters of SVs. The geantinos are incident normally to the SV when aligned at 0°. In general it can be observed that the $\langle l_{Geo} \rangle$ decreases to a minimum, whose value depends on the specific SV diameter, and then it increases with the tilt angle. The $\langle l_{Geo} \rangle$ can differ significantly from the $\langle l_{Cauchy} \rangle$, reported in table 1 for all the SV diameters considered. When the SV is aligned at smaller tilt angles (less than $\sim$30°), it can be observed that the $\langle l_{Geo} \rangle$ varies much less from its initial value at 0° for larger diameters. Compared to the $\langle l_{Geo} \rangle$ at 0°, the value at 15° for the 10 $\mu$m diameter SV has a reduction of approximately $\sim$20%, while for the 20 $\mu$m diameter SV the
reduction is $\sim 10\%$. However, at larger tilt angles the larger the diameter of the SV the more rapidly their value differs from the $0^\circ$ value.

<table>
<thead>
<tr>
<th>Diameter ($\mu$m)</th>
<th>$\langle l_{Cauchy} \rangle$ ($\mu$m)</th>
</tr>
</thead>
<tbody>
<tr>
<td>10</td>
<td>6.67</td>
</tr>
<tr>
<td>20</td>
<td>10</td>
</tr>
<tr>
<td>30</td>
<td>12</td>
</tr>
<tr>
<td>50</td>
<td>14.29</td>
</tr>
<tr>
<td>100</td>
<td>16.67</td>
</tr>
</tbody>
</table>

Table 1: $\langle l_{Cauchy} \rangle$ calculated for 10 $\mu$m thick SVs, with varying diameter.

Figure 2: The $\langle l_{Geo} \rangle$ is plotted against the tilt angle, when varying the SV diameter (reported in the legend). The left plot shows a zoomed in range of the right plot.

Figure 3 shows the effect of the angular spread or divergence of the incident beam, represented in terms of $\theta$ (see figure 1, (b)), when varying the diameter of the SV. The $\langle l_{Geo} \rangle$ is done for a number of different tilt angles between $0^\circ$ and $25^\circ$. For smaller $\theta$ (up to $\sim 40^\circ$), the $\langle l_{Geo} \rangle$ varies the most for smaller diameter SVs, with the 10 $\mu$m diameter SV varying between $\sim 7$ and 10 $\mu$m. In contrast, for large $\theta$ the larger diameter SVs have values of $\langle l_{Geo} \rangle$ which extend a greater range of values compared to smaller SVs. Similar to the misalignment case, each SV is seen to reach a minimum $\langle l_{Geo} \rangle$ value depending on the specific diameter of the SV and then it increases again.

When changing the alignment of the detector by altering the tilt angle the variation of the $\langle l_{Geo} \rangle$ can be seen to reduce, with the reduction being the greatest for the smaller diameters. At a tilt angle of 25$^\circ$ the 10 $\mu$m diameter can be seen to provide an almost flat response of the $\langle l_{Geo} \rangle$ between beam divergences of 0$^\circ$ and 90$^\circ$. For the 20 $\mu$m diameter SV the tilt angle to obtain a flat response is reduced to $\sim 15^\circ$, however, the range of the flat response is reduced to a maximum of $\sim 50^\circ$. The larger diameter SVs do not experience a strong flat response when adjusting the tilt angle, with the $\langle l_{Geo} \rangle$ generally increasing with larger beam divergence.
3.2. Characterisation of the Proton and $^{12}$C Ion Radiation Fields

The fluence of the incident and secondary particles along the depth of the water phantom in the mono-energetic proton and $^{12}$C ion radiation fields under investigation are shown in figure 4 (a) and (b). It can be seen that for the proton beam the fluence of neutrons and protons is fairly constant before the Bragg peak, after which the fluence of secondary protons decreases rapidly while the neutrons are attenuated more slowly. Comparing the fluence of the primary proton and $^{12}$C ion beams it can be seen that the $^{12}$C ion beam undergoes a much higher amount of attenuation ($\sim$50%) compared to the proton beam ($\sim$20%) when reaching the Bragg Peak (BP). This is due to the significantly higher nuclear cross-sections of $^{12}$C compared to proton beams, which translates to $\sim$4 orders of magnitude higher fluence of fragments in the $^{12}$C ion beam case. Due to the different dominant processes in the two fields the proton beam is dominated by neutrons with a large angular distribution while the $^{12}$C ion radiation field is more dominated by more forward directed fragments.
Figure 4: The relative fluence of different nuclear species along the depth of the water phantom for an incident: 150 MeV proton beam (a), a 290 MeV/u $^{12}$C ion beam (b), a proton SOBP (c) and a $^{12}$C ion SOBP (d). Note that the minimum of the proton y-axis is three orders of magnitude lower than the $^{12}$C axis.

Figure 4 (c) and (d) shows the fluence of secondary particles along the depth in the phantom in the proton and $^{12}$C ion SOBP fields. The fluences are higher than in the case of the corresponding mono-energetic beams due to the distal radiation fields from different beam energies accumulating as they stop in the phantom.

Typical proton and $^{12}$C ion microdosimetric $y_d(y)$ spectra are shown in figure 5 for a 150 MeV proton and 290 MeV/u $^{12}$C ion beam both placed at a depth of 150 mm (with an angle of 0° with the beam, corresponding to the face on configuration). This depth corresponds to the BP for the proton beam and just before the BP for the $^{12}$C ion beam. The spectra have been converted from silicon (using the 20 μm diameter Mushroom SV design) to striated muscle using the conversion factor of 0.58 and 0.57 found previously in [13]. Each plot shows the contribution
that different particle types make to the total dose deposited in the detector. It can be seen that in the case of the proton beam different particle types have a similar lineal energy while the microdosimetric spectra of the $^{12}$C ion beam have a well defined peak due to the primary $^{12}$C ions and a lower lineal energy peak due to secondary fragments and electrons. In particular, in the case of proton therapy the lineal energy spectra of the primary and secondary protons overlap along the Bragg curve, because of this it is important to have similar $\langle l_{Path} \rangle$ for both the primary beam and secondary ions.

![Image: Figure 5: $yd(y)$ spectra of the detector for a 150 MeV proton beam (left) and a 290 MeV/u $^{12}$C ion beam (right), both at 150 mm in water.]

**3.3. $\langle l_{Path} \rangle$ in mono-energetic beam**

The mean path length, $\langle l_{Path} \rangle$, was calculated for SVs with various diameters, when irradiated by a 150 MeV and 290 MeV/u pristine proton and $^{12}$C ion beam, respectively. The $\langle l_{Path} \rangle$ is presented for various depths in the radiation fields as well as tilt angles between the microdosimeter and the incident beam for diameter sizes of 10 and 20 $\mu$m and are summarised along with 30, 40 and 50 $\mu$m diameters at the end of this section in tables. The results are presented separately for the incident beam and the secondary ions, as these two components can have significantly different angular distributions.

Figure 6 (a) and (b) show the $\langle l_{Path} \rangle$ calculated separately for the primary and secondary ions, respectively, using the 10 $\mu$m diameter design when irradiated with a 150 MeV pristine proton beam. Similarly, 6 (c) and (d) show the calculated $\langle l_{Path} \rangle$ values for a 20 $\mu$m diameter SV. The SVs are set in different positions along the Bragg curve (plotted in red) in the water phantom. The error bars plotted on figure 6 as well as all following figures represents one standard deviation calculated over ten sets of simulation data.

When considering the $\langle l_{Path} \rangle$ of incident primary protons with the detector being perfectly aligned in the phantom ($0^\circ$ tilt angle), the $\langle l_{Path} \rangle$ slightly decreases with increased depth in the phantom. This is due to the scattering of the beam causing an increased angle of incidence on the SV at deeper positions. At the Bragg peak the 10 $\mu$m diameter SV has a value of $\sim 9$ $\mu$m while the 20 $\mu$m diameter is $\sim 9.5$ $\mu$m.

The results show that the value of $\langle l_{Path} \rangle$ has a strong dependence with respect to the tilt angle, with the larger diameter SV being affected less. For larger tilt angles, the $\langle l_{Path} \rangle$ of the incident beam undergoes less variation in its value. Furthermore, the secondary ion’s $\langle l_{Path} \rangle$ are not seen to vary significantly for both the 10 $\mu$m or 20 $\mu$m designs. This effect agrees with what was predicted in figure 3 which showed that the $\langle l_{Geo} \rangle$ values converge for different tilt angles for both the designs at a cone angle ($\theta$) of $\sim 60^\circ$. In particular the $\langle l_{Path} \rangle$ ranges between
Figure 6: The $\langle l_{Path}\rangle$ calculated in a mono-energetic 150 MeV proton beam. (a) and (b) are calculated using the 10 $\mu$m diameter SV design for primary (a) and secondary ions (b), respectively. (c) and (d) also show the $\langle l_{Path}\rangle$ for primary and secondary ions, respectively, using a 20 $\mu$m diameter SV instead. The microdosimeter is placed at various tilt angles with respect to the direction of the beam (reported in the legends).

The $\langle l_{Path}\rangle$ of secondary ions for the 10 $\mu$m design is close to the isotropic value of 6.7 $\mu$m, while for the 20 $\mu$m design the $\langle l_{Path}\rangle$ is slightly lower than the isotropic value of 10 $\mu$m, with a value of 9 $\mu$m, which is expected for a large angular distribution based on figure 3 corresponding to a cone angle of $\sim60^\circ$. At the entrance of the phantom the $\langle l_{Path}\rangle$ of the 10 $\mu$m design increases slightly while the 20 $\mu$m decreases from $\sim9.4$ $\mu$m, from figure 3 this indicates the angular distribution reaching the detector is larger at the surface of the phantom and decreases as more forwarded directed particles stay within the beam.

The $\langle l_{Path}\rangle$ calculated for 10 and 20 $\mu$m diameter SV designs in a mono-energetic 290 MeV/u $^{12}$C ion beam is shown in figure 7 (a-b) and (c-d), respectively. It can be seen that the primary $^{12}$C ion beam has a noticeably larger $\langle l_{Path}\rangle$ than for the proton beam due to it having less scattering along its trajectory.
As figure 4 shows, the fluence of secondary ions in the $^{12}$C ion beam is orders of magnitude higher than for the proton beam. As observed in section 3.2, this higher fluence of fragments leads to noticeable differences between the secondary ion’s $\langle l_{Path} \rangle$ of proton and $^{12}$C ion beams. As discussed in [13], the secondary particles created via fragmentation in the $^{12}$C ion beam tend to be more forward directed. Thus, they have a path length in the SV closer to the thickness of the SV, at any position along the Bragg curve. In the case of the proton beam, instead the secondary ions have a larger angular spread when reaching the SV, especially at the Bragg peak, producing a more constant $\langle l_{Path} \rangle$. This explains why the effect of the tilt angle is more pronounced in the $^{12}$C ion beam case.

Figure 7: The $\langle l_{Path} \rangle$ calculated in a mono-energetic 290 MeV/u carbon beam. (a) and (b) are calculated using 10 $\mu$m diameter SV design for primary (a) and secondary ions (b), respectively. (c) and (d) also show the $\langle l_{Path} \rangle$ for primary and secondary ions, respectively, using a 20 $\mu$m diameter SV instead. The microdosimeter is placed at various tilt angles with respect to the direction of the beam (reported in the legends).

Tables 2 and 3 report the variation of the $\langle l_{Path} \rangle$ for different SV diameters placed in the mono-energetic 150 MeV proton and 290 MeV/u $^{12}$C ion fields. The average percentage variation, $PV$, is calculated using equation 4, where $d$ is the number of depths in the phantom under study and $\langle l_{Path} \rangle_0$ is the $\langle l_{Path} \rangle$ of the SV at the first depth in the phantom. The $PV$ is calculated separately for the incident primary beam ($PV_P$) and the secondary ions, ($PV_S$). Equation 5
was used to calculate the variation of the $\langle l_{Path} \rangle$ along the depth in the phantom between the primary and secondary ions ($PV_{P,S}$). The percentage variation $PV_t$ was calculated for different tilt angles from the 0° position between the microdosimeter and the incident beam by means of equation 6, where $\langle l_{Pathi} \rangle_{i,0}$ is the $\langle l_{Pathi} \rangle$ at the $i^{th}$ depth with a tilt angle of 0°. $PV_t$ was also calculated along the depth of the Bragg curve. Also in this case, the $PV_t$ was calculated separately for the incident primary beam ($PV_{t,P}$) and secondary ions ($PV_{t,S}$).

$$PV = 100\% \left( \frac{\sum_{i=0}^{d-1} \langle l_{Pathi} \rangle - \langle l_{Path0} \rangle}{\langle l_{Path0} \rangle} \right)$$  \hspace{1cm} (4)$$

$$PV_{P,S} = 100\% \left( \frac{\sum_{i=0}^{d-1} \langle l_{PathPrim,i} \rangle - \langle l_{PathSec,i} \rangle}{\langle l_{PathPrim} \rangle} \right)$$  \hspace{1cm} (5)$$

$$PV_{t,P} = 100\% \left( \frac{\sum_{i=0}^{d-1} \langle l_{Pathi,t} \rangle - \langle l_{Pathi,0} \rangle}{\langle l_{Pathi,0} \rangle} \right)$$  \hspace{1cm} (6)$$

<table>
<thead>
<tr>
<th>SV Diameter (µm)</th>
<th>Tilt angle</th>
<th>$PV_P$</th>
<th>$PV_S$</th>
<th>$PV_{P,S}$</th>
<th>$PV_{t,P}$</th>
<th>$PV_{t,S}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>10</td>
<td>0</td>
<td>$4.66 \pm 0.01$</td>
<td>$1.60 \pm 0.08$</td>
<td>$25.71 \pm 0.39$</td>
<td>$0 \pm 0$</td>
<td>$0 \pm 0$</td>
</tr>
<tr>
<td></td>
<td>15</td>
<td>$0.23 \pm 7 \times 10^{-4}$</td>
<td>$4.69 \pm 1.40$</td>
<td>$11.07 \pm 0.18$</td>
<td>$18.18 \pm 0.03$</td>
<td>$4.98 \pm 1.63$</td>
</tr>
<tr>
<td></td>
<td>25</td>
<td>$0.13 \pm 4 \times 10^{-4}$</td>
<td>$3.63 \pm 1.05$</td>
<td>$2.28 \pm 0.05$</td>
<td>$26.51 \pm 0.05$</td>
<td>$5.44 \pm 1.09$</td>
</tr>
<tr>
<td>20</td>
<td>0</td>
<td>$2.27 \pm 8 \times 10^{-4}$</td>
<td>$3.64 \pm 0.04$</td>
<td>$6.33 \pm 0.04$</td>
<td>$0 \pm 0$</td>
<td>$0 \pm 0$</td>
</tr>
<tr>
<td></td>
<td>15</td>
<td>$0.06 \pm 6 \times 10^{-5}$</td>
<td>$3.43 \pm 0.04$</td>
<td>$3.01 \pm 0.02$</td>
<td>$8.96 \pm 0.01$</td>
<td>$1.26 \pm 0.03$</td>
</tr>
<tr>
<td></td>
<td>25</td>
<td>$0.12 \pm 1 \times 10^{-4}$</td>
<td>$3.04 \pm 0.03$</td>
<td>$7.39 \pm 0.06$</td>
<td>$12.26 \pm 0.01$</td>
<td>$0.77 \pm 0.01$</td>
</tr>
<tr>
<td>30</td>
<td>0</td>
<td>$1.25 \pm 7 \times 10^{-4}$</td>
<td>$2.92 \pm 0.07$</td>
<td>$3.63 \pm 0.07$</td>
<td>$0 \pm 0$</td>
<td>$0 \pm 0$</td>
</tr>
<tr>
<td></td>
<td>15</td>
<td>$0.18 \pm 2 \times 10^{-4}$</td>
<td>$5.68 \pm 0.15$</td>
<td>$10.52 \pm 0.15$</td>
<td>$5.43 \pm 0.01$</td>
<td>$1.88 \pm 0.08$</td>
</tr>
<tr>
<td></td>
<td>25</td>
<td>$0.16 \pm 3 \times 10^{-4}$</td>
<td>$5.77 \pm 0.16$</td>
<td>$12.54 \pm 0.21$</td>
<td>$6.18 \pm 0.01$</td>
<td>$2.25 \pm 0.06$</td>
</tr>
<tr>
<td>40</td>
<td>0</td>
<td>$0.87 \pm 4 \times 10^{-4}$</td>
<td>$5.98 \pm 0.15$</td>
<td>$10.07 \pm 0.18$</td>
<td>$0 \pm 0$</td>
<td>$0 \pm 0$</td>
</tr>
<tr>
<td></td>
<td>15</td>
<td>$0.08 \pm 1 \times 10^{-4}$</td>
<td>$6.03 \pm 0.14$</td>
<td>$14.47 \pm 0.32$</td>
<td>$3.37 \pm 2 \times 10^{-3}$</td>
<td>$1.16 \pm 0.04$</td>
</tr>
<tr>
<td></td>
<td>25</td>
<td>$0.17 \pm 3 \times 10^{-4}$</td>
<td>$7.67 \pm 0.21$</td>
<td>$16.29 \pm 0.29$</td>
<td>$2.59 \pm 2 \times 10^{-3}$</td>
<td>$3.30 \pm 0.07$</td>
</tr>
<tr>
<td>50</td>
<td>0</td>
<td>$0.63 \pm 3 \times 10^{-4}$</td>
<td>$6.51 \pm 0.15$</td>
<td>$14.13 \pm 0.20$</td>
<td>$0 \pm 0$</td>
<td>$0 \pm 0$</td>
</tr>
<tr>
<td></td>
<td>15</td>
<td>$0.14 \pm 2 \times 10^{-4}$</td>
<td>$8.45 \pm 0.16$</td>
<td>$17.55 \pm 0.23$</td>
<td>$2.08 \pm 1 \times 10^{-3}$</td>
<td>$1.05 \pm 0.03$</td>
</tr>
<tr>
<td></td>
<td>25</td>
<td>$0.22 \pm 3 \times 10^{-4}$</td>
<td>$7.48 \pm 0.17$</td>
<td>$19.55 \pm 0.29$</td>
<td>$0.52 \pm 5 \times 10^{-4}$</td>
<td>$3.87 \pm 0.08$</td>
</tr>
</tbody>
</table>

Table 2: Percentage variation of the $\langle l_{Pathi} \rangle$, calculated for different SV diameters, when irradiated with a 150 MeV proton beam. $PV_P$ is calculated along the Bragg curve with respect to the first depth considered in the phantom using equation 4, for primary proton beam, $PV_S$ on the other hand is calculated using only secondary ions. $PV_{P,S}$ is the variance between the primary and secondary ion’s $\langle l_{Pathi} \rangle$, averaged over all depths, calculated using equation 5. $PV_t$ is calculated along the Bragg curve, for different tilt angles with respect to 0°, for both primary ($PV_{t,P}$) and secondary ($PV_{t,S}$) ions, by means of equation 6.

3.4. $\langle l_{Path} \rangle$ in a SOBP beam

Figure 8 (a-b) and (c-d) show the $\langle l_{Path} \rangle$ for primary and secondary ions for the 10 µm and 20 µm SV diameter, respectively, when irradiated with a proton beam producing a clinical SOBP. The $\langle l_{Path} \rangle$ calculated when the microdosimeter is placed in a SOBP produced by a clinical 12C ion beam is shown in figure 9 (a-b) and (c-d), for 10 and 20 µm SV diameters, respectively.

For both the proton and 12C ion beams, the results are similar to the mono-energetic cases (see figures 6 and 7). The 20 µm diameter is again preferable because the $\langle l_{Path} \rangle$ varies less along the Bragg curve and the variance between the primary and secondary $\langle l_{Path} \rangle$ is greatly reduced.
between the primary and secondary ion’s beam, respect to the first depth considered in the phantom using equation 4, for the incident $^{12}\text{C}$ ion beam, $PV_S$ on the other hand is calculated using only secondary ions. $PV_{P,S}$ is the variance between the primary and secondary ion’s ($\langle l_{\text{Path}} \rangle$), averaged over all depths, calculated using equation 5. $PV_I$ is calculated along the Bragg curve, for different tilt angles with respect to 0°, for both primary ($PV_{I,P}$) and secondary ($PV_{I,S}$) ions, by means of equation 6.

### 3.4.1. Estimating the ($\langle l_{\text{Path}} \rangle$) using the deposited energy

Figure 10 shows the ($\langle l_{\text{Path}} \rangle$) with respect to the energy deposited in the 10 μm diameter silicon SV and converted to be representative of muscle. The 10 μm design was used to represent an extreme case of variation between the ($\langle l_{\text{Path}} \rangle$) of primary and secondary particles as well as along the depth of the Bragg curve, where using the thickness of the SV as an approximation is not appropriate, namely for proton fields. The ($\langle l_{\text{Path}} \rangle$) is calculated for the primary and secondary ions, separately, with the primary ions being depicted with solid markers and secondary ions with open markers. The left plot shows the ($\langle l_{\text{Path}} \rangle$) for both a mono-energetic and a SOBP proton beam and the right plot shows the same quantities for $^{12}\text{C}$ ion beams. For both proton and $^{12}\text{C}$ ion beams, it can be seen that the relationship of the ($\langle l_{\text{Path}} \rangle$) with the mean peak energy deposition is valid for both a pristine beam and a SOBP which is comprised of a large range of different energy particles. This method, which allows for a quick experimental estimation of the ($\langle l_{\text{Path}} \rangle$) using just the energy deposition spectra is valid not only for mono-energetic $^{12}\text{C}$ ion beams, but also for mono-energetic proton and SOBP proton and $^{12}\text{C}$ ion beams.

### 4. Discussion

The study of the ($\langle l_{\text{Geo}} \rangle$) characterised the response of the different SVs of a range of different alignments with the beam and different beam divergences. The larger diameter SVs were found to show less sensitivity to alignment than smaller diameters, while the smaller diameters saw less variation in the ($\langle l_{\text{Path}} \rangle$) over the complete range of cone angles (0-90°) than the larger diameters. As can be seen in [21], which measured the angular spread of the primary and secondary ions for a $^{12}\text{C}$ ion beam in a water phantom, the smaller $\theta$ angles mainly correspond to the incident primary beam while fragments relate to moderate sized angles. The larger $\theta$ angles are more representative of electrons and recoiled nuclei from neutrons. The larger diameters showed smaller variation for smaller cone angles of ~20° and less. For larger cone angles the ($\langle l_{\text{Geo}} \rangle$) varied more for larger diameters with its value increasing with larger cone angles. This means that for primary beams with their smaller divergence the ($\langle l_{\text{Path}} \rangle$) will vary less for larger

<table>
<thead>
<tr>
<th>SV Diameter (μm)</th>
<th>Tilt angle</th>
<th>$PV_P$</th>
<th>$PV_S$</th>
<th>$PV_{P,S}$</th>
<th>$PV_{I,P}$</th>
<th>$PV_{I,S}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>10</td>
<td>0</td>
<td>$1.06 \pm 10^{-3}$</td>
<td>$10.65 \pm 0.20$</td>
<td>$16.40 \pm 0.20$</td>
<td>0 ± 0</td>
<td>0 ± 0</td>
</tr>
<tr>
<td></td>
<td>15</td>
<td>$0.57 \pm 10^{-3}$</td>
<td>$4.57 \pm 0.08$</td>
<td>$4.18 \pm 0.07$</td>
<td>$21.67 \pm 0.13$</td>
<td>11.31 ± 0.10</td>
</tr>
<tr>
<td></td>
<td>25</td>
<td>$0.25 \pm 10^{-3}$</td>
<td>$0.83 \pm 0.02$</td>
<td>$1.30 \pm 0.02$</td>
<td>$29.85 \pm 0.18$</td>
<td>18.49 ± 0.16</td>
</tr>
<tr>
<td>20</td>
<td>0</td>
<td>$0.53 \pm 10^{-4}$</td>
<td>$0.55 \pm 0.01$</td>
<td>$6.30 \pm 0.02$</td>
<td>0 ± 0</td>
<td>0 ± 0</td>
</tr>
<tr>
<td></td>
<td>15</td>
<td>$0.24 \pm 10^{-3}$</td>
<td>$2.09 \pm 0.01$</td>
<td>$0.53 \pm 0.00$</td>
<td>$10.92 \pm 0.03$</td>
<td>5.33 ± 0.02</td>
</tr>
<tr>
<td></td>
<td>25</td>
<td>$0.20 \pm 8 \times 10^{-4}$</td>
<td>$2.11 \pm 0.02$</td>
<td>$1.71 \pm 0.02$</td>
<td>$14.33 \pm 0.04$</td>
<td>7.74 ± 0.03</td>
</tr>
<tr>
<td>30</td>
<td>0</td>
<td>$0.38 \pm 4 \times 10^{-4}$</td>
<td>$3.66 \pm 0.05$</td>
<td>$2.30 \pm 0.01$</td>
<td>0 ± 0</td>
<td>0 ± 0</td>
</tr>
<tr>
<td></td>
<td>15</td>
<td>$0.17 \pm 10^{-3}$</td>
<td>$7.38 \pm 0.12$</td>
<td>$2.98 \pm 0.07$</td>
<td>$6.70 \pm 0.03$</td>
<td>2.58 ± 0.02</td>
</tr>
<tr>
<td></td>
<td>25</td>
<td>$0.45 \pm 3 \times 10^{-3}$</td>
<td>$7.30 \pm 0.07$</td>
<td>$3.98 \pm 0.05$</td>
<td>$7.56 \pm 0.03$</td>
<td>2.54 ± 0.02</td>
</tr>
<tr>
<td>40</td>
<td>0</td>
<td>$0.26 \pm 2 \times 10^{-4}$</td>
<td>$4.77 \pm 0.05$</td>
<td>$1.56 \pm 0.02$</td>
<td>0 ± 0</td>
<td>0 ± 0</td>
</tr>
<tr>
<td></td>
<td>15</td>
<td>$0.24 \pm 10^{-3}$</td>
<td>$6.25 \pm 0.08$</td>
<td>$4.21 \pm 0.06$</td>
<td>$4.24 \pm 0.01$</td>
<td>$1.12 \pm 0.01$</td>
</tr>
<tr>
<td></td>
<td>25</td>
<td>$0.41 \pm 3 \times 10^{-3}$</td>
<td>$6.87 \pm 0.07$</td>
<td>$4.44 \pm 0.05$</td>
<td>$3.54 \pm 0.01$</td>
<td>$0.61 \pm 0.01$</td>
</tr>
<tr>
<td>50</td>
<td>0</td>
<td>$0.23 \pm 10^{-4}$</td>
<td>$6.65 \pm 0.07$</td>
<td>$2.13 \pm 0.03$</td>
<td>0 ± 0</td>
<td>0 ± 0</td>
</tr>
<tr>
<td></td>
<td>15</td>
<td>$0.14 \pm 4 \times 10^{-4}$</td>
<td>$6.42 \pm 0.06$</td>
<td>$4.51 \pm 0.06$</td>
<td>$2.80 \pm 0.01$</td>
<td>$0.67 \pm 0.01$</td>
</tr>
<tr>
<td></td>
<td>25</td>
<td>$0.16 \pm 8 \times 10^{-4}$</td>
<td>$6.89 \pm 0.07$</td>
<td>$5.16 \pm 0.05$</td>
<td>$1.13 \pm 3 \times 10^{-3}$</td>
<td>$1.80 \pm 0.01$</td>
</tr>
</tbody>
</table>

Table 3: Percentage variation of the ($\langle l_{\text{Path}} \rangle$), calculated for different SV diameters, when irradiated with a 290 MeV/u $^{12}\text{C}$ ion beam. $PV_P$ is calculated along the Bragg curve with respect to the first depth considered in the phantom using equation 4, for the incident $^{12}\text{C}$ ion beam, $PV_S$ on the other hand is calculated using only secondary ions. $PV_{P,S}$ is the variance between the primary and secondary ion’s ($\langle l_{\text{Path}} \rangle$), averaged over all depths, calculated using equation 5. $PV_I$ is calculated along the Bragg curve, for different tilt angles with respect to 0°, for both primary ($PV_{I,P}$) and secondary ($PV_{I,S}$) ions, by means of equation 6.
Figure 8: The $\langle l_{\text{Path}} \rangle$ when irradiated by a SOBP proton beam. (a) and (b) are calculated using 10 µm diameter SV design for primary (a) and secondary ions (b), respectively. (c) and (d) also show the $\langle l_{\text{Path}} \rangle$ for primary and secondary ions, respectively, using a 20 µm diameter SV instead. The microdosimeter is placed at various tilt angles with respect to the direction of the beam (reported in the legends).

diameters, however the $\langle l_{\text{Path}} \rangle$ of secondary particles will differ increasingly more compared to the $\langle l_{\text{Path}} \rangle$ of the primary beam as the divergence increases.

When considering the incident proton beam, the largest percentage variation observed in table 2 is with the 10 µm diameter (elongation = 1). This SV geometry corresponds to the least variation of the $\langle l \rangle$ when calculated by means of the Cauchy formula. The percentage variation of the primary beam, $PV_P$, along the depth of the Bragg curve decreases with increasing diameters for a tilt angle of $0^\circ$ from 4.7% to 0.6%. However, as the tilt angle is increased the $PV_P$ is reduced for all diameters and the 20 µm size has the least variance.

For secondary ions the percentage variation, $PV_S$, at a $0^\circ$ tilt angle showed the 10 µm diameter to be the smallest with 2% and increases for larger diameter SVs. The reason for this can be seen in figure 3 which showed that the $\langle l_{\text{Path}} \rangle$ varied more for larger diameters when the divergences was more than $\sim 40^\circ$ to $90^\circ$, which is representative of the secondary radiation field for proton beams.

The 20 µm design has the least variance between primary and secondary ions, $(PV_{P,S})$, with
Figure 9: The $\langle l_{\text{Path}} \rangle$ when irradiated by a SOBP $^{12}$C ion beam. (a) and (b) are calculated using 10 $\mu$m diameter SV design for primary (a) and secondary ions (b), respectively. (c) and (d) also show the $\langle l_{\text{Path}} \rangle$ for primary and secondary ions, respectively, using a 20 $\mu$m diameter SV instead. The microdosimeter is placed at various tilt angles with respect to the direction of the beam (reported in the legends).

the exception of extreme angles where the 10 $\mu$m design varies the least, with larger diameter designs having increasingly more variance between primary and secondary ions.

When comparing the sensitivity of alignment with the $PV_t$ values in the last two columns it can be seen that the 10 $\mu$m design is the most sensitive to alignment, particularly for the primary beam which is the most important aspect for reducing the variation. It can be seen that as the diameter of the SV increases the $PV_t$ for primary protons decreases slightly while for secondary ions the $PV_t$ is similar, but as the tilt angle increases the $PV_t$ becomes larger for larger diameters.

As discussed earlier, the primary proton beam and the secondary ions have similar lineal energies, with the consequence that different $\langle l_{\text{Path}} \rangle$ values cannot be applied to separate components of the microdosimetric spectrum. Thus the $\langle l_{\text{Path}} \rangle$ of primary and secondary ions should be similar to one another. Taking this factor into account the 20 $\mu$m diameter SV, with the $\langle l_{\text{Cauchy}} \rangle$ being equal to the SV thickness, is the most appropriate design for proton therapy microdosimetric measurements. Furthermore, with the exception of downstream BP proton
measurements where the $\langle l_{\text{Path}} \rangle$ does not vary, SV designs with the $\langle l_{\text{Cauchy}} \rangle$ being less than the thickness of the detector should be avoided in proton therapy due to their large differences between their $\langle l_{\text{Path}} \rangle$ values for primary and secondary ions and larger variances with angular misalignment.

The superiority of the 20 $\mu$m design with its reduced variance of the $\langle l_{\text{Path}} \rangle$ between the primary and secondary ions can be matched by the 10 $\mu$m diameter design. Since the variance of the $\langle l_{\text{Path}} \rangle$ ($PV_{P;S}$) reduces with increasing tilt angle compared to larger designs which have increasing variance with diameter. So if the 10 $\mu$m design was intentionally placed at a tilt angle of 30° the variation would be insignificant, however this approach is not ideal since it diminishes the spatial resolution.

The summary of the variation in the $\langle l_{\text{Path}} \rangle$ for the $^{12}$C ion beam shown in table 3 showed an increase in sensitivity to alignment by $\sim$2% compared to the proton beam for both the primary and secondary ions. This increase variation is due to the decreased angular divergence of both primary and secondary ions in $^{12}$C ion beams.

When considering the incident $^{12}$C ion beam only, the $PV_{P}$ is less than 1.1% for all diameter sizes because of the small divergence of the $^{12}$C ions, with $PV_{P}$ decreasing slightly with increasing diameters. The $PV_{S}$ for secondary ions has similar values as proton beams, a noticeable exception is for 10 $\mu$m which has a value of $\sim$11% compared to $\sim$2%, this is due to the complex radiation field in $^{12}$C ion beams as the angular distribution and dominance of particles changes with depth.

When considering the variation between the primary and secondary ion’s $\langle l_{\text{Path}} \rangle$ ($PV_{P;S}$), a SV diameter of 20-30 $\mu$m has the smallest variance of $\langle l_{\text{Path}} \rangle$ and in general the $PV_{P;S}$ is smaller in $^{12}$C due to the dominance of forward directed fragments which have angular distributions much closer to the primary beam compared to neutron events. The diameter sizes of 20-30 $\mu$m correspond closely to the real world Mushroom and Bridge devices.

The sensitivity of the $\langle l_{\text{Path}} \rangle$ on the detector alignment showed that the values of $PV_{t,P}$ are similar to what was seen for the proton beam, with larger diameters having a decreased variation. The values of $PV_{t,P}$ for $^{12}$C ions is slightly higher than for proton, the reason for this can be

**Figure 10:** $\langle l_{\text{Path}} \rangle$ plotted against the mean energy deposition. Left depicts the $\langle l_{\text{Path}} \rangle$ for a 150MeV proton beam against a SOBP. Right depicts the $\langle l_{\text{Path}} \rangle$ for a 290MeV/u $^{12}$C ion beam against a SOBP. The filled markers represent the primary beam while the open markers represent the secondary ions. Note that the energy deposited has been converted from silicon to muscle using the same methods as in [13].
seen in figure 3 which showed that the largest variation in the $\langle l_{\text{Path}} \rangle$ (or $\langle l_{\text{Geo}} \rangle$, as in the figure) for smaller beam divergence. For $P V_{t,S}$ it can be seen that the variation is again similar to what was seen with proton except that for smaller diameters the $P V_{t,S}$ is greater while for larger diameters the $P V_{t,S}$ is smaller.

Thanks to the ability to distinguish between the primary and secondary ions in $^{12}$C ion therapy, the choice of SV diameter is less important compared with proton beams and allows for a greater flexibility in the microdosimeter design. For instance, if the alignment of the detector with the incident beam is difficult, then a SV design with a larger diameter will offer an advantage due to the decreased variation in the $\langle l_{\text{Path}} \rangle$. Instead, for proton beams, the 20 $\mu$m diameter SV is preferable as both primary and secondary particles have closer mean path lengths.

For SOBP radiation fields the results did not differ significantly from mono-energetic beams. The $\langle l_{\text{Path}} \rangle$ has a more consistent value with a 20 $\mu$m SV diameter compared to the 10 $\mu$m SV, however, as mentioned before, the choice of diameter is not as crucial in this case as the contribution to the microdosimetric spectra can be distinguished and applied to different regions of the spectra, as shown in figure 5, however for ease and simplicity this approach is not preferable.

5. Conclusions

The aim of this work was to identify the best diameter for a 10 $\mu$m thick silicon microdosimeter SV to reduce the variation of the $\langle l_{\text{Path}} \rangle$, when considering different positions along the Bragg curve, alignments with the direction of the incident beam and different particles of the radiation field produced by clinical proton and $^{12}$C ion beams. By reducing the variation in the $\langle l_{\text{Path}} \rangle$ allows for the energy deposition to be converted to lineal energy more accurately and easily. This is important to accurately determine the microdosimetric spectra and to estimate the RBE.

It was found that for proton beams that the most appropriate microdosimeter design has SVs with 20 $\mu$m diameter. The thickness of the SV, which is 10 $\mu$m, is equal to the $\langle l_{\text{Cauchy}} \rangle$ of the SV calculated by means of the Cauchy formula. For $^{12}$C ion beams the design of the SV was found to be less important than for protons. This is because the fragments produced have angular distributions closer to the primary beam than neutron events and if necessary the components of the microdosimetric spectra deriving from the incident beam and the secondary radiation field can be easily distinguished and use separate $\langle l_{\text{Path}} \rangle$ values. The 20 $\mu$m diameter is appropriate for both pristine and SOBP proton and carbon ions.

This study shows that intentionally introducing a small misalignment may reduce the variation of the $\langle l_{\text{Path}} \rangle$, the angle required being reduced with larger diameter SV designs, with an angle of $\sim 10^\circ$ required for the 20 $\mu$m design in a proton beam. This method has the largest applicability for proton beams where the lineal energies of the primary and secondary ions have similar lineal energies. Nevertheless the feasibility of this method has to be evaluated experimentally.

Proton beams were characterised with lower values of $\langle l_{\text{Path}} \rangle$ for both primary and secondary ions due to the larger associated scatter of the primary beam and dominance of neutrons in the generation of secondary ions. When placed in a mono-energetic proton beam the 20 $\mu$m diameter design, with a $\langle l_{\text{Cauchy}} \rangle$ of 10 $\mu$m the $\langle l_{\text{Path}} \rangle$ varied from 9.9 $\mu$m at the entrance of the phantom to 9.5 $\mu$m at the BP and for the $^{12}$C ion beam with a change from 10 $\mu$m to 9.8 $\mu$m. While for the 10 $\mu$m diameter design with a $\langle l_{\text{Cauchy}} \rangle$ of 6.67 $\mu$m finished with $\langle l_{\text{Path}} \rangle$ values of 9.0 $\mu$m and 9.8 $\mu$m at the BP for the proton and $^{12}$C ion beams, respectively.

This work demonstrated that there is a unique relationship between the $\langle l_{\text{Path}} \rangle$ in the SV and the mean energy deposited, not only for pristine proton and $^{12}$C ion beams but also for clinical SOBPs. This is particularly convenient for experimental use of the microdosimeters and allows
for quick and accurate determination of the $\langle l_{\text{Path}} \rangle$ using the spectra of the deposited energies.
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