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ABSTRACT

One approach to improve network capacity in future wireless networks is to deploy access points (APs) in a dense manner and employ a controller to manage these APs. Another innovation is to equip nodes with an in-band full-duplex (IBFD) radio, which allows them to transmit and receive simultaneously over the same frequency band. A key challenge, however, is interference. To this end, a link scheduler plays a critical role in ensuring the benefits of dense APs deployment and IBFD are not negated by severe interference. Henceforth, this paper proposes three centralized algorithms that aim to drain a given set of packets from links in minimum time. We have compared these algorithms against a schedule, where links transmit independently, and an algorithm that schedules links at slot boundaries. We studied the impact of varying node densities, transmission power, and signal-to-interference-plus-noise ratio thresholds on the link schedule. Our results show the overall completion time can be reduced by 68% as compared to scheduling links individually. Moreover, our algorithms reduce the completion time by 13% as compared to scheduling links on a slot-by-slot basis.
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I. INTRODUCTION

Wireless Local Area Networks (WLANs) have grown significantly over the last two decades. They can now be found in enterprises, apartment complexes, and public areas, and are an indispensable communication infrastructure [1]. According to [2], around 78% of communication devices will be connected through a Wi-Fi WLAN by 2019. Moreover, as per [3]–[6], in this decade, mobile traffic will experience a significant increase in demand. In particular, in order to meet this significant traffic growth, the capacity of current WLANs will have to increase by a thousand fold [7].

An architecture to meet increasing demands from users is to deploy more Access Points (APs) and employ a controller to manage these APs [8]. An example is shown in Figure 1. The central controller is responsible for monitoring and scheduling transmissions to/from clients and APs. For example, Cisco’s wireless controllers¹ can monitor and optimize the performance of thousands of APs. Critically, these controllers are responsible for both control and data plane operations [9]. To improve performance, they make use of information such as channel gains, gathered via IEEE 802.11v [10], network statistics such as packet loss and the number of associated stations. Controllers are able to set an appropriate transmission power and channel for each AP, and are aware of queue states. Moreover, as shown in [9], they are able to maximize spatial reuse by arbitrating data flows. However, due to the dense deployment of APs and finite spectrum, nodes may experience severe interference. To this end, a link scheduler is a key component of any controllers as it ensures mutually interfering links are scheduled at different times. Moreover, it is responsible for maximizing the number of concurrent links and their data rate.

Another approach to improve capacity is In-band-Full-Duplex (IBFD) technology. It allows nodes to transmit and receive data concurrently over the same frequency band [11]. Figure 2 shows an advantage of IBFD. Let us first consider the half-duplex case shown in Figure 2. These links correspond to those in Figure 1. We see that only two links can be activated at the same time. As indicated, the four transmissions end at time $T$. However, with IBFD, these four links require only $T$ time because they can be activated at the same time. Indeed, works such as [11]–[14] have shown that

IBFD radios increase network capacity without extra bandwidth requirement. For example, Xie and Zhang [15] showed that nodes equipped with an IBFD radio have a significant gain over the case where nodes have a half-duplex radio. Weeraddhana et al. [16] showed that equipping nodes with an IBFD radio doubles the average sum rate and reduces network congestion significantly. Hence, it is important that future networks take advantage of IBFD radios. A key consideration is the interference caused by active links, which limits the number of links that can be activated simultaneously.

In this paper, we aim to design a link scheduler for use by the controller of a WLAN. It takes advantage of IBFD radios to minimize the transmission completion time in a WLAN. Here, given a set of links with pending data, transmission completion time is when the last link in the set completes its transmission. An example is shown in Figure 3, where we compare three schedules. Also shown is the completion time for each schedule. Specifically, for Schedule-0, Schedule-1 and Schedule-2, their completion time is respectively, $T_{c0}$, $T_{c1}$ and $T_{c2}$. The six links correspond to those in Figure 1 and have the same amount of data to transmit, Signal to Noise Ratio (SNR) and data rate. The transmission time is indicated by the length of each rectangular box. When multiple links are active, these links may experience interference; see Figure 1. Weak interference, e.g., between clients C and D, is not sufficient to reduce the data rate of links. On the other hand, strong interference, e.g., between clients D and G, is likely to cause a reduction in data rate, which leads to a longer transmission time. We can see that Schedule-0, where all links transmit one by one and ends at time $T_{c0}$, has the longest completion time. Advantageously, links do not experience interference. Schedule-1 has a shorter completion time as compared to Schedule-0 because all links use full-duplex communications. We see that the link from node B to G has to co-exist with the link from node D to A. Consequently, node B has to reduce its data rate to account for the increased interference. As a result, the link from node B to G has a long transmission time. Schedule-2 has the shortest completion time because the first four links can be activated simultaneously; this is possible because they do not interfere with each other significantly and they employ an IBFD radio. The last two links are activated independently due to strong mutual interference.

To date, a number of works have proposed full-duplex Media Access Protocols (MAC) protocols. Their overall aim is to maximize the number of activated full-duplex links. For example, the MAC in [17] modifies the IEEE 802.11 MAC header to contain a field used by nodes to negotiate their transmission mode. In [18], the proposed MAC modifies the RTS/CTS control frame of IEEE 802.11 to initiate full-duplex transmissions. The MAC protocol in [19]–[21] and [22] not only schedules full-duplex transmissions but also aims to reduce interference or improve data rates. However, none of the aforementioned MACs aim to reduce transmission completion time. Shrivastava et al. [9] aim to maximize spatial reuse in a WLAN. They developed a centralized approach to address the hidden and exposed terminal problems in WLANs. However, they do not consider full-duplex transmissions nor aim to minimize completion time. Apart from that, a number of works have considered scheduling links subject to Signal-to-Interference-plus-Noise Ratio (SINR) constraint. Goussevskaia et al. [23] introduce a concept called ‘Affectedness’. They then developed a scheduling algorithm that picks links according to their affectedness. However, the algorithm is designed for arbitrary non-full-duplex capable wireless networks. Moreover, links must start and end in the same slot. Goussevskaia et al. [24] extend the work in [23] to consider multiple slots but they assume half-duplex communications. Goussevskaia et al. [23] and [24] assume all links have the same fixed transmission time of one time slot. Therefore, their algorithms only check whether it is
feasible to activate a set of links on a slot-by-slot basis and do not consider different start and end times and varying data rates.

There are only a handful of works that consider completion time. Angelakis et al. [25] give a general framework for solving the Minimum-Time Links Scheduling Problem (MTLSP) problem [25]. Their framework consists of two tasks: 1) select the set of links that can be activated concurrently, and 2) set their activation duration. Each task can be solved by a linear program solver. A key limitation is that concurrently activated links in each set share a common data rate and activation time. He et al. [26] develop a scheduling algorithm that uses the framework in [25]. Each feasible set of links must use the same data rate, as determined by the set of links in the set. Critically, in both [25] and [26], the corresponding authors did not consider full-duplex transmissions. Chi et al. [27] consider charging and transmission strategies in order to minimize completion time in Wireless Powered Communication Networks (WPCNs). The work in [27], however, does not consider interference from neighboring cells and focuses only on efficient use of harvested energy. In our work, we consider interference emanating from links located in other basic service sets, and our nodes have no energy constraint. Xu et al. [28] consider minimizing the overall transmission time. However, their algorithm is designed for routers that can receive or transmit to multiple neighbors at the same time; i.e., routers have no full-duplex capability. The closest work to ours is Janus [29], where its centralized Rate-Timing Allocator (RTA) algorithm aims to reduce the overall transmission completion time by pairing an uplink with a downlink. However, Janus [29] only considers scheduling links in a single, isolated cell or basic service set. It does not consider interference to/from other APs or users in nearby basic service sets.

Unlike prior works, we consider interfering APs and clients. Our aim is to minimize the transmission completion time of packets in a dense WLAN where nodes/stations are equipped with an IBFD radio. In this context, controllers play a critical role and are in need of a scheduler that is able to drain the queue of links quickly. Henceforth, we make the following contributions:

1) We present three novel link scheduling algorithms. Given a set of links with a number of buffered packets, the aim is to drain all packets from these links in minimum time. Moreover, once a link finishes transmission, another link is able to start transmission, assuming acceptable interference from active links. For the first algorithm, aka Algorithm-1, it only enables full-duplex transmissions whenever possible. However, Algorithm-2 utilizes full-duplex transmissions only if doing so leads to a reduction in completion time. Lastly, Algorithm-3 further improves on Algorithm-2 where it greedily finds the best SINR threshold or data rate for scheduled links.

2) We adopt for the first time the concept of ‘affectedness’ [23] for scheduling both half-duplex and full-duplex links. Unlike past works, e.g., [23] and [24], we consider three types of interference: 1) self, 2) cross, and 3) exogenous. Compared to [23] and [24], we also consider links with different amounts of data. Our algorithms are also able to add a set of links at any time instead of on a slot-by-slot basis. Compared to [25] and [26], we allow links to have different data rates. Lastly, these works do not consider minimizing completion time.

3) We study the impact of different node densities and transmission power levels on link schedules; both of which govern the interference experienced by nodes, and hence, their data rates or transmission times. We also consider different SINR thresholds, which affect the data rate employed by a link given its SINR value. Our results show Algorithm 1 has the second best average performance, with a reduction in completion time of around 40% as compared to having all links transmit individually. Algorithm 2 performs better than Algorithm 1 if the interference between links is strong. Algorithm 3 has the best average performance under all scenarios but incurs the longest computation time.

The remainder of this paper is structured as follows. Section II and III present the system model and problem definition, respectively. Section IV presents three algorithms and shows how they operate on a simple example. The section also presents our run time analysis of the proposed algorithms and their theoretical performance. Section V presents our evaluation methodology. After that, Section VI discusses our results. Section VII concludes the paper.

II. SYSTEM MODEL

This paper considers a set of APs, denoted as \( \text{AP} = \{a_1, a_2, a_3, \ldots, a_{|\text{AP}|}\} \), and a set of clients, \( \text{C} = \{c_1, c_2, c_3, \ldots, c_{|\text{C}|}\} \). Both APs and clients are equipped with an IBFD radio. Similar to [9], these APs are managed by a controller. Specifically, the controller is responsible for determining the transmission schedule of each AP and client. Moreover, it is aware of the queue corresponding to each link. This queue information is then used by our algorithms, which are run by the controller to determine a transmission schedule.

The set of directed links is denoted as \( \text{L} = \{l_1, l_2, l_3, \ldots, l_{|\text{L}|}\} \). We also define \( l_i(s, r) \), where \( s \) and \( r \) are respectively the sender and receiver of link \( l_i \). We will write \( P_{rel} \) to denote the received power at the receiver of link \( l_i \) when the transmitter of link \( l_w \) transmits. Hence, for a given link \( l_i \), when the transmitter of link \( l_i \) transmits, the received power at the receiver of link \( l_i \) is denoted as \( P_{rel} \).

In order to calculate the received power, say from the transmitter of link \( l_i \) to the receiver of link \( l_i \), i.e., \( P_{ab} \), we use the following formula,

\[
P_{ab} = P_t G_r G_t \left( \frac{c}{4\pi frd} \right)^2
\]  

where \( P_t \) is the fixed transmission power by the transmitter of link \( l_i \). The receive and transmit antenna gain is \( G_r \) and
TABLE 1. SINR thresholds and their corresponding data rate [30].

<table>
<thead>
<tr>
<th>Thresholds (dB)</th>
<th>Data Rate $R_i$ (Mbps)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$4 \leq \text{SINR} &lt; 6$</td>
<td>6</td>
</tr>
<tr>
<td>$6 \leq \text{SINR} &lt; 8$</td>
<td>9</td>
</tr>
<tr>
<td>$8 \leq \text{SINR} &lt; 10$</td>
<td>12</td>
</tr>
<tr>
<td>$10 \leq \text{SINR} &lt; 12$</td>
<td>18</td>
</tr>
<tr>
<td>$12 \leq \text{SINR} &lt; 16$</td>
<td>24</td>
</tr>
<tr>
<td>$16 \leq \text{SINR} &lt; 20$</td>
<td>36</td>
</tr>
<tr>
<td>$20 \leq \text{SINR} &lt; 21$</td>
<td>48</td>
</tr>
<tr>
<td>$\text{SINR} \geq 21$</td>
<td>54</td>
</tr>
</tbody>
</table>

$G_i$, respectively. The Euclidean distance between the sender of link $l_i$ and receiver of link $l_j$ is denoted as $d$. The carrier frequency is $f$ and the speed of light is $c$.

Each link $l_i$ has a start and end time of $t_s(l_i)$ and $t_e(l_i)$, respectively. The transmission time of a link $l_i$ is therefore,

$$t_e(l_i) = t_e(l_i) - t_s(l_i) = \frac{q_i}{R_i}$$

where $q_i$ is an integer number representing the amount of data to be transmitted over link $l_i$. The symbol $R_i$ represents the data rate; its exact value is defined later. We define $S$ as a set of valid links. Specifically, a link is called valid if it satisfies the following definition:

**Definition 1:** A link $l_i$ is valid if both of the following conditions are true: $t_s(l_i) \geq 0$ and $t_e(l_i) \leq t_s(l_i)$. Specifically, given a schedule $S$, we have $L(t) = \{l_i \mid t_s(l_i) \leq t \leq t_e(l_i), l_i \in S\}$. In other words, the function $L(t)$ returns those links in the set $S$ with a start and end time that overlap with time $t$.

For a given link $l_i$, its SINR is defined as,

$$\text{SINR}_i = \frac{P_{ii}}{\sum_{w \in L(t)} P_{wi} + N_o}$$

where the denominator comprises of the ambient noise $N_o$ and the sum of interference from the transmitter of active links; i.e., it is the sum of received power from the transmitter of link $w \in L(t)$ to the receiver of link $l_i$. Recall that $P_{ii}$ denotes the received power at the receiver of link $l_i$ when the transmitter of link $i$ transmits with power $P_i$. The data rate $R_i$ of link $l_i$ is dependent on its SINR; see Table 1. A link is considered collision-free if its SINR is greater than or equal to 4 dB.

A key concept used in this paper is affectedness [23]. As we will see later, affectedness is used to determine whether a set of links can transmit concurrently. Formally, the affectedness of link $l_i$ is defined as

$$A(l_i, L(t)) = \beta \frac{\sum_{w \in L(t)} P_{wi} + N_o}{P_{vv}}$$

where $\beta$ is the SINR threshold, $N_o$ is the ambient noise and $\sum_{w \in L(t)} P_{wi}$ is the total interference from other simultaneously activated links. Note that unlike [23], our definition of total interference is different due to the use of IBFD radios. Specifically, the total interference suffered by a link $l_i$ includes:

1) **Self-interference** – this occurs if another link $l_w \in L(t)$ forms a bi-directional full-duplex transmission with $l_i$; in Figure 4(a), we see that node A and B have formed a full-duplex link with each other. Consequently, these links interfere with one another. We assume all nodes have perfect self-interference cancellation abilities.

2) **Cross-interference** – this occurs when there is another link $l_w \in L(t)$ that forms a “relay” full-duplex transmission with $l_i$; from Figure 4(b), we see that the transmission from node-C may interfere with the reception at node-D. The dotted line represents cross-interference. The cross-interference from node-C to node-D is calculated by Equ. (1), with node-C as the transmitter and node-D as the receiver. Then, the received power from node-C is considered as cross-interference.

3) **Exogenous** – this is the interference from active links emanating from adjacent basic service sets. In Figure 4(c), we see that the reception at node-C and node-D is respectively interfered by the transmission from node-A and node-B.

Lastly, we have the following definition:

**Definition 2:** A link $l_i$ can co-exist with the links in the link set $L(t)$ if the condition $A(l_i, L(t)) \leq 1$ is true. Otherwise, there is too much interference for link $l_i$ to co-exist with the links in the set $L(t)$.

**III. PROBLEM DEFINITION**

Our aim is to construct a schedule $S$ containing all links in the set $L$, where each link in the schedule $S$ is valid, and the transmission completion time, i.e., $t_e(l_i)$, of the last scheduled link $l$ in the schedule $S$ is minimum. Formally, our problem is

$$\min[\max\{t_e(l_i) \mid l_i \in S\}]$$

To illustrate the problem at hand and our notation, consider Figure 5. The schedule starts at $t = 0$. Its completion time is $t_e(l_i) = \max\{t_e(l_i) \mid l_i \in \{l_1, l_2, \ldots, l_6\}\} = t_e(l_6)$. Initially, all links have an undefined start and end time. This means they do not belong to the schedule $S$. At time $t = 0$, several links are added into the schedule $S$. All these links must satisfy Definition 2. In this example, we see that links $l_1, l_2, l_3$ and $l_4$ can co-exist with each other. Hence, they have a start time of...
Algorithm 1 Maximize Concurrent Transmissions

Data: Unscheduled links set $L$
Result: Scheduled links set $S$

1. $S = L_g = L_b = \emptyset$;
2. for each link $l_i \in L$
3.     if SNR($l_i$) $\leq \beta$
4.         $L_b \cup l_i$;
5.     else
6.         $L_g \cup l_i$;
7. $n = 0$;
8. while $L_g \neq \emptyset$
9.     $\Delta = \{t_e(l_2), t_e(l_b), \ldots, t_e(l_m) \mid t_e(l_2) < t_e(l_b) < \ldots < t_e(l_m), l_2, l_b, \ldots, l_m \in S\}$;
10. $S^* = \{l_i \mid \Delta(n) \leq t_e(l_i) \leq \Delta(n + 1) \lor \Delta(n) \leq t_e(l_i) \leq \Delta(n + 1), l_i \in S\}$;
11. for each link $l_i \in L_g$
12.     if Coexist($S^*, l_i, \beta$) $= true$
13.         AssignParams1($l_i$);
14.     $S \cup l_i$;
15.     $L_g \setminus l_i$;
16.     else
17.         continue;
18. $n = n + 1$;
19. return $S \cup$ AssignParams2($L_b$);

Algorithm 1 aims to maximize simultaneous transmissions. It takes the link set $L$ as input. Firstly, it selects the links that have a higher SNR than their chosen threshold and includes them into the set $L_g$. The rationale here is that these links have the best chance of supporting full-duplex transmissions. Then, Algorithm 1 adds as many links as possible from the set $L_g$ into the final schedule $S$ whenever a valid link ends its transmission. Links that cannot be activated concurrently are then scheduled to transmit one after another.

Algorithm 1 operates as follows. In line-1, it initializes three empty sets: (i) $S$, which records the final schedule, (ii) $L_g$, which stores possible full-duplex links, and (iii) $L_b$, which impacts the SINR or data rate of simultaneously active links. Moreover, a set of active links may delay new links because different sets of links will yield different interference, which impact the SINR or data rate of simultaneously active links. Lastly, our work remains applicable when traffic arrives randomly, and links have different amounts of data. Let $Q_1(t)$ and $Q_2(t)$ be the queue of two APs at time $t$. Our goal is thus to derive a schedule that transmits packets in $Q_1(t)$ and $Q_2(t)$ in the shortest possible time. This is important because a fast completion time means a high throughput or network capacity. Once the packets in $Q_1(t)$ and $Q_2(t)$ have a transmission schedule or time, we can then consider the next batch of unscheduled packets at time $t + 1$. Note that $Q_1(t + 1)$ and $Q_2(t + 1)$ contain a random number of unscheduled packets that have arrived in the period $[t, t + 1]$ according to some traffic load distribution. We then have the same problem at time $t + 1$, which is to calculate a schedule for newly arrived packets. For this reason, in this paper, we only consider scheduling a set of links with some random amounts of data.

IV. SCHEDULING ALGORITHMS

Next, we present three novel algorithms that are run at the controller of a WLAN. Their basic idea is to add one or more links into the schedule whenever a link finishes subject to links meeting their SNR requirement. The second algorithm further considers whether adding a link reduces the overall completion time. The last algorithm also identifies the best data rate for each link when it is activated along with other active links.

A. ALGORITHM 1

Algorithm 1 aims to minimize simultaneous transmissions. We then have the same problem at

![Figure 5](image-url)

**FIGURE 5.** An example link schedule.
which contains links capable of half-duplex transmissions only. In lines 2-6, the function $\text{SNR}(l_i)$ calculates the SNR for each link $l_i$ in $L$; i.e., each link transmits by itself without interference. If the obtained SNR value is less or equal to a given threshold $\beta$, then $l_i$ cannot transmit concurrently with other links and it is added into the set $L_g$. Otherwise, the link $l_i$ will be added into the set $L_e$.

The goal of lines 8-18 is to add as many concurrent links as possible when a link finishes transmission. In line-9, the set $\Delta$ contains the end time of all links in $S$ sorted in increasing order. The $n$-th element of $\Delta$ is denoted as $\Delta(n)$. The set $S^\ast$ includes all active links in the time period $\Delta(n)$ to $\Delta(n + 1)$. Lines 11 to 17 iterate through links in $L_g$. The function $\text{Coexist}(S^\ast, l_i, \beta)$ determines whether the links in $S^\ast$ satisfy Definition 2 after adding the link $l_i \in L_g$ into $S^\ast$. If all links satisfy Definition 2, then $l_i$ can be added into the schedule $S$ and function $\text{Coexist}(S^\ast, l_i, \beta)$ returns true. Otherwise, the function returns false. If $\text{Coexist}(S^\ast, l_i, \beta)$ is true, the function $\text{AssignParams1}(l_i)$ gives the link $l_i$ a start time of $t_s(l_i) = \Delta(n)$. Then, $\text{AssignParams1}(l_i)$ determines the SINR value for link $l_i$ according to Equ. (3) and assigns link $l_i$ a data rate $R_i$ according to Table 1. $\text{AssignParams1}(l_i)$ also sets $t_f(l_i) = \frac{q_i}{R_i} + t_s(l_i)$ as the end time for link $l_i$; i.e., the end time of link $l_i$ is its start time plus the time required to transmit $q_i$ bits. This link is then added into the schedule $S$ (line-14). Finally, link $l_i$ is removed from $L_g$ and the while loop (lines 8 to 18) continues until $L_g$ becomes empty. Lastly, before returning the set of links in $L_g$, the function $\text{AssignParams2}(L_g)$ assigns a start and end time, and a data rate to each link in the set $L_g$. These links transmit one after another at the highest possible data rate.

We will now show how Algorithm 1 generates a schedule $S$ for the links shown in Figure 6. Clients $C_1$, $C_2$, and $C_3$ are connected to AP $A_1$, and clients $C_4$, $C_5$ and $C_6$ are connected to AP $A_2$. The dotted lines represent possible interference between clients. A thin dotted line means weak interference and a thick dotted line means strong interference. In this example, there are six links; namely $l_1(C_1, A_1)$, $l_2(C_2, A_1)$, $l_3(A_1, C_3)$, $l_4(A_2, C_4)$, $l_5(C_6, A_2)$, $l_6(A_2, C_5)$. To simplify our exposition, we assume that if a link suffers from weak interference, its current data rate does not change. On the other hand, if there is strong interference, its data rate drops by $\frac{2}{3}$.

Algorithm 1 will return the schedule shown in Figure 7. After the first iteration of the while loop (lines 8 to 18), the function $\text{Coexist}(S^\ast, l_i, \beta)$ determines that links $l_1$, $l_3$, $l_4$ and $l_5$ can transmit concurrently. Two full-duplex transmissions are formed by links $l_1$ and $l_3$, and also links $l_4$ and $l_5$. The function $\text{AssignParams1}(l_i)$ assigns a start and end time to these four links, as well as a suitable data rate based on their SINR. In this example, we assume the data rate remains the same as if the links transmit independently because we assume all clients and APs have perfect self-interference cancellation.

Then, the function $\text{Coexist}(S^\ast, l_i, \beta)$ determines whether links $l_2$ and $l_6$ can transmit concurrently. When client $C_2$ transmits, its signal at $A_1$ will not be interfered by the transmission from $A_2$. Therefore, link $l_2$ is able to retain its current data rate. Unfortunately, link $l_2$ will cause a strong interference towards link $l_6$ because the receiver of link $l_6$ is client $C_5$ which is close to the transmitter of link $l_2$. Assume the data rate drops to $1/3$ of the current data rate. Therefore, the function $\text{AssignParams1}(l_i)$ assigns link $l_2$ with the data rate that this link uses when it transmits by itself; i.e., no interference. Similarly the function $\text{AssignParams1}(l_i)$ assigns link $l_6$ with $\frac{1}{3}$ of the data rate that it would have used if it transmitted independently. However, the overall completion time $T^{\ast}_{c}$ is still smaller than when there are no concurrent transmissions, which ends at time $T_e$.

Algorithm 1 uses the lowest possible SINR threshold, meaning links transmit at the lowest data rate. In some case, their overall completion time may exceed the case where they transmit independently without interference. The next algorithm overcomes this weakness.

### B. Algorithm 2
Algorithm 2 has two major differences from Algorithm 1. Firstly, it selects the SINR threshold $\beta$ according to a base SNR value that corresponds to the case where all links transmit individually, meaning there is no interference. Secondly, it only allows multiple links to transmit concurrently if doing so reduces the overall completion time.
transmit individually. Thus, Algorithm 2 rejects not be reduced as compared to the case when link and simply lets link incur additional computation time; see Section IV-D. We have the overall completion time can reduce the number of concurrent transmissions when this can reduce the number of concurrent transmissions when link finishes its transmission. Finally, Algorithm 2 schedules link to transmit right after link transmits by itself. In the next iteration, links in are included into the schedule without concurrent transmissions that ends at time.

Line 2 of Algorithm 2 sets the concurrent transmission SINR threshold \( \beta \) to the average SNR value of all links in \( L \). This corresponds to all links transmitting individually, where there is no interference. Then, lines 3-7 construct two sets: \( L_b \) and \( L_g \). The set \( L_g \) comprises of all links that satisfy Definition 2. Otherwise, these links are included in the set \( L_b \). The while loop from lines 9 to 29 aim to find sets of type \( a_i \) and the corresponding completion time reduction, denoted as \( t^*_i \). Specifically, each \( a_i \) contains links that can be added into the schedule \( S \) at time \( t_0 \) without violating Definition 2.

The variable \( t^*_i \) represents how much the overall completion time can be reduced if all links in \( a_i \) transmit concurrently. The calculation is achieved by the function RecordTime\( (a_i) \). A larger \( t^*_i \) value means a higher reduction in completion time if all links \( l_i \in a_i \) are added into the schedule \( S \) at \( t_0 \) and transmit concurrently. Therefore, the function BestCandidate\( (A) \) returns the \( a_i \in A \) that yields the highest reduction in overall completion time. Let this set be the set \( a_0 \). The function AssignParams1\( (a_0) \) gives each link \( l_i \in a_0 \) a start time \( t_0(l_i) = t_0 \). Then, AssignParams1\( (a_0) \) determines the SINR value for each link \( l_i \in a_0 \) according to Eq. (3). Next, the function AssignParams2\( (a_0) \) gives each link \( l_i \in a_0 \) a suitable data rate \( R_i \) according to Table 1, as well as assigns \( t_e(l_i) = \frac{d_i}{R_i} + t_0(l_i) \) as the end time for each link. Finally, all links in \( a_0 \) are included into the schedule \( S \).

We will show how Algorithm 2 generates a schedule for the same example we used to illustrate Algorithm 1. Figure 8 shows that Algorithm 2 returns a different schedule. During the first iteration of its while loop, Algorithm 2 will find \( a_1 = \{l_1, l_3, l_5, l_9\} \) and the overall completion time can be reduced if all these links transmit concurrently. Thus, the result is the same as Algorithm 1. Then, in the second iteration, Algorithm 2 finds \( a_2 = \{l_2, l_6\} \). Links \( l_2 \) and \( l_6 \) can transmit concurrently but the overall completion time will not be reduced as compared to the case when link \( l_2 \) and \( l_6 \) transmit individually. Thus, Algorithm 2 rejects \( a_1 = \{l_2, l_6\} \) and simply lets link \( l_2 \) transmits by itself. In the next iteration, there is only link \( l_6 \). Thus, Algorithm 2 schedules link \( l_6 \) to transmit right after link \( l_2 \) finishes its transmission. Finally, we have the overall completion time \( T^S_{e 2} < T^S_{e 1} < T_e \).

Algorithm 2 selects a high SINR threshold, e.g., 12 dB. This situation occurs when links in \( L \) have a high SNR. To overcome this weakness, the next algorithm will iterate through all SINR thresholds recorded in Table 1 to determine whether there exists a data rate that reduces the overall completion time.

C. ALGORITHM 3

Algorithm 3 is a slightly modified version of Algorithm 2. There are only two differences as compared to Algorithm 2. Firstly, in lines 2-6, the links \( l_i \in L \) are divided into \( L_b \) and \( L_g \) by the minimum SNR requirement 4 dB. Secondly, Algorithm 3 greedily searches all transmission SINR thresholds value \( \beta \in \Omega \), where the set \( \Omega \) contains the SINR thresholds shown in Table 1. This is achieved by an additional loop.
outside the while loop from lines 13 to 24 in Algorithm 2. Thus, lines 14 to 24 of Algorithm-3 are carried out to find all tuples \((a_i, t^*_i)\) under different \(\beta_i\) values.

**Algorithm 3 Greedy Search**

**Data:** Unscheduled links set \(L\)

**Result:** Scheduled links set \(S\)

1. \(S = L_g = L_b = \emptyset;\)
2. for each link \(l_i \in L\) do
   3. if \(\text{SNR}(l_i) \leq 4 \text{ dB}\) then
      4. \(L_b \cup l_i;\)
   5. else
      6. \(L_g \cup l_i;\)
3. \(n = 0;\)
4. while \(L_g \neq \emptyset\) do
   5. \(\Delta = \{t_e(l_a), t_e(l_b), \ldots , t_e(l_m) \mid t_e(l_a) < t_e(l_b) < \ldots < t_e(l_m), l_a, l_b, \ldots , l_m \in S\};\)
   6. \(S^* = \{l_i \mid \Delta(n) \leq t_e(l_i) \leq \Delta(n+1) \vee \Delta(n) \leq t_e(l_i) \leq \Delta(n+1), l_i \in S\};\)
   7. \(L^*_g = L_g;\)
   8. \(A = \emptyset;\)
   9. for each \(\beta_i \in \Omega\) do
      10. while \(L^*_g \neq \emptyset\) do
         11. \(a_i = \emptyset;\)
         12. \(t^*_i = 0;\)
         13. for each link \(l_i \in L^*_g\) do
            14. \(\text{if } \text{CoExist}(S^*, l_i, \beta) = \text{true} \)
            15. \(L^*_g \setminus l_i;\)
            16. \(\text{else}\)
               17. \(\text{continue;}\)
            18. \(t^*_i = \text{RecordTime}(a_i);\)
            19. \(A \cup (a_i, t^*_i);\)
         20. \(a_b = \text{BestCandidate}(A);\)
         21. \(\text{AssignParams1}(a_b);\)
      22. \(S \cup a_b;\)
      23. \(L_g \setminus a_b;\)
      24. \(n = n + 1;\)
25. return \(S \cup \text{AssignParams2}(L_b);\)

We remark that Algorithm 3 will give the same schedule for the example used to illustrate Algorithm 1 and 2. However, it incurs a higher computation time because it needs to search through all possible SINR thresholds. For more complex scenarios, see Section VI, Algorithm 3 is able to find a better result as compared to both Algorithm 1 and 2.

**D. ANALYSIS**

The propositions to follow concern the properties of our proposed algorithms.

**Proposition 1:** The run time complexity of Algorithm 1 is \(O(|AP||L|^2)\).

**Proof:** Lines 2 to 6 have complexity \(O(|L|)\) because they check each link in \(L\). Note that function \(\text{SNR()}\) has \(O(1)\) time complexity. The worst case for Algorithm 1 is when all links in \(L\) are included into the set \(L_g\), i.e., \(|L_b| = 0\), and when each iteration of the while loop (lines 8 to 18) only adds one link into the schedule. In iteration \(m + 1\), schedule \(S\) contains \(m\) links, for \(m = 1, 2, \ldots , |L| - 1\). Thus, line 9 and 10 will both have a complexity of \(O(m)\) because they search through every link in \(S\), or in total, over all iterations of the while loop, the two lines require \((1 + 2 + \cdots + |L| - 1)\) searches, or \(O(|L|^2)\). In iteration \(m + 1\) of the while loop (lines 8 to 18), the for loop (lines 11 to 18) has \(|L| - m\) iterations.

Function \(\text{CoExist()}\) has complexity \(O(|AP|)\) because \(S^*\) must contain 2 \(|AP| - 1\) links in the worst case in order to obtain schedule \(S\). Function \(\text{AssignParams1()}\) as well as lines 14 and 15 each has a complexity of \(O(1)\). Thus, lines 11 to 17 in total, over all iterations of the while loop, are iterated \(O(|L| - 1 + |L| - 2 + \cdots + 1)\) times. Since each iteration of the for loop takes \(O(|AP|)\), the complexity of lines 11 to 17 is \(O(|AP| |L|^2)\). Finally, the overall complexity for Algorithm 1 is \(O(|L|^2 + |L|^2 + |AP||L|^2) = O(|AP| |L|^2)\). Note that function \(\text{AssignParams2()}\) has complexity \(O(|L_b|)\), and for this case, i.e., \(|L_b| = 0\), the function takes \(O(1)\).

**Proposition 2:** The run time complexity of Algorithm-2 is \(O(|AP||L|^3)\).

**Proof:** Line 2 as well as lines 3 to 7 have a time complexity of \(O(|L|)\). The worst case time for Algorithm 2 is when all links in \(L\) belong to set \(L_g\), i.e., \(|L_b| = 0\) and each iteration of the while loop (lines 9 to 29) inserts only one link into the schedule \(S\). The while loop (lines 9 to 29) has \(|L|\) iterations, and after iteration \(m\), for \(m = 1, 2, \ldots , |L| - 1\), the schedule \(S\) contains \(m\) links. Thus, lines 10 and 11 each takes \(O(m)\) to search \(S\), or in total, each line takes \(O(|L|^2)\). Further, the while loop (lines 14 to 24) iterates for \(|L| - m\) times, and in each iteration, the for loop (lines 17 to 22) also has \(|L| - m\) iterations. Similar to Algorithm 1, function \(\text{CoExist()}\) has a complexity of \(O(|AP|)\), and lines 19 and 20 both have complexity \(O(1)\). Thus, the for loop (lines 17 to 22) takes \(O(|AP| |L|^2)\) time for each iteration of the while loop (lines 14 to 24) or in total, over all iterations of the while loop in lines 9 to 29, has \(O(|AP| |L|^3)\) time complexity. Function \(\text{RecordTime()}\) has complexity \(O(1)\) because \(a_i\) contains only one link in the worst case for obtaining a schedule, and line 24 has complexity \(O(1)\). Function \(\text{BestCandidate()}\) has complexity \(O(|L| - m)\) because set \(A\) contains \((|L| - m) |a_i|\) links and each \(a_i\) contains only one link. As in Algorithm 1, function \(\text{AssignParams1()}\) and \(\text{AssignParams2()}\) for this case each has time complexity \(O(1)\). The remaining lines have complexity \(O(1)\). Finally, Algorithm 2 has complexity \(O(|L|^2 + |AP||L|^3 + |L|^2) = O(|AP||L|^3)\).

**Proposition 3:** The run time complexity of Algorithms 3 is \(O(|AP| + (\Omega)|L|^3)\).

**Proof:** Algorithm 3 is a modified version of Algorithm 2. The only difference is that Algorithm 3 searches through all \(\Omega\) SINR thresholds instead of using only a single SINR threshold. This means the for loop from lines 13 to 24
forces the secondary while loop from lines 14 to 24 to execute at most |Ω| times. The remaining lines are exactly the same as Algorithm 2. Thus, the run time complexity of Algorithm 3 is $O(L^2 + (|AP| + |\Omega|)|L^2|) = O((|AP| + |\Omega|)|L^3|)$.

**Proposition 4:** All algorithms produce a schedule that ensures all links satisfy their SINR threshold.

**Proof:** In each algorithm, the function $\text{Coexist}(S^*, l_i, \beta)$ determines whether a link $l_i$ can be added into the schedule $S$ when an active link $l_w$ completes its transmission. The subset $S^*$ contains all links that are activated at $l_w$, which is the end time of $l_w$. When $\text{Coexist}(S^*, l_i, \beta)$ returns true, all links in $S^*$ and link $l_i$ have an affectedness $A(l_i, S^*)$ that is less than one. According to Definition 2, all links in $S^*$ and link $l_i$ are able to transmit concurrently. In addition, according to Equ. (6), all links must meet their SINR threshold, i.e., $\text{SINR}_i > \beta$, when function $\text{Coexist}(S^*, l_i, \beta)$ returns true because,

$$\frac{P_{vv}}{\sum_{w \in L(i)} P_{vw} + N_o} = \text{SINR}_i = \frac{\beta}{A(l_i, S^*)} \quad (6)$$

The value of $\beta$ is always larger or equal to 4 dB, which is the minimum requirement for links to coexist. The affectedness $A(l_i, S^*)$ must be less than one because the function $\text{Coexist}(S^*, l_i, \beta)$ returned true. Therefore, the condition $\text{SINR}_i = \frac{\beta}{A(l_i, S^*)} > \beta$ is true. Thus, all links in the schedule are able to successfully transmit because they must have a SINR value that is at least 4 dB.

The last proposition outlines a key relationship between the time gained from scheduling concurrent transmissions and the time loss due to the increased in transmission time resulting from higher interference.

Let $\tau_i$ denote the transmission time when link $i$ transmits by itself; i.e., this is the transmission time corresponding to the data rate used when there is no interference. Let Scheduler-0 returns a schedule where links transmit one after another by themselves. We write $T^0_m$ as the completion time of $m$ links as computed by Scheduler-0. Next, consider an arbitrary scheduler referred to as Scheduler-z that schedules the same $m$ links. Let the completion time of these $m$ links be $T^z_m$. Consider the scenario where Scheduler-z activates link $i$ concurrently with $m - 1$ links. We term $T^z_m$ as the saved time. That is, the completion time $T^z_m$ is now potentially $\tau_i$ shorter with respect to $T^0_m$. As an example, consider two links with transmission time $\tau_1$ and $\tau_2$. For simplicity, assume $\tau_1 = \tau_2$. Using Scheduler-0, we have $T^0_2 = \tau_1 + \tau_2$. However, if both links are scheduled concurrently, then the completion time is $\tau_1$. In other words, we have saved $\tau_2$ time. Equivalently, we have reduced $T^0_2$ by $\tau_2$ time. Let $S^+_{m}$ be the total saved time when $m$ links have been added into the schedule. For example, if there are three links with transmission time $\tau_1 > \tau_2 > \tau_3$, and we schedule link-2 and link-3 to transmit concurrently with link-1, then we have $S^+_{3} = \tau_1 + \tau_2 + \tau_3$.

Let $\phi_i \geq 1$ be a multiplicative factor that indicates the increased in transmission time when a link is scheduled with another link. As an example, consider two links that are scheduled together and also interfere with each other. Then we may have $\phi_i = 1.1$, where $\phi_i \tau_i$ means the transmission time has increased by 10%. Equivalently, $(\phi_i - 1)\tau_i$ is the extra transmission time incurred due to a lower data rate being used to combat the increased interference. We define $S^+_{m}$ as the sum increased in transmission time after $m$ links have been added into the schedule. Let $S$ be a schedule with $m$ links. Formally, we have,

$$S^+_{m} = \sum_{i \in S}(\phi_i - 1)\tau_i \quad (7)$$

We then have the following proposition.

**Proposition 5:** Assume Scheduler-0 and Scheduler-z select $m$ links in the following order: $l_1, l_2, \ldots, l_m$. If Scheduler-z ensures $S^+_{m} \geq S^{-}_{m}$, then we have $T^z_m \leq T^0_m$.

**Proof:** Initially, the schedule $S$ of both schedulers only contains $l_1$. Hence, the inequality $T^z_1 \leq T^0_1$ is true, where $S^+_{1} = S^{-}_{1} = 0$. Assume $S^+_{m-1} \geq S^{-}_{m-1}$ when Scheduler-z picks $l_m$. There are three cases to consider. Case-1: link $l_m$ can co-exist with the links in $S$ and the data rate of all links remains the same. Hence, we have $T^z_m < T^0_m$ because some links are scheduled concurrently with other links. Note, in this case, $S^+_{m} = S^+_{m-1} + \tau_m$ and $S^{-}_{m} = 0$. Case-2: links in $S$ and $l_m$ cannot co-exist with one another due to strong interference. Hence, link $l_m$ must be scheduled to transmit independently. In this case, the inequality $T^z_m \leq T^0_m$ holds as there is no gain in saved time and scheduled links have the same data rate, meaning $S^+_{m} = S^+_{m-1}$ and $S^{-}_{m} = S^{-}_{m-1}$. Case-3: in this case, all links in $S$ suffer increased weak interference, meaning $\phi_i \geq 1$ for all $i \in S \cup l_m$. If $S^+_{m} - S^{-}_{m} < 0$, then adding link $l_m$ results in a total increase in transmission time that exceeds the saved time. Equivalently, the resulting schedule will exceed the one computed by Scheduler-0. So we must have $S^+_{m} - S^{-}_{m} \geq 0$. This implies $T^z_m \leq T^0_m$, as desired.

**V. EVALUATION**

Our evaluation methodology is to determine factors that influence the transmission completion time. In particular, our concerns are not protocol behaviours or channel errors. To this end, we have implemented all three algorithms in C#. All APs and clients are randomly placed on a square area of size 2500 m². Each AP and client pair consists of an up and down link. We initialize each link with a random amount of data drawn from a Gaussian distribution with a mean of 15 and variance of five at each iteration of our simulations. The unit of data length is MBytes. The input link set $L$ contains all links sorted in an ascending order based on their data length.

We study the impact of the following parameters:

1) **Node density.** This is the ratio between the number of APs and the number of clients, denoted as $\frac{|C|}{|AP|}$, which ranges from one to 15 with an interval of one.

2) **Transmission power.** We study transmission power ranging from 1 to 25 mW with an interval of 1 mW.

3) **SINR threshold $\beta$.** The value of $\beta$ is chosen from Algorithm 1 because Algorithm 2 and 3 choose a SINR threshold $\beta$ automatically.
To benchmark our algorithms, we also created a reference algorithm, labelled as Algorithm-SDT, that models the algorithms in [23]–[25] and [26] where links are scheduled on a slot-by-slot basis. Moreover, no new links are added when a link completes its transmission. Links have the same start time. Also, these links have the same data rate. In the first two experiments, Algorithm-SDT uses a SINR threshold of $\beta = 4$ dB, meaning it is the lowest possible data rate. In the experiment reported in Section VI-C, Algorithm-SDT assigns the highest possible data rate from Table 1 that allows them to transmit simultaneously given the interference from other active links.

In the sequel, for each network topology $k$, for the schedule where links transmit one after another, its completion time is denoted as $T_{ck}$. On the other hand, for a given schedule $S_i$ computed by Algorithm $i$, where $i = \{1, 2, 3, SDT\}$, its completion time is denoted by $T_{Si}$. In all our experiments, we collect the following metrics:

1) Average completion time reduction ($\Delta$). That is,

$$\Delta = \frac{1}{N} \sum_{k=1}^{N} \left(1 - \frac{T_{Si}}{T_{ck}}\right)$$

The integer $N$ is the number of tested network topologies. We set $N = 10000$.

2) Maximum completion time reduction ($\Delta^+$). This is the maximum reduction time over all tested network topologies. It is defined as

$$\Delta^+ = \max \left(1 - \frac{T_{Si}}{T_{c}}\right)$$

3) Minimum completion time reduction ($\Delta^-$). This is the minimum reduction in completion time over all tested topologies. Specifically,

$$\Delta^- = \min \left(1 - \frac{T_{Si}}{T_{c}}\right)$$

4) Average computation time. We record the running time of Algorithms 1 to 3 on an Intel i7-6700 and 16 GB RAM.

VI. RESULTS
We now present results from our experiments in scenarios with different node densities, transmission power levels, and SINR thresholds.

A. NODE DENSITY
We set the number of APs to five. The transmission range is set to 15 meters. The SINR threshold for Algorithm 1 and Algorithm-SDT is 4 dB. In Figure 9 and 10, we observe that both $\Delta$ and $\Delta^+$ decrease when the node density increases. The reason is that our algorithms schedule multiple links to transmit concurrently. However, the maximum number of concurrent transmissions is bounded by the number of APs because each AP can only support one up and one down link at a time. In addition, the total number of links increases with node density. Therefore, the quantities $\Delta$ and $\Delta^+$ can only decrease with node density given the higher interference experienced by links.

Algorithm 3 achieved the best $\Delta$, $\Delta^+$ and $\Delta^-$ value; see Figures 9, 10 and 11. The $\Delta$ value of Algorithm 3 is about 33% initially and reduces to about 28% when the node density is larger than five. The maximum reduction in completion time, i.e., $\Delta^+$, of Algorithm 3 is about 51% initially and reduces to about 38% with increasing node density. The $\Delta^-$ value of Algorithm 3 fluctuates between 0.0006% and 16%. We see that Algorithm 3 has better performance than Algorithm 1 because it greedily searches through all SINR values. Algorithm 3 also only allows concurrent transmissions if the completion time of links is no longer than when they transmit one by one. Thus, we observe that the $\Delta^-$ value of Algorithm 3 does not contain any value below zero.
We remark that the fluctuations seen in Figure 10 and 11 are due to the use of arbitrary network topologies, which give rise to non-trivial interference relationships between links. As our experiments are conducted over 1000 arbitrary topologies, links may be placed far apart, meaning they do not interfere with one another significantly. Consequently, their high SINR allows them to use a high data rate. As a result, they complete their transmission quickly. On the other hand, links could be placed very closely together. Hence, they may interfere with each other significantly which means their data rate is likely to be low and they require a longer completion time.

Algorithm 1 achieves the second best average reduction in completion time or $\Delta$ value; it is about 29% initially and reduces to about 25% after the node density reaches five. Algorithm 1 has a worse $\Delta^+$ than Algorithm 3. The maximum reduction, i.e., $\Delta^+$, of Algorithm 1 is 49% initially and about 2.5% lower than Algorithm 3 when the node density is eleven. The reason is that Algorithm-1 uses the lowest SINR value in Table 1. Thus, Algorithm 1 schedules more concurrent links, which has a positive impact on both $\Delta$ and $\Delta^+$. However, as Algorithm 1 allows links to transmit concurrently, doing so may cause a reduction in the data rate of some links. Therefore, the $\Delta^-$ value of Algorithm 1 is $-8\%$ when the node density is eight. We note that when using Algorithm-1, links scheduled to transmit together may experience significant interference. If their data rate is low, then the completion may be longer than the schedule where links transmit one by one and at the highest possible data rate. The maximum $\Delta^-$ value is 3%, which is thirteen percentage points lower than Algorithm 3.

Algorithm-SDT achieved the third best $\Delta$ when the node density is less than eight; its $\Delta$ value is 29% initially and reduces to 15% when the node density is fifteen. Algorithm-SDT achieved nearly identical $\Delta^+$ as Algorithm 1, which recorded a reduction of 48% initially and reduces to about 36% when the node density is fifteen. The reason why Algorithm-SDT has worse performance in terms of $\Delta$ as compared to Algorithm 1 is because Algorithm-SDT assigns the same data rate and activation time to links belonging to the same subset. A link may have a high SINR but it is assigned a low data rate because other links in the subset have a low SINR. A link may also have to remain active longer than needed because other links in the same subset have not finished transmission. Both scenarios have a negative effect on reducing the overall transmission completion time. Thus, Algorithm-SDT performs worse than Algorithm 1 in terms of $\Delta$. The same reason also causes Algorithm-SDT to have multiple $\Delta^-$ with negative values; i.e., their completion time is worse than the case where links transmit on their own. However, links can also have a similar SINR value and data rate in each subset because their parameters are generated randomly. In this situation, Algorithm-SDT can have a similar or even the same performance as Algorithm 1.

Algorithm 2 has the worst $\Delta$ when the node density is less than seven, which is 24% initially and reduces to 17% when the node density is seven. The reason is that Algorithm 2 uses the average SNR value of links in $L$ as the SINR threshold $\beta$. The SINR threshold $\beta$ chosen by Algorithm 2 will be higher than Algorithm 1 and Algorithm-SDT because they use the lowest SINR value in Table 1. Thus, Algorithm 2 allows fewer links to transmit concurrently as compared to other algorithms; this fact causes Algorithm 2 to have a longer completion time. However, the performance of Algorithm 2 is better than Algorithm-SDT in terms of $\Delta$ when the node density is larger than seven. The reason is that Algorithm-SDT may assign a link with a lower data rate than the one it can support because of other links with a low SINR in the same subset. A link may also need to have the same activation time as these links. These factors cause the overall completion time to increase and their impact becomes more pronounced with higher node densities due to the increased interference. Therefore, the performance of Algorithm-SDT is lower than Algorithm 2 when the node density reaches a high value, e.g., ten. In addition, Algorithm 2 allows concurrent transmissions when doing so reduces the overall transmission completion. Thus, we do not observe any negative $\Delta^-$ value for Algorithm 2. The $\Delta^-$ of Algorithm 2 fluctuates between 0.001% to 8%.

With increasing node density, from Figure 12, we observe that Algorithm 1 has a faster run time than others at approximately 0.02 ms initially and increases to 12 ms when the node density is fifteen. The reason is that it has the lowest run time complexity of $O(|AP||L|^2)$. Algorithm-2 has higher run time complexity and thus its run time increases faster than Algorithm-1. The run time of Algorithm-2 is about 0.11 ms initially and increases to about 40 ms when the node density is fifteen. The reason is because Algorithm-2 has a higher run time complexity of $O(|AP||L|^3)$. Algorithm-3 has the worst run time complexity, i.e., $O((|AP| + |S|)|L|^3)$, where its run time is recorded to be at 0.10 ms initially but increases.

![FIGURE 11. Minimum completion time reduction versus node density.](image-url)
to 256 ms when the node density is fifteen. These results confirm our theoretical analysis in Section IV-D.

B. TRANSMISSION POWER

In this experiment we study the impact of different transmission powers. We vary the transmission power from 1 to 25 mW, with an interval of 1 mW. There are five APs and 25 clients. The SINR threshold for Algorithm-1 and Algorithm-SDT is 4 dB.

From Figure 13, 14 and 15, we observe that the $\Delta$ and $\Delta^+$ value of all algorithms have the same trend. The reason is that a higher transmission power means clients experience a stronger received signal. Consequently, all links are able to use a higher data rate. However, when the transmission power continues to increase, the interference between links also increases. Therefore, the value of $\Delta$ and $\Delta^+$ has a decreasing trend after 2mW. The $\Delta$ of Algorithm 1, Algorithm 2, Algorithm 3, and Algorithm-SDT starts from 25%, 17%, 28% and 19%, respectively. After that, all algorithms experience a significant jump in their $\Delta$ value. In particular, the $\Delta$ value of Algorithm-1, Algorithm-2, Algorithm-3 and Algorithm-SDT reaches 45%, 39%, 47% and 41%, respectively.

In Figure 14, we observe that the $\Delta^+$ value of Algorithm-1, Algorithm-2, Algorithm-3 and Algorithm-SDT starts from 43%, 43%, 40% and 43%, respectively. Then, the $\Delta^+$ value of Algorithm-1, Algorithm-2, Algorithm-3 and Algorithm-SDT respectively reaches 61%, 62%, 66% and 56% when the transmission power increased to 2 mW. After that, the $\Delta^+$ of all algorithms has a decreasing trend.

From Figure 15, we can observe that the $\Delta^-$ value of all tested algorithms starts from $-23\%$, $0.06\%$, $13\%$ and $-29\%$, respectively. Then, the $\Delta^-$ value of Algorithm 1, Algorithm 2, Algorithm 3 and Algorithm-SDT increases to $26\%$, $15\%$, $30\%$ and $26\%$, thanks to the increased in transmission power. The $\Delta^-$ value of Algorithm 2 is the worst among all algorithms. The reason is because Algorithm 2
uses the average SNR value of links as the SINR threshold. When the transmission power is high, the threshold chosen by Algorithm 2 can be high, which leads to fewer links being scheduled concurrently. This explains why Algorithm 2 has the worst performance.

### C. SINR THRESHOLD $\beta$

In this experiment, we study the impact of different SINR thresholds $\beta$ on completion time reduction. The number of APs is five and the number of clients is 25. The transmission power is 10 mW. We only study Algorithm 1 and Algorithm-SDT because the other two algorithms choose a SINR threshold by themselves. From Figure 16, we observe that the $\Delta$ value of Algorithm-1 is about 26% initially. The $\Delta$ value of Algorithm-SDT is about five percentage points lower than that of Algorithm 1. The $\Delta$ value of both algorithms decreases with the SINR threshold $\beta$. The difference in $\Delta$ value between Algorithm 1 and Algorithm-SDT also decreases. When the SINR threshold reaches 10 dB, the $\Delta$ value of both algorithms is the same, which is about 7.5%. The $\Delta$ value of both algorithm reduces to only 5% when the SINR threshold $\beta$ is 12 dB. From Figure 17, we also observe a similar situation in terms of the $\Delta^+$ value of Algorithm 1 and Algorithm-SDT. The $\Delta^+$ value of Algorithm 1 is about 47% and the $\Delta^+$ of Algorithm-SDT is about five percentage points lower. The $\Delta^+$ of both algorithm reduces with SINR threshold $\beta$. When $\beta$ is 12 dB, both algorithms have a $\Delta^+$ value of 10%. The reason is that when the SINR threshold $\beta$ increases, fewer links will be chosen to transmit concurrently due to higher interference. Algorithm 1 and Algorithm-SDT will only allow a small number of links to concurrently transmit when $\beta$ is high, e.g., 12 dB. Therefore, the performance of both algorithms decreases. The value of $\Delta^+$ also reduces to $\Delta$ because only a few links are allowed to transmit concurrently. However, the SINR threshold $\beta$ has no impact on the minimum number of concurrently transmitting links.

In Figure 18, the $\Delta^-$ of Algorithm 1 fluctuates between 2% to 8%. The $\Delta^-$ value of Algorithm-SDT fluctuates between $-11\%$ to 5%. When the SINR threshold $\beta$ is high, e.g., 10 dB, both algorithms only can find a small number of links that can transmit concurrently. Thus, the schedule obtained by both algorithms is similar to each other. The difference in $\Delta^-$ value between Algorithm 1 and Algorithm-SDT also decreases.

### VII. CONCLUSION

This paper has addressed an important problem in dense WLANs comprising of APs equipped with an IBFD radio: deriving a schedule that allows nodes to complete the transmission of a given set of packets in minimum time. We propose three novel algorithms to maximize the number of concurrent transmissions and also to determine the best data rate for use by each transmitting link. Our results indicate that the proposed algorithms are able to reduce completion time by up to 68%. Moreover, the results show that our algorithms are superior to prior algorithms that schedule links on a
slot-by-slot basis. A key future work is to design distributed algorithms that allow APs to complete their transmissions without the help of a controller. Another immediate work is to consider random channel gains, which affect the level of interference over time.
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