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Abstract
This paper explores the academic integrity considerations of students’ use of Artificial Intelligence (AI) tools using Large Language Models (LLMs) such as ChatGPT in formal assessments. We examine the evolution of these tools, and highlight the potential ways that LLMs can support in the education of students in digital writing and beyond, including the teaching of writing and composition, the possibilities of co-creation between humans and AI, supporting EFL learners, and improving Automated Writing Evaluations (AWE). We describe and demonstrate the potential that these tools have in creating original, coherent text that can avoid detection by existing technological methods of detection and trained academic staff alike, demonstrating a major academic integrity concern related to the use of these tools by students. Analysing the various issues related to academic integrity that LLMs raise for both Higher Education Institutions (HEIs) and students, we conclude that it is not the student use of any AI tools that defines whether plagiarism or a breach of academic integrity has occurred, but whether any use is made clear by the student. Deciding whether any particular use of LLMs by students can be defined as academic misconduct is determined by the academic integrity policies of any given HEI, which must be updated to consider how these tools will be used in future educational environments.

Practitioner Notes
1. Students now have easy access to advanced Artificial Intelligence based tools such as ChatGPT. These tools use Large Language Models (LLMs) and can be used to create original written content that students may use in their assessments.
2. These tools can be accessed using commercial services built on this software, often targeted to students as a means of ‘assisting’ students with assessments.
3. The output created by these LLMs is coherent enough for it not to be detected by academic staff members, or traditional text-matching software used to detect plagiarism, but falsified references may hint at their use if unchanged by students.
4. The use of these tools may not necessarily be considered as plagiarism if students are transparent in how they have been used in any submission, however it may be a breach of academic integrity policies of any given Higher Education Institution (HEI).
5. There are legitimate uses of these tools in supporting the education of students, meaning HEIs must carefully consider how policies dealing with student use of this software are created.
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Introduction

During the COVID-19 pandemic Higher Education Institutions (HEIs) institutions worldwide were forced to rapidly alter the delivery and assessment of programmes traditionally taught and assessed in-person, as international restrictions on movement and gatherings prevented programmes from being delivered as planned (Kaqinari et al., 2021). This rapid transition to online learning meant that students were faced with entirely new assessment situations, and ever-changing regulations both from HEIs, and from their respective governments. At the same time, HEIs were being faced with the challenge of attempting to maintain academic integrity to assure the quality and standards of their degrees (Clarke et al., 2022; Rapanta et al., 2021) while using alternative, and often novel, modes of assessment.

Although online learning does not necessarily equate to higher amounts of academic misconduct occurring amongst students (Grijalva et al., 2006; Stuber-McEwen et al., 2009) online assessment has been shown to be associated with increased risks to academic integrity (Miller & Young-Jones, 2012; St-Onge et al., 2022), as well as more cases of academic dishonesty occurring (Clarke et al., 2022; Lanier, 2006; Watson & Sottile, 2010). The particular situation of the pandemic has also resulted in a unique set of circumstances which has been demonstrated to lead to both an increase in detected cases of AD (Henderson et al., 2022; Jenkins et al., 2022; Lancaster & Cotarlan, 2021), as well as increases in student or academic staff perceptions of AD (Amzalag et al., 2021; Reedy et al., 2021; Walsh et al., 2021) occurring.

During the period of the pandemic, research has shown that students sought out and adapted to new technologies (Vargo et al., 2021) as they were faced with large scale disruptions to their educational experience. As we emerge into a post-pandemic situation of learning, writing, and assessment, the availability of new digital tools is increasing the options that students have available to them in supporting assessments involving digital writing. This paper will explore one of these still-developing technologies that can enable new opportunities in digital writing, but also raises significant concerns related to academic integrity: Artificial Intelligence (AI) tools using Large Language Models (LLMs).

This paper delves into the evolution of AI based digital tools and the emergence of LLMs and discusses several key areas to better understand LLMs, the key ethical concerns related to them, and the future of their use in digital writing and beyond. Firstly, we describe and demonstrate the potential that these tools have in creating original, coherent text that can avoid traditional methods of detection by text-matching software. Secondly, we evaluate whether the use of LLM based tools to support students in writing assignments can be considered as plagiarism, academic misconduct, or a breach of academic integrity. Thirdly, we identify the potential these tools have for supporting the education of students, and whether academic staff can detect any such use of...
these tools. We end with a discussion on how academic integrity policies of HEIs must be updated to include the recognition of these tools.

By exploring these areas, we contribute to the literature by increasing the awareness amongst practitioners of an emerging technological tool which may be used by students to evade traditional methods of detecting breaches of academic integrity. We also identify key considerations for HEIs as they begin to consider how their academic integrity policies may need to be adjusted to account for the emergence and use of these tools by students, and highlight specific areas which may need to be considered. By determining where boundaries may lie in relation to academic integrity, academic misconduct, and plagiarism, we support HEIs in the broader development of their academic integrity policies. Therefore, clarifying how student use of these digital tools may be considered either an acceptable usage of a potentially paradigm shifting educational tool, or an academic integrity violation.

Literature

The evolution of AI powered digital writing tools

Students have used digital writing tools to aid them in their assessments since their rise to prominence in the 1980s (Palmquist, 2003), with the development of style and grammar analysis software integrated into word processor technology. These tools have seen a long history of evolution and change, and students believe that these tools are able to support them in improving their writing output (Nobles & Paganucci, 2015). Although digital writing has long been used in HEIs (Kozma, 1991), new technologies mean that there is a constant need to evaluate which tools are available to students, and provide clear guidelines on how these may be used.

Apart from the spelling, grammar, and style checkers built into word processing software, tools have emerged which are designed to go beyond the basics of pointing out more basic errors in composition and provide additional guidance to students on improving their writing. For example, Digital Writing Assistants (DWAs) such as Grammarly, WordTune and Perusall, use Artificial Intelligence (AI) to improve student writing (Fitria, 2021), and are perceived by students to be helpful tools in improving their work (Cavaleri & Dianati, 2016; O'Neill & Russell, 2019). These tools have also demonstrated a particular ability to support English as a Foreign Language (EFL) writers in improving their skills at expressing ideas in written English (Gayed et al., 2022; Nazari et al., 2021; Zhao, 2022), but it is vital that these EFL learners are supported in knowing how to use these responsibly so that they do not accidentally breach any academic integrity policies.

Another category of AI based software tools which have been used by students to support them with their writing are those of Automated Paraphrasing Tools (APTs). APTs are applications which use machine translation in order to transform one text into another (Rogerson & McCarthy, 2017). These tools were initially developed in order to support commercial enterprises in search engine optimisation (Q. Zhang et al., 2014) but have been adapted into tools that can be used to support students in the paraphrasing of text. Although the developers behind these tools may make claims that paraphrasing using these tools may not constitute plagiarism (QuillBot, n.d.-b), and technically discourage students from using these tools without correct citation of where original text was taken from (QuillBot, n.d.-a), these claims are disingenuous, given the wide variety of policies that may be in place by various HEIs related to what constitutes AD and plagiarism (Sun,
2013). Passing the burden of paraphrasing text to a digital tool and adjusting the output to enhance readability and reduce the likelihood that any original text will be spotted by text-matching software is considered to be a case of academic dishonesty and an example of paraphrasing plagiarism (Roe & Perkins, 2022).

Legitimate uses of this software can be again demonstrated in EFL education, where these tools can support students being taught the skill of correct paraphrase (Chen et al., 2015; Park & Yang, 2020; Zhao, 2022). However, it is clear from other reports that students do use these APTs for academically dishonest purposes (Dinneen, 2021), even if this may be unintentional (Prentice & Kinden, 2018). Spotting whether students have used APTs in their work can potentially be identified through the ‘word-salad’ that these tools may produce as an output (Rogerson & McCarthy, 2017), or through technological detection methods which aim to identify machine translated text (Wahle, Ruas, Foltýnek, et al., 2022; Q. Zhang et al., 2014), but this remains an emerging challenge, especially as we consider the next evolution of digital writing tools available to students: LLMs.

The emergence of Large Language Models

Tools using Artificial Intelligence (AI) to support in the creation of original text have emerged in recent years, in the form of Large Language Models (LLMs) which are able to develop significant amounts of brand-new text based on short input requests. This contrasts with the APT and DWA tools described above, which focus primarily on the manipulation of existing text—paraphrasing, suggesting alterations to text, or providing predictions for sentence completion. These models, trained on broad data sets are also referred to as foundation models (Bommasani et al., 2022).

These tools started to achieve prominence from 2017 with the emergence of a range of transformer based machine learning models which allow for improved performance on language based tasks when compared to previous machine learning techniques (Vaswani et al., 2017). Of particular note are the BERT transformer developed by Google in 2018, and the subsequent releases of the Generative Pre-trained Transformer 2 (GPT-2) by OpenAI in November 2019, and the Generative Pre-trained Transformer 3 (GPT-3) in June 2020 (Dale, 2021). These LLMs have received significant attention in popular media (Dale, 2021), including multiple reports of the eventual publication of Alarie and Cockfield’s (2021) journal paper which was generated entirely by GPT-3. There has also been increasing awareness of these tools and how they relate to the future of academic and scientific work as demonstrated by the publication in Nature of an overview of the advances in this area (Hutson, 2022). The broad release to the public in November 2022 of ChatGPT by OpenAI marked a significant increase in the ability of the underlying software to create new text using further refined models (GPT-3.5), coupled with a markedly improved user interface (OpenAI, 2022). This release has led to an increased public dialogue on how LLMs may impact academic integrity, with multiple opinion pieces written on this topic (see for example Marche (2022) and Hern (2022)), as well as achieving more than 1 million users within five days of launch (Brockman, 2022).

Integration of LLMs into commercial services

Although LLMs can be accessed directly, there is a relatively steep learning curve in understanding how to use the software, and some of the more advanced LLMs such as GPT-3 are currently limited to certain geographic areas and require extensive sign-up procedures.
Because of this, an alternative method that students may use to access the LLMs is through commercial entities who use an Application Programming Interface (API) to connect to the LLMs. These services are targeted at different groups of customers including copywriters, marketers and students and allow user-friendly access to the LLMs. Many of these tools integrate features of DWAs and APTs, and market the product package together as one ‘writing support tool’ or similar, available as both free and paid for versions.

This inclusion of LLMs into DWAs adds to the potential confusion for students as to whether the use of these tools would be considered legitimate. A subset of these tools is marketed specifically to students to support in the development of full length-assessments, which also include options to generate citations alongside the work. These entities are referred to as Automatic Article Generators (AAGs) by Abd-Elaal et al. (2022), and are an additional method for students to use the underlying LLMs on which they are based. Multiple lists exist online which compare these services against each other, with several of these appearing to be sponsored by some of the services themselves.

Examples

As an example of the fluency of the output that can be created using these tools, the two paragraphs of the section above titled: ‘The emergence of Large Language Models’ were used as an input to ChatGPT. The prompt to the model was: ‘Continue the following text by writing approximately 300 words explaining what ChatGPT is capable of, including examples of how it can be used by different users, with a focus on education. Write in a formal academic style, using in text citations in APA7 style. Provide all references’ The unedited output from this prompt was:

‘ChatGPT-3 is a chatbot that is powered by the GPT-3 language model developed by OpenAI. It is a large language model that is trained on a broad dataset and is capable of generating human-like text based on short input requests. The GPT-3 model is trained using transformer-based machine learning techniques, which have been shown to outperform previous machine learning techniques on language-based tasks (Vaswani et al., 2017).

One of the main capabilities of ChatGPT-3 is its ability to generate new text based on short input requests. This means that it can be used to create original content, such as articles, blog posts, and even entire papers. This has significant potential for education, as it could be used to assist students in the writing process, or even to generate complete papers for assignments.

There are a number of potential ways in which ChatGPT-3 could be used in education. For example, it could be used as a writing tool to help students generate ideas for assignments, or to suggest edits and improvements to existing text. It could also be used as a tool for language learning, as it can be trained to generate text in multiple languages.

However, the use of ChatGPT-3 in education also raises some ethical concerns. There are concerns that the use of chatbots like ChatGPT-3 could lead to a decrease in academic integrity, as students may be tempted to use the tool to generate entire papers rather than doing the work themselves. There have been several opinion pieces
written on this topic (Marche, 2022; Hern, 2022), and it is important for educators and students to consider the potential consequences of using this technology.

Overall, ChatGPT-3 is a powerful tool that has the potential to revolutionize the way we approach education. It has the ability to generate original text and assist students in the writing process, but it is important to consider the potential ethical implications of its use.
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This output was created in approximately 5 seconds at zero cost (ChatGPT is currently in a free research preview stage and costs are likely to change in the near future). The output retained the language style used in the input and expanded on the discussions by providing examples specifically related to education as requested. Although in text citations and references were provided (including references from the input text), these were all fabricated, with titles, URLs, and journal names being incorrect. However, given that the authors and dates provided in the in-text citations are correct, this may go unnoticed unless thoroughly checked. This does open a potential avenue of detection by academic staff if there is a suspicion that these tools may have been used by students.

A major benefit of ChatGPT as opposed to previous versions of the GPT-3 software is that of the iteration possible through natural language ‘discussions’ held with the software. For example, in the same conversational ‘thread’ as the previous output, ChatGPT was asked to: *Continue your response, focusing on how Higher Education Institutions may need to adjust their academic integrity policies based on student use of these technologies. Again, use full APA 7 in text citations and provide references.* The unedited output created was:
As the use of ChatGPT-3 and other large language models becomes more widespread, it is likely that Higher Education Institutions (HEIs) will need to adjust their academic integrity policies to take into account the potential use of these technologies by students.

One of the main concerns with the use of chatbots like ChatGPT-3 is the potential for students to use them to generate entire papers or assignments, rather than doing the work themselves (Marche, 2022). This could lead to a decrease in academic integrity, as students may be able to pass off the work of the chatbot as their own. To address this concern, HEIs may need to update their policies to specifically prohibit the use of chatbots or other AI-powered tools for the generation of academic work.

In addition to updating policies, HEIs may also need to invest in tools and technologies to detect the use of chatbots in academic work. Plagiarism detection software, such as Turnitin, can be used to identify text that has been generated by chatbots or other AI tools, but these tools may need to be updated to be able to accurately detect the use of chatbots (Hern, 2022).

Another potential issue with the use of chatbots in education is the potential for the chatbot to produce content that is biased or offensive. Chatbots are trained on large datasets, and if these datasets contain biased or offensive content, the chatbot may produce similar content (Bommasani et al., 2022). To address this concern, HEIs may need to consider implementing policies or guidelines related to the use of chatbots or other AI tools, and providing training to students on the appropriate use of these technologies.

Overall, the use of chatbots like ChatGPT-3 in education raises a number of ethical concerns that HEIs will need to consider when developing or updating their academic integrity policies. It is important for HEIs to carefully consider the potential consequences of the use of these technologies, and to implement policies and guidelines that ensure the integrity of academic work.
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Again, the references were falsified and there were some inaccuracies related to the claimed ability of Turnitin to detect AI generated content, but this fluent, five-paragraph output is typical of
a response by ChatGPT. It is evident that with some manipulation of the text through iteration using the tool, along with some minor editing or adjustments of references, a student intending to create large blocks of text to include in an assessment could rapidly complete certain tasks with limited effort and costs.

**Limitations and newer LLMs**

As demonstrated above, the output produced by the LLMs is fluent, however there are some limitations to the currently available LLMs. Given that the development of these LLMs require pre-training before they are released, they are unable to answer questions or complete tasks which relate to very recent events. As they rely on the content they have been trained with to generate their output, there is the potential for LLMs to produce text that lacks semantic coherence (Dale, 2021), as well as lexical diversity (Gehrmann et al., 2019) through the repetition of expressions (Dehouche, 2021; Fröhling & Zubiaga, 2021).

Although one concern levied against LLMs is that they will generally always provide an answer or output, even if that is factually incorrect or misinterpreted (Dale, 2021; Hutson, 2022), recent research has shown that GPT-3 can be trained to state how confident it is in producing an answer that is factually correct (Lin et al., 2022), which can be used to support users of the LLMs in their use of the tools. ChatGPT in particular can also be challenged if the user believes there are incorrect elements in the output, and can adjust its response accordingly based on any corrections provided by the user.

Recent concerns related to the lack of transparency regarding the models used in currently available LLMs, as well as their computational cost and associated environmental impacts (Sanh et al., 2022; S. Zhang et al., 2022) have resulted in the development of alternative LLMs, including an open source LLM called GPT-J by Narrativa, and a new suite of Open Pre-trained Transformers (OPTs) by Meta. The resulting OPT-175B model by Meta has been shown to have comparable results to GPT-3 in terms of text creation ability, whilst being more open to scrutiny by researchers (S. Zhang et al., 2022) as to the ethical implications of these models; a particularly relevant concern as it relates to the study of academic integrity.

**Academic integrity considerations of LLMs**

**Concerns for academic integrity**

As demonstrated by the examples provided above, the current generation of LLMs are already fluent in their output, and emerging research has suggested that existing LLMs can produce output which humans struggle to identify as being machine created (Abd-Elaal et al., 2022; Clark et al., 2021; Gunser et al., 2021; Köbis & Mossink, 2021; Wahle et al., 2021; Wahle, Ruas, Kirstein, et al., 2022). At the same time, given that the text that is produced by LLMs is uniquely created based on the inputs provided, current research suggests that use of the created text by students is unlikely to be spotted by existing text-matching software tools used by HEIs (Wahle, Ruas, Kirstein, et al., 2022). LLMs therefore represent a clear potential threat to academic integrity as academic staff may be unable to correctly identify the amount of content produced by a student, and therefore provide an accurate evaluation of a student’s comprehension and interpretation of the topic at hand.
Definitions

There is a growing body of academic research which is exploring the concerns related to the use of LLMs in student work (Dehouche, 2021; Eaton et al., 2021; Kumar, Mindzak, Eaton, et al., 2022; Kumar, Mindzak, & Racz, 2022; Wilder et al., 2021). A question which has been raised by several of these authors but has yet to be fully answered is whether the use of LLMs by students can be considered a breach of academic integrity or not. Reaching this determination is challenging as it is dependent on how various HEIs define terms related to academic integrity.

For this paper, we use the definition of academic integrity provided by the Tertiary Education Quality and Standards Agency (TEQA) of ‘the expectation that teachers, students, researchers and all members of the academic community act with: honesty, trust, fairness, respect and responsibility’ (Tertiary Education Quality and Standards Agency [TEQA], 2020).

Recognising the broadness of such a definition, we regard academic misconduct as a breach of academic integrity principles as specified in policy by a HEI, whether this intentional or not. This clarification is needed given the differences between what HEIs and students might classify as academically dishonest behaviour (Parkinson et al., 2022) and as students can unintentionally breach these policies (Amigud, 2020). A key area of interest of related to the use of LLMs is the act of plagiarism which we define as ‘misrepresenting the effort that has been carried out by the author of a written document’ (Perkins et al., 2019, p. 5). Although there are existing and well-known technological tools to detect simple copy and paste plagiarism by students, we are now operating in an era of more complex ‘second generation’ (Malesky et al., 2016) plagiarism, which requires ways of thinking to consider what plagiarism really entails, as well as more complex method of detection.

Student uses of LLMs

Based on these definitions we need to consider a range of possible ways that students may use an LLM to support them in the writing of an assessment. Doing this helps us to understand where we may draw a line between acceptable practice, breaches of academic integrity, academic misconduct and/or plagiarism.

Consider a situation where a student uses an LLM to support them in their work, includes directly copied output of the tools in their submission, and does not state that they used an AI tool. This is similar to a case reported by Dinneen (2021) in reference to student use of an APT, where the student in question was convinced that because they had altered the text of the original author, even through the use of a software tool, this was not plagiarism. However, based on the definitions provided above, given the misrepresentation that have been made, usage of this type could be seen as a relatively clear case of plagiarism by the student (Roe & Perkins, 2022). Student usage of an LLM or LLM based tool to create an entire essay, report, or other assignment without stating where this has come from, or one that is presented in a way that was trying to mislead the reader through false citations, would be even more clearly a case of plagiarism, and likely also a broader breach of academic integrity principles.

However, the picture becomes less clear if the use of LLMs in student writing has been clearly stated (Kumar, Mindzak, Eaton, et al., 2022), if any output text has been modified, edited or enhanced, or if output text has been used as a starting point for the formation of an argument. If additional scholarly work has been carried out by the student, such as the integration of the output text with the use of examples and cited sources, then this complicates the situation further. If the work carried out by a student hasn’t been misrepresented, then it does not fall under the strict
definition of plagiarism, but it may be considered as academic misconduct depending on the specific policies and regulations in place at individual HEIs. HEIs must therefore be clear in both their policies and practices in clarifying how these tools may be used by students. The difficulty in establishing these policies is even more challenging if we consider the use of LLMs as a tool for student cognitive offloading.

**Cognitive offloading**

If student use of LLMs could be considered to be academic misconduct if their use isn’t clearly identified, to what extent should we expect a student to state whether they have used LLMs in the creation of their work? It would be unrealistic to expect a student to identify every sentence which has been modified using a spelling or grammar checker, every reference which has been generated by a reference manager, or even any sentences which were completed by the built-in features of DWAs or Microsoft Word’s write-ahead function. As Microsoft have signed an exclusive agreement with OpenAI to use GPT-3 and integrate these into Microsoft’s Azure platform (Langston, 2021), it is highly likely that LLMs will be integrated more deeply into suites of products that are often provided to students by HEIs in the future (Dale & Viethen, 2021).

Therefore, we may consider LLMs as another potential tool for reducing the cognitive demands required by a task, described by Risko and Gilbert (2016) as a process called cognitive offloading. Dawson (2020) has described how assessment tasks can be developed in a way which makes the use of any such cognitive offloading tools transparent, and a specific usage of LLMs as an example of this is discussed by Dawson (2022, as cited in Sparrow, 2022).

Where then, should this distinction be drawn? Given that many of the more advanced DWAs have multiple features available to students which already claim to integrate AI technologies, it is feasible to believe that a student could very easily and inadvertently breach any policies related to their ‘correct’ usage, especially when LLMs become even more deeply integrated into DWAs. This already appears to be the case in the example of one DWA called Write Full: a full-service DWA which has integrated paraphrasing tools which may encourage students to use the work of others as inputs, rather than their own writing. Adding LLM based features to the next generation of DWAs to suggest additional points for students to consider, and even offering to write ‘suggested’ text is a very feasible next step for developers wishing to retain an edge over their competitors in this emerging market.

**Plagiarism or Academic Misconduct?**

Overall, it is highly challenging to unpick the complexities surrounding student usage of LLMs and tools integrating these, and to make ethical judgements as to whether their use may be considered acceptable or not. Kumar (2022) examines how the use of LLMs may be considered from a range of ethical perspectives, and the broader ethical concerns related to LLMs are considered by Luitse and Denkena (2021), but critical questions remain as to how their use may be encouraged or discouraged on a policy level by HEIs.

Based on the analysis above, we conclude that the use of LLMs or LLM based tools should not be considered as plagiarism or a breach of academic integrity if how these tools have been used is stated clearly and made transparent by students. However, given the significantly more advanced capability of LLM based tools to create new content (as opposed to the refinement of existing content) HEIs must be aware of the potential danger of learning outcomes not being met if LLMs are being used to develop content, rather than this being created by students themselves.
LLM use cases in the classroom: Digital writing and beyond

As discussed above, there are significant academic integrity concerns related to how HEIs must adapt to the potential use of these AI tools in student submissions. However, research has highlighted several legitimate use cases of AI technologies integrated into digital tools which can support in the education of students. These include specific use cases by students in writing and composition classes and in the development of creative outputs, and also how academic staff may integrate these tools in the areas of supporting EFL learners and improving Automated Writing Evaluation (AWE).

Writing and composition

McKnight (2021) highlights the specific challenges of integrating AI into the teaching of writing and composition, and proposes that composition teachers working with AI should guide students in:

‘..when it is appropriate to incorporate AI in writing projects, what the affordances and constraints of different versions of AI might be, whether and how to acknowledge the role of AI, and what dimensions humans can contribute beyond the efficiency of machines.’
(McKnight, 2021, p. 11).

Using LLMs in the teaching of digital writing therefore becomes a method to support writers in engaging more deeply with a topic, rather than at a surface level. McKnight (2021) discusses how the integration of LLMs into student writing has the potential to encourage new modes of thinking, but that this must be done with consideration as to how AI writing might be used in the future workplace.

Writing inputs and adjusting model parameters for LLMs in a way that results in legible, usable text is a specific technical skill which could also be integrated into writing instruction sessions. Doing so would allow students to improve their meta-linguistic knowledge around a topic (Godwin-Jones, 2022) and therefore improve their potential skills in writing in specific areas.

McKnight (2021) and Anson (2022) both recognise the importance of training students in how LLMS be used as a form of writing co-creation, as well as discussing when this may or may not be appropriate. Taking this approach would require the development of clear policies on both a programme and institutional level to clarify to students exactly how this may be done in student work, and the level of reporting required to avoid any breaches of academic misconduct policies. Limits regarding how much of the end output must be the student’s own work as opposed to that of an AI tool could also be provided to help support students in how to use these tools in an acceptable way.

However, there have already been concerns raised from writers who believe that co-writing with the current generation of LLMs presents significant barriers regarding the control of the writing process (Biermann et al., 2022), and this highlights the further explorations required in the field of human-AI co-creation to better understand the future needs of the writing classroom.

Creative outputs

LLMs have a demonstrated capability in not only traditional writing activities, but also for creative works such as poetry (Gunser et al., 2021; Köbis & Mossink, 2021) and computer programming (Biderman & Raff, 2022). Other tools also produced by OpenAI include the Dall·E 2 AI system.
which is able to create and edit detailed digital artwork based on natural language prompts provided by users (OpenAi, n.d.)

As an increasing amount of textual and creative outputs are being co-created by humans and AI based technologies, there is ongoing research exploring how the intricacies of co-creation may be further be codified and explored in the fields of creative writing (M. Lee et al., 2022; Y. Lee et al., 2022), software development (Biderman & Raff, 2022) and artistic outputs (Oppenlaender, 2022). Any such co-creation also raises concerns related to copyright (Dehouche, 2021) and how these systems can be more transparent, fair, and accountable (Fröhling & Zubiaga, 2021; Oppenlaender, 2022).

Use cases by academic staff to support students

Deciding how to identify what is acceptable use of these tools in relation to student submissions of any writing or creative outputs will be a major challenge for HEIs. Using the definitions related to plagiarism and academic integrity discussed above, if the use of AI tools is made clear in any submission of work by a student, the use cases above could not be considered as plagiarism. However, this does highlight again how HEIs must ensure that any academic integrity policies are explicit in how these tools may be used, as opposed to a simple blanket ban on their use, especially considering the broader benefits that these tools may provide in the areas of supporting EFL learners and in AWE.

Supporting EFL learners

HEIs must also consider how AI based tools are used in language training for EFL students before they enter their main academic programmes. Chen et al., (2015) describe the use of a corpus based software program similar to an APT to support Chinese students in their study of English. Although this tool does not claim to use AI technology, it introduces students to a digital method which may be used through trial and error to create better textual outputs in their paraphrasing. Gayed et al., (2022) demonstrate how an LLM tool based on GPT-2 can be helpful for EFL students writing English by suggesting predictions which expands on the more basic support offered by existing writing tools. Their study suggested that this tool could support in improving the lexical diversity of student work, but statistically significant results were not obtained.

These studies highlight the specific need for education of students on any policies which discourage the use of these tools on core academic programmes. If students are trained on these tools in pre-university language programmes, and then move into their main studies, it is easy to see that students would expect that they would be able to continue using them. This is especially important given the increased risks of academic misconduct occurring in students with lower English language abilities (Perkins et al., 2018). Therefore, it is clear that academic integrity policies needs to be context sensitive (Price, 2002) as students transition throughout their studies and recognise the needs of different groups of students, especially ‘international’ students (Fatemi & Saito, 2020).

Automated Writing Evaluation (AWE)

Using software tools to support in AWE of written text and providing feedback to students has been demonstrated to be of benefit to writing instructors and students alike (Fu et al., 2022; Strobl et al., 2019; Warschauer & Grimes, 2008). The further development of LLMs may improve this, especially if this integrated into custom tools to support in AWE (Lim et al., 2022), or DWAs such as Grammarly (Godwin-Jones, 2022). Although Grammarly uses its own AI supported tool to correct mistakes in grammar and rather than relying on existing LLM transformers (Grammarly,
2022) the use of LLMs in these tools can particularly reduce the burden on EFL instructors (Godwin-Jones, 2022).

Some of the recognised shortcomings of present AWE tools are the generic nature of the feedback provided (Fu et al., 2022) and an inability to focus feedback on how well a task has been addressed (Allen et al., 2016). The new capabilities of ChatGPT to provide effective critique on creative writing, equivalent to that of human reviewers (Furze, 2022), suggests that these shortcomings may be addressed by LLM based tools.

**Can the use of LLMs be detected by academic staff?**

Any actions that HEIs could choose to take against students who use these tools in an unacceptable manner can only be carried out if the outputs of these tools can be identified as such by academic staff responsible for the evaluation of student work. We review the current evidence evaluating how possible this is.

**GPT-2 studies**

Abd-Elaal et al., (2022) present a study highlighting the difficulty that academic staff may have in identifying output produced by LLMs, and the role that training may play in supporting in the correct identification of the usage of any such tools. Their results indicate that on average, participants were able to correctly identify sample text as generated by either a human or an LLM at a rate of 59.5%, barely higher than chance alone. Although it is encouraging to note that training of academic staff resulted in an increased ability of academic staff to correctly identify the text sections, the samples were generated using GPT-2 as opposed to GPT-3.

A similar lack of identification ability has been found in creative outputs. Köbis & Mossink (2021) found that GPT-2 created poems could not be reliably identified as such when the authors selected the best outputs created by an LLM, and Gunser et al. (2021) found that poem continuations could not always be correctly identified by professionals with a literature-specific background as machine or human written.

**GPT-3 studies**

Studies assessing the ability of GPT-3 produced output show that as more complex LLMs are used, the ability of humans to detect material drops even further. Kumar et al. (2022) presents preliminary work aimed at identifying whether study participants drawn from a range of backgrounds were able to identify whether text was developed by humans or by GPT-3. They found that regardless of background, participants found this to be a challenging task, with a high likelihood of ascribing the AI writing samples to humans. Although this study was not focused on how academic staff may identify machine created output, it highlights the challenges present in both the academy and beyond when it comes to identifying authorship of text.

Clark et al. (2021) also assessed the ability of non-expert evaluators to identify whether text was produced by a human, or a LLM (GPT-2 and GPT-3), but used a large sample (n=780) accessed through the Amazon Mechanical Turk platform. Their results showed that evaluators were able to identify GPT-2 produced text at an accuracy rate of 57.9%, but GPT-3 at a rate of only 49.9%. Providing training to participants using examples of LLM generated text (specifically to demonstrate the ability of LLMs to produce ‘creative’ output) marginally increased the ability of participants to correctly identify text as machine created. These studies highlight the rapid
improvements of LLMs to create text that cannot be easily identified by study participants as machine created.

**Methodological concerns**

An unavoidable methodological issue with these experimental studies is that in order to determine whether participants can accurately identify text as machine or human generated, participants need to be aware that some of the text they are about to encounter may be machine generated before participating in an experiment. Given the novelty of these tools, it is likely that even experienced academic staff are simply not aware of the capabilities that these tools have, as demonstrated with the participants in Clark et al.’s study (2021). This may result in their ability to identify any LLM produced output ‘in situ’ when evaluating work being even lower than demonstrated in an experimental design.

However, given the limited amount of empirical evidence available, and the potential significant threats that LLMs pose to academic integrity, further research is needed in this area to support HEIs in understanding how academic staff may be trained or supported to detect the use of AI tools in student work.

**Technological methods of detection**

Technological methods to identify text generated by LLMs have been proposed by Gehrmann et al. (2019) who present the results of a study using a tool named GLTR. This study demonstrates that using GLTR can improve the ability of participants to correctly identify detection of machine generated content from 54% to 74%. However, this tool was tested against GPT-2 produced output and used students rather than academic staff as their participants. Solaiman et al. (2019) and Ippolito et al. (2020) also both present tools which showed an encouraging ability in detecting machine created text, although these tools were not tested against the latest generation of LLMs.

Fröhling & Zubiaga (2021) present a promising low cost detection model which is able to accurately detect machine created text created using GPT-2 and GPT-3, but highlight the ethical challenges of deploying any such detectors which may potentially discriminate against EFL students by incorrectly identifying human created text as machine written —a particular concern in HEIs with a high concentration of non-native English speaking students. While these results do show promise for the potential future possibilities of software to support in the identification of LLM produced output, Bidermann and Raff (2022) have already demonstrated how more advanced models (GPT-J) can fool machine detection programmes such as MOSS. This suggest that tools using more advanced LLMs may be even less detectable by technological means.

Following the increased interest from the general public and academics alike in AI assisted writing after the release of ChatGPT in November 2022, individuals and organisations have either released, or have announced the imminent release of tools which claim to have the ability to detect AI generated text. These tools include GPTZero (https://gptzero.me/) and Crossplag AI detect (https://crossplag.com/ai-content-detector/) and do show promise in being able to detect the use of AI generated text. However, further study is required to identify the accuracy of these tools, as well as their suitability for use in academic settings to avoid inadvertently accusing students of potential breaches of academic misconduct. Any tools used to support in the machine detection of LLM output must be continually re-evaluated as new LLMs emerge, as well as methods to avoid detection of any tools are developed, resulting in an ongoing ‘arms race’ scenario (Roe & Perkins, 2022).
Given that both academic staff, as well as technological methods of detection are unable to accurately detect machine generated text and therefore student uses of LLM based tools, this presents a clear threat to academic integrity for HEIs, requiring a range of adjustments to be made in both practice and policy.

**Academic integrity policy adjustments**

Although a certain amount of cognitive offloading using DWAs and other digital tools may be considered acceptable by HEIs, there needs to be careful development of the academic integrity policies of HEIs to clarify how LLMs based tools may be used by students, and whether their use may be considered as academic misconduct.

Academic integrity policies must recognise these tools by name to make it clear to students and staff that the HEI is aware of this technology and how it may be used by students and staff. Any limits to their use, or statements which students should provide if these tools are used should be stated and unambiguous. Specific examples of acceptable and unacceptable usage should be provided to improve the understanding of students, as well as staff involved in any academic misconduct decisions. The final policy should also be widely communicated to students and staff, with training given to support whichever approach is taken.

Given that existing research has demonstrated that academic staff are unlikely to be able to accurately identify the usage of LLMs in student work, a blanket ban of these tools is likely unenforceable. This lack of enforceability, coupled with the clear benefits that these tools may bring to the education of certain groups of students, means that an approach which seeks to completely ban the usage of LLM based tools is therefore not recommended. A policy approach which may be more suitable could instead have a more nuanced approach which recognises the potential benefits that LLMs may bring, the evolving social understanding of plagiarism, and the changing nature of digital writing and human-AI co-creation.

**Conclusion**

What we as academic staff define as plagiarism is rapidly changing due to the social construction of this term (Anson, 2022). Although evidence suggests that plagiarism overall has decreased between 1990 and 2020 (Curtis, 2022), the COVID-19 pandemic has caused an increase in both the detected number of academic dishonesty cases (Henderson et al., 2022; Jenkins et al., 2022; Lancaster & Cotarlan, 2021), as well as increases in student or academic staff perceptions of academic dishonesty occurring (Amzalag et al., 2021; Reedy et al., 2021; Walsh et al., 2021).

This paper has explored a rapidly developing new category of digital tools which are of concern if we wish to maintain academic integrity in a post-pandemic world: AI based Large Language Models and associated tools and software.

We have identified how LLMs can produce coherent, original text that students may potentially use in assessments, and conclude that LLMs have already progressed to the point that neither trained academic staff or technological tools can consistently determine whether text is generated by an LLM or by a human.

Deciding whether any particular use of LLMs by students may be defined as academic misconduct will be determined by the future policies of any given HEI, and this highlights the importance of creating clear academic integrity policies and educating students in any acceptable use cases of LLMs. Although we have identified the potential ways that LLMs can support in digital writing and
beyond, the inability to accurately detect whether LLMs have been used presents a clear threat to the academic integrity of HEIs. However, it is not the use of the tools themselves that defines whether plagiarism or a breach of academic integrity has occurred, but whether any such use is made clear.

Although it is unlikely that AI will ever take over the traditional role of a teacher (Cope et al., 2021), the future development of LLMs and broader AI supported digital tools have a strong potential for improving the experiences of students and teachers alike in the next generation of HEI classrooms, both in writing instruction and beyond. This view is echoed by Godwin-Jones (2022) who highlight the possible co-creation role that these systems may have to play in future educational scenarios. It is clear from the studies presented in this paper that there are significant challenges still left to address in this rapidly developing area. Given that the use of the current generation of LLMs cannot be accurately detected by academic staff or technical means of detection, the likelihood of accurately detecting any usage of these tools by students in their submissions typical academic will likely not improve and may even decrease further as new LLMs are developed.

This situation, coupled with the identified difficulties in determining whether we can even consider the use of such tools to be a breach of academic integrity, and the potential benefits of LLM based tools means that a blanket ban of these tools at an institutional level is neither feasible, nor enforceable. Despite the potential threats to academic integrity presented in the paper, we believe that the future integration of LLMs and other AI supported digital tools into the classroom environment is highly likely, and therefore HEIs must consider the implications of this in future policy development.
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