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1. Introduction

A generic and extensively studied solution of nonlinear, dispersive wave equations, such as the Korteweg-de Vries (KdV), the nonlinear Schrödinger and the Sine-Gordon equations, is the solitary wave, or soliton for integrable equations [1]. Another generic solution of such equations is the dispersive shock wave (DSW), also termed an undular bore in fluids contexts or a collisionless shock wave [2]. A DSW is the dispersive resolution of a discontinuity and the equivalent of a shock wave in compressible flow, with dispersion rather than viscosity smoothing the discontinuity. A DSW is a modulated periodic wave which consists of solitary waves at one edge and linear dispersive waves at the opposite edge. It is a non-steady wave, unlike a solitary wave, as the two edges have different velocities and waves are created within the DSW as it expands. For this reason, it has received much less attention and analysis than solitary waves, even though it is very common in nature [2–6].

The study of bores first arose in water wave theory [1,7,8]. Classic examples of a bore are the tidal bores which arise in coastal regions of strong tidal flow, such as the Severn Estuary in England and Bay of Fundy in Canada, and the tsunami which is generated by marine earthquakes and land slips. Bores in fluids can be categorised into two types, viscous and undular bores. Viscous bores arise when there is a balance between viscous loss, nonlinearity and dispersion; such bores are steady waveforms [1,7], and are not the focus of the present work. On the other hand, when viscous effects can be neglected, DSWs or undular bores arise, which, as stated above, are unsteady, continuously spreading waveforms. In the context of fluid flow DSWs arise in the atmosphere, a classic example being “morning glory” waves [3,9,10], in the semi-diurnal internal tide [5] and in transcritical flow over topography [11–14]. In a related geophysical application, DSWs arise in magma flow [4,15,16]. In non-fluids applications, DSWs arise in optics, for example in photorefractive crystals [6,17], nonlinear optical fibres [18,19], nematic liquid crystals [20,21] and colloidal media [22].

As DSWs are unsteady waveforms, their analysis is more challenging than for solitary waves. The key to obtaining DSW solutions was the development of Whitham modulation theory [1,23,24] (related to the method of multiple scales) for analysing slowly varying, nonlinear, dispersive waves. The Whitham modulation equations form a system of partial differential equations for the slowly varying parameters of a periodic wavetrain, such as amplitude, wavenumber and mean height. If this system is elliptic, the wavetrain is modulationally unstable and if it is hyperbolic, it is modulationally stable. For hyperbolic systems a DSW solution occurs as a simple wave solution of the modulation equations. In particular, Whitham derived the modulation equations for the KdV equation and set them in a simple Riemann invariant form [1,24]. The DSW solution of the KdV equation was subsequently found from these modulation equations [25,26]. Once the connection between DSW solutions and hyperbolic Whitham modulation equations was realised, the DSW solutions of other standard (integrable) nonlinear, dispersive wave equations, such as the NLS [27], the Sine-Gordon [28] and the Gardner equations [29] were found. The key to finding these DSW solutions from modulation equations is the ability to set them in Riemann invariant form, which is possible if the underlying equation is integrable [30].

If the underlying nonlinear dispersive equation is not integrable, then the determination of the Whitham modulation equations and their Riemann invariant form, if hyperbolic, is a non-trivial problem (if the latter is indeed possible for systems of order greater than 2, which is Pfaff’s problem). A significant advance in this regard was the realisation that if the DSW is of KdV type and the differential equation determining the periodic wave solution is of the form $u_\theta^2 = r^2(u) P(u)$, where $\theta$ is the phase, $P(u)$ is a cubic polynomial and $r(u)$ is some smooth function which does not vanish at the roots of $P(u)$, then the Whitham modulation equations have a simplified, degenerate structure at the two edges of the DSW, the solitary wave and linear wave limits [2,31,32]. The basic assumption is that the periodic wave solution has properties similar to the elliptic function cnoidal wave solutions of the KdV (and NLS) equations. The simplified structure can then be used to determine the leading and trailing edges of the DSW.
from the linear dispersion relation alone without knowledge of the full Whitham modulation equations [2,31,32]. This method for non-integrable equations, termed dispersive shock fitting, was then used to determine the leading and trailing edges of DSWs governed by non-integrable equations arising in a number of applications, including fluids, nonlinear optics and Bose-Einstein condensates [2,15,17,22,33,34]. The shock fitting method has recently been extended to nonlinear dispersive wave equations with Benjamin-Ono dispersion, for which the equation governing the periodic wave solution is not of the form $u_\theta^2 = r^2(u) P(u)$, but the DSW is of KdV type [35]. In many observational measurements only the solitary wave edge of a DSW can be fully resolved [5], so the restriction of El’s method to the leading and trailing edges of a DSW is not a severe one.

It is well known that water waves peak (and break) when their amplitude to depth ratio is high enough. The nonlinear shallow water equations, which neglect dispersion, show typical hyperbolic breaking [1]. If long wave dispersion is added to the shallow water equations, the Boussinesq and KdV equations arise [1], which possess soliton solutions. However, solutions of these equations show no breaking due the dispersion being too strong for short waves. In addition, Stokes showed that there is a wave of maximum amplitude for steady water waves and that this wave has a sharp peak of angle $120^\circ$ [36]. Again, the KdV and Boussinesq equations do not reproduce this behaviour as they possess solutions of arbitrary amplitude. The full water wave peaking is due to short wave effects, beyond the Boussinesq and KdV asymptotic approximations.

To understand the connection between nonlinearity, dispersion, peaking and breaking, Whitham introduced model nonlinear dispersive equations which incorporate KdV type quadratic nonlinearity and full dispersion, in particular full linear water wave dispersion [1,25]. It was found that full water wave dispersion gives rise to a wave of greatest height, but with a cusp, not a sharp peak of $120^\circ$. To understand why the water wave kernel resulted in a wave of greatest height with a cusp and not a peak, Whitham introduced an exponential approximation to the water wave kernel which was found to give a wave of greatest height with a peak of angle $110^\circ$. Whitham also studied other dispersive Fourier kernels which give rise to peaked waves and breaking for sufficiently asymmetric waves [1,37]. These type of nonlinear dispersive equations with KdV nonlinearity and full Fourier dispersion have subsequently been termed Whitham equations and have been found useful to study peaking and breaking effects, present in the full water wave equations, but based on a much simpler model equation [38]. More recent work has shown the existence of travelling and solitary wave solutions of the Whitham equation with various dispersive kernels [38–40]. The dispersion relation in the Whitham equation can also be extended beyond surface water waves to internal waves in a stratified fluid [41].

The present work studies the DSW solution of the Whitham equation for three different linear dispersion relations, for surface water waves on a fluid of finite depth [1], for the intermediate long wave equation for a stratified fluid [41] and a model kernel introduced by Whitham to model wave peaking as for the Stokes wave of greatest amplitude [1]. The shock fitting method [2,31,32] discussed above is used to obtain the leading, solitary wave edge and the trailing, linear wave edge of the DSWs. It is found that the shock fitting method gives results in excellent agreement with numerical solutions for all three dispersion relations. A particular emphasis of the study is the behaviour of the DSW as the leading solitary wave approaches the wave of greatest amplitude. Numerical solutions show that the DSWs for the water wave and peaking kernels then become unstable just below this maximum and evolve into a two phase wavetrain. This cannot be captured with the dispersive shock fitting method as it assumes a single phase wavetrain. The standard shock fitting method assumes that the DSW has the standard KdV type structure, for which certain admissibility criteria need to be satisfied which relate to the genuine nonlinearity and hyperbolicity of the Whitham modulation equations [2,15]. In the shock fitting method, failure of the admissibility conditions is shown by the non-monotonicity of the trailing edge group velocity and the leading edge solitary wave velocity as the levels ahead and behind vary. In particular, loss of hyperbolicity indicates that the bore becomes modulationally unstable, which in numerical solutions typically results in a multi-phase wavetrain appearing in the DSW,
which is what is found here for the Whitham equations for the water wave and peaking kernels. However, while it is found that the admissibility condition for genuine nonlinearity fails at the trailing edge as the initial jump height increases, the breakdown of the DSW is not due to this. It is found from numerical solutions that the instability is generated at the leading, solitary wave edge and propagates back through the DSW. This instability is due to a Benjamin-Feir instability [42] of the periodic wave solution of the Whitham equation as the wavenumber decreases [1,42], which was detailed by Sanford et al [43]. It is found that this Benjamin-Feir instability arises just after the breakdown of genuine nonlinearity and dominates it.

2. Whitham equations and dispersion relations

(a) Intermediate long waves

The KdV equation models the propagation of weakly nonlinear long waves at the interface of a two layer fluid in the limit in which the wavelength is much larger than the total depth of the fluids. However, when the lower layer is relatively thick compared with the wavelength, the waves are governed by the intermediate long wave equation [41], which is integrable [44]. This equation was introduced as a model for weakly nonlinear waves much longer than a pycnocline thickness in a stratified fluid of finite total depth. Combining the dispersion of the intermediate long wave equation with quadratic nonlinearity gives the Whitham equation

\[ u_t + 2uu_x + i \int_{-\infty}^{\infty} G(x-\xi)u_{\xi\xi}(\xi,t) \, d\xi = 0, \quad G = \mathcal{F}^{-1}\left\{ \coth k - \frac{1}{k} \right\}, \]

(2.1)

where \( \mathcal{F} \) denotes the Fourier transform. This equation has the exact soliton solution [45]

\[ u = \beta + \frac{r \sin r}{\cosh(r(x-V_s t)) + \cos r}, \quad V_s = 2\beta + 1 - \cot r. \]

(2.2)

The amplitude of the soliton is then \( A_s = r \sin r/(1 + \cos r) \), with its velocity \( V_s \) implicitly determined from this through the parameter \( r \).

In principle, as the intermediate long wave equation is integrable, its Whitham modulation equations can be determined and set in Riemann invariant form. In the present work, the intermediate long wave equation will be used as an example equation which can be expressed as a Whitham equation, but which does not have a wave of maximum height and which possesses DSWs that are stable.

(b) Water waves

The original Whitham equation [1,25] combined the quadratic nonlinearity of the KdV equation with the full dispersion of gravity waves on a fluid of finite depth. This equation is

\[ u_t + 2uu_x - u_x + \int_{-\infty}^{\infty} K(x-\xi)u_{\xi}(\xi,t) \, d\xi = 0, \quad K = \mathcal{F}^{-1}\left\{ \sqrt{\tanh k/k} \right\}. \]

(2.3)

where the acceleration due to gravity and depth have been normalised to 1. In the limit of long waves \( k \to 0 \), the dispersion relation for this equation reduces to \( \omega = \sqrt{\tanh k/k} = k - \frac{1}{6} k^3 + O(k^5) \). This then gives the KdV dispersive term, as required. As noted in the Introduction, this water wave equation gives a wave of greatest height with a cusp [1], rather than the Stokes limiting wave with a peak of angle 120° [36].

The dispersive shock fitting method provides the velocity of the leading solitary wave of a DSW. To find its corresponding amplitude, the amplitude-velocity relation for a solitary wave needs to be known, but this cannot be found analytically for the water wave Whitham equation (2.3). Hence, its amplitude-velocity relation must be found numerically in order to obtain comparisons with numerical solutions for the leading wave amplitude. In this regard, we seek a
Figure 1: Numerical DSW solution of the Whitham equation for water waves (2.3). The parameters are $u_-=0.1$ and $u_+=0.0$. Shown are (a) the surface profile $u$ versus $x$ at $t=2000$, (b) contour evolution plot of $u$ in the $(x,t)$ plane.

The travelling wave solution $u = f(\theta) = f(x - Vt)$. The water wave equation (2.3) becomes

$$-Vf + f^2 + \int_{-\infty}^{\infty} K(\theta - \xi)f(\xi)\,d\xi = C = -V\beta + \beta^2 + \beta \int_{-\infty}^{\infty} K(\theta - \xi)\,d\xi$$

(2.4)

on integrating and assuming that $f \to \beta$ as $|\theta| \to \infty$. It is noted that the boundary value can be taken as $\beta = 0$ as the Whitham equation has the invariance that if the solitary wave solution $f \to \beta$ as $\theta \to \pm \infty$, the transformation $f \to f - \beta$ results in $V \to V + 2\beta$. The steady wave solution equation (2.4) was solved numerically using the spectral method of Ehrnström and Kalisch [38–40], from which numerical amplitude-velocity results can be obtained. The work of Ehrnström and Kalisch [39,40] shows that solitary wave solutions can be obtained by calculating periodic wave solutions and then increasing their wavelength until a solitary wave results.

(c) Peaking model

As noted in the Introduction, the Whitham equation (2.3) does not give the peaked highest wave of Stokes [36], but gives a cusped wave of maximum amplitude instead. To further study the type of dispersive kernel which generates a peaked wave of maximum amplitude, Whitham [1,37] introduced the nonlocal equation

$$u_t + 2uu_x - u_x + \int_{-\infty}^{\infty} L(x - \xi)u_\xi(\xi, t)\,d\xi = 0, \quad L = \mu e^{-\nu|x|}, \quad \mu = \pi/4, \quad \nu = \pi/2.$$ 

(2.5)

Whitham showed that this equation has a peaked highest wave solution of peak angle $110^\circ$. As the Whitham equation (2.5) is just a model, it is not expected that it would reproduce the $120^\circ$ Stokes wave. An additional reason for the choice of the dispersive kernel in the Whitham equation...
(2.5) is that it is the Green’s function for the operator \(\frac{d^2}{dx^2} - \nu^2\), so that it is the solution of
\[
\frac{d^2 L}{dx^2} - \nu^2 L = -\nu^2 \delta(x).
\]
(2.6)

This enables the solitary wave solution of of the Whitham equation (2.5) to be determined exactly.

The simplest initial condition which will result in the generation of a DSW is the step initial condition
\[
u(x, 0) = \begin{cases} u_-, & x < 0, \\ u_+, & x > 0 \end{cases}
\]
(2.7)

with \(u_- > u_+\). The DSW solutions of the Whitham equations (2.1)–(2.5) are of similar appearance and only differ in the details, such as leading wave amplitude and leading and trailing edge velocities, for a given jump \(u_- - u_+\). Figure 1 shows a DSW solution for the surface water wave Whitham equation (2.3) for the level ahead \(u_+ = 0\) and the level behind \(u_- = 0.1\). These initial values mean that the waves of the DSW are far from the maximum amplitude wave. The DSW has a similar appearance to the KdV DSW [25], which is discussed in Section 3(a). The amplitude of the lead solitary wave is 0.23, which is slightly higher than the KdV DSW lead wave amplitude of \(2(u_- - u_+) = 0.2\).

3. DSWs for the Whitham equation

As discussed in the Introduction, El [2,31,32] developed the dispersive shock fitting method to determine the details of the leading and trailing edges of a DSW of KdV type. The importance of this method is that it is applicable even when the Whitham modulation equations for the governing nonlinear dispersive wave equation are not known. The shock fitting method is based on the deduction that the leading and trailing edges of a DSW can be determined solely from the non-dispersive form of the equation applying outside of the DSW region and the linear dispersion relation for the equation. The non-dispersive form of all the Whitham equations (2.1)–(2.5) applying outside the DSW are
\[
\frac{\partial \bar{u}}{\partial t} + 2\bar{u} \frac{\partial \bar{u}}{\partial x} = 0.
\]
(3.1)

The notation \(\bar{u}\) is used for the non-dispersive region as the solution in the non-dispersive region matches with the mean of \(u\) at the edges of the DSW [2,31,32]. The characteristic velocity of the non-dispersive equation is then \(V(\bar{u}) = 2\bar{u}\).

El [2,31,32] showed that matching between the non-dispersive region behind the DSW and the trailing edge of the DSW gives that the wavenumber \(k\) at the trailing edge of the DSW is determined by
\[
\frac{dk}{\partial \bar{u}} = \frac{\partial \omega}{\partial \bar{u}} \left( \frac{V(\bar{u}) - \omega}{\partial \bar{u}} \right),
\]
(3.2)

with \(\omega = \omega(\bar{u}, k)\) the linear dispersion relation and \(\bar{u}\) the mean of \(u\) in the DSW. The boundary condition for this differential equation is \(k(u_+) = 0\), which links the trailing edge to the leading, solitary wave edge of the DSW where the wavenumber vanishes. The position of the trailing edge of the DSW is then determined from the group velocity
\[
s_- = \frac{\partial \omega(u_-, k_-)}{\partial k}
\]
(3.3)
at the trailing edge.

The leading, solitary wave edge of the DSW is determined in a similar fashion, but in terms of “conjugate” variables. The “conjugate frequency” \(\tilde{\omega}\) is given in terms of the “conjugate wavenumber” \(\tilde{k}\) by \(\tilde{\omega} = -\omega(\bar{u}, \tilde{k})\). Then, as for the linear wave edge, the leading, solitary wave
edge of the DSW is determined by
\[
\frac{d\tilde{k}}{d\tilde{r}} = \frac{\partial\tilde{\omega}}{\partial \tilde{k}} \frac{\tilde{\omega}}{V(u)},
\]
(3.4)
with the boundary condition \( \tilde{k}(u_-) = 0 \) to link to the trailing, linear edge. The position of the leading edge of the DSW is thus given by its velocity \( s_+ \), with
\[
s_+ = \frac{\tilde{\omega}(u_+, \tilde{k}_+)}{\tilde{k}_+}.
\]
(3.5)

Modulation theory gives that this is the same as the solitary wave velocity \( V_s \), so that \( s_+ = V_s \). The reason for the use of these complex “conjugate” variables is due to the underlying assumption of the dispersive shock fitting method that the periodic wave solution is given by \( u_0 = r(u)P(u) \), where \( P(u) \) is a cubic polynomial and \( r(u) \) is some smooth function which does not vanish at the roots of \( P(u) \). This then connects the periodic wave solution to elliptic functions, so that the solitary wave solution in the real direction is connected to a “conjugate” (linear) periodic wave in the imaginary direction.

In Section 5 the details of the leading and trailing edges of the DSWs for the Whitham equations (2.1)–(2.5) will be compared with their equivalents for the KdV equation, which is (2.3) with \( K = 1 + \frac{1}{2} \partial^2 / \partial x^2 \). The velocity \( s_- \) of the trailing edge and the amplitude \( A_s \) and velocity \( s_+ = V_s \) of the leading edge of the KdV DSW are [25,26]
\[
s_- = 4u_+ - 2u_-, \quad s_+ = V_s = \frac{2}{3}u_+ + \frac{4}{3}u_-, \quad A_s = \frac{3}{2} s_+ - 3u_+ = 2 (u_- - u_+). \quad (3.6)
\]

With these preliminaries, the leading and trailing edges of the DSWs for the Whitham equations (2.1)–(2.5) can be determined.

(a) Intermediate long wave DSW

The linear dispersion relation for the intermediate long wave Whitham equation (2.1) is
\[
\omega = 2\pi k - k^2 \coth k + k.
\]
(3.7)
The trailing, linear wave edge of the DSW is then determined by the differential equation (3.2) with the boundary condition \( k(u_+) = 0 \) to match with the leading edge. Solving this equation gives
\[
\frac{1}{2} \ln \frac{e^{2k} - 1}{k} + \frac{k}{e^{2k} - 1} = \bar{u} - u_+ + \ln \sqrt{2} + \frac{1}{2},
\]
(3.8) Then at the trailing, linear edge \( k = k_- \) and \( u = u_- \). The velocity \( s_- \) of the trailing edge is the linear group velocity
\[
s_- = \frac{\partial \omega}{\partial k} = 2u_- + k_-^2 \coth^2 k_- - 2k_- \coth k_- - k_-^2 + 1 \quad (3.9)
\]
with \( k_- \) the solution of (3.8) with \( k = k_- \) and \( \bar{u} = u_- \).

The leading, solitary wave edge is determined in a similar fashion from the conjugate equation (3.4) with the condition \( k(u_-) = 0 \) linking to the trailing edge. Solving this differential equation gives that the conjugate wavenumber \( \tilde{k} = k_+ \) at the leading edge is the solution of
\[
\tilde{k}_+ \cot \tilde{k}_+ + \ln \frac{\sin \tilde{k}_+}{\tilde{k}_+} = -2 (u_- - u_+) + 1. \quad (3.10)
\]
With this solution, the velocity of the leading edge of the DSW is the solitary wave velocity
\[
s_+ = V_s = \frac{\tilde{\omega}(u_+, \tilde{k}_+)}{\tilde{k}_+} = 2u_+ - \tilde{k}_+ \cot (\tilde{k}_+) + 1. \quad (3.11)
\]
The amplitude \( A_s \) of the leading edge of the DSW is then determined from the intermediate long wave soliton solution (2.2).
(b) Water wave DSW

The linear dispersion relation for the Whitham equation (2.3) with water wave dispersion is

\[
\omega = 2\pi k + \sqrt{k \tanh k - k}.
\]  

(3.12)

The differential equation (3.2) for the DSW trailing edge cannot be solved analytically with this dispersion relation, so it will be solved numerically. The velocity of the trailing edge of the DSW is then the group velocity

\[
s_+ = \frac{\partial \omega(u_-, k_-)}{\partial k} = 2u_- + \frac{1}{2} \tanh (k_-) + k_- \text{sech}^2 (k_-) + \frac{1}{\sqrt{k_- \tanh (k_-)}} - 1. 
\]  

(3.13)

The solitary wave edge of the DSW is determined in a similar fashion using the conjugate equation (3.4). As for the linear edge, this equation cannot be solved analytically and its solution is found numerically with the condition \( \tilde{k}(u_-) = 0 \) to connect the solitary wave edge of the DSW to the linear wave edge. The velocity of the leading edge of the DSW is then the solitary wave velocity

\[
s_+ = V_s = \frac{\tilde{\omega}(u_+, \tilde{k}_+)}{\tilde{k}_+} = 2u_+ + \sqrt{\tan \left( \frac{\tilde{k}_+}{k_+} \right) - 1}. 
\]  

(3.14)

As there is no known solitary wave solution of the Whitham equation (2.3), its amplitude-velocity relation will be determined from numerical solitary wave solutions, as outlined in Section 2(b).

The jump height \( \Delta = u_- - u_+ \) at which the lead wave of the water wave DSW first forms a cusp can be obtained from numerical solutions of the solitary wave equation (2.4). For given \( u_- \) and \( u_+ \) the velocity \( V = s_+ \) is obtained from the shock fitting expression (3.14). This velocity is then used in the solitary wave equation (2.4). The jump height is increased until the numerical scheme ceases to converge. In this manner it is found that the DSW reaches maximum amplitude and forms a cusp when \( \Delta = 0.162 \).

(c) Peaking DSW

The final DSW to be determined is that for the model Whitham equation (2.5) which has a peaked wave of maximum amplitude. The linear dispersion relation for this equation is

\[
\omega = 2\pi k + k \left( \frac{2\mu \nu}{k^2 + \nu^2} - 1 \right). 
\]  

(3.15)

As for the intermediate long wave example of Section 3(a), the trailing edge equation (3.2) is solved using this dispersion relation and the matching condition \( k(u_+) = 0 \) at the leading edge. It is then found that the wavenumber at the trailing edge is the solution of

\[
\frac{\mu \ln \left( k^2 + \nu^2 \right)}{\nu} - \frac{2\mu \nu}{k^2 + \nu^2} = 2(u_- - u_+) + \ln \left( \frac{\pi}{2} \right) - 1, 
\]  

(3.16)

on setting \( k = k_- \) and \( \tilde{u} = u_- \) in the solution. The velocity of the linear wave edge is then the group velocity

\[
s_- = \frac{\partial \omega(u_-, k_-)}{\partial k} = 2u_- + \frac{2\mu \nu}{k_-^2 + \nu^2} - 1 - \frac{4k_-^2 \mu \nu}{(k_-^2 + \nu^2)^2}. 
\]  

(3.17)

The leading, solitary wave edge of the DSW is determined in a similar fashion. Solving the conjugate equation (3.2) gives that the conjugate wavenumber \( \tilde{k}_+ \) at the leading edge is the
solution of
\[ \frac{1}{4} \ln \left( \frac{\nu^2 - k_+^2}{\nu^2} \right) + \frac{1}{2} \left( \frac{2 \mu \nu}{k_+^2 - \nu^2} + 1 \right) = u_+ - u_. \] (3.18)

The velocity of the leading edge of the DSW is thus the solitary wave velocity
\[ s_+ = V_s = \frac{\tilde{w}_s(u_+, k_+)}{k_+} = 2u_+ + \frac{2\mu \nu}{\nu^2 - k_+^2} - 1. \] (3.19)

For this peaked wave case the amplitude-velocity relation can be determined analytically as the dispersive kernel of the Whitham equation (2.5) is the solution of the ordinary differential equation (2.6).

We seek a solitary wave solution of the Whitham equation (2.5) of the form \( u = f(x - Vt) = f(\theta) \). Substituting this travelling wave form into the equation and integrating once gives
\[ -Vf + f^2 - f + \int_{-\infty}^{\infty} L(\theta - \xi) f(\xi) d\xi - C_1 = 0, \] (3.20)

where \( C_1 \) is a constant of integration. We now use that \( L \) is the solution of (2.6), so that
\[ \left( \partial_\theta^2 - \nu^2 \right) \left( (V + 1)f - f^2 \right) + \nu^2 (f - C_1) = 0. \] (3.21)

Multiplying (3.21) by \( \partial_\theta \left( (V + 1)f - f^2 \right) = (V + 1 - 2f)f' \) and integrating with respect to \( \theta \) gives
\[
\begin{align*}
(V + 1 - 2f)f^2 - \nu^2 \left\{ \left( (V + 1)f - f^2 \right)^2 - (V + 1)f^2 + \frac{4}{3} f^3 \right\} \\
+ 2\nu^2 C_1 \left[ f^2 - (V + 1)f \right] = C_2,
\end{align*}
\] (3.22)

where \( C_2 \) is another constant of integration. The constants of integration can be found on assuming that the solitary wave is on a constant background, so that \( f \to \beta \) and \( f' \to 0 \) as \( \theta \to \pm \infty \). Thus, we obtain
\[ C_1 = -V\beta + \beta^2, \quad C_2 = \nu^2 \left\{ \left( (V + 1)\beta - \beta^2 \right)^2 + (V + 1)\beta^2 - \frac{4}{3} \beta^3 \right\}. \] (3.23)

At the solitary wave maximum, \( f = f_m \) and \( f' = 0 \). We then obtain from the differential equation (3.22) and the expressions (3.23) for the constants of integration that the solitary wave velocity is the solution of the quadratic
\[ (V + 1)^2 - (1 + 2f_m + 2\beta)(V + 1) + (f_m + \beta)^2 + \frac{4}{3} f_m + \frac{2}{3} \beta = 0. \] (3.24)

The positive square root of this quadratic is chosen to give the correct velocity as \( f_m \to \beta \), so that
\[ V + 1 = \frac{1}{2} \left\{ 1 + 2f_m + 2\beta + \sqrt{1 + \frac{4}{3} (f_m - \beta)} \right\}. \] (3.25)

As shown by Whitham [1], equation (3.22) governing the periodic wave solution gives that peaking occurs when \( V + 1 = 2f_p \), where \( f_p \) denotes the peak height. By setting \( f_m = f_p \) the amplitude-velocity relation (3.25) then gives the peak amplitude, the rise at the peak above the background \( \beta \), as \( A_p = f_p - \beta \). The velocity expression (3.25) thus gives that peaking occurs when \( f_m - \beta = 2/3 \), so that the lead wave velocity (3.19) gives the limiting conjugate wavenumber \( k_p = \pi/4 \). The critical jump height at which the lead wave of the DSW peaks is then given by (3.18) as \( \Delta = u_- - u_+ = 1/6 - \ln(3/4)/4 \approx 0.239 \).

4. DSW breakdown

As the height \( \Delta = u_- - u_+ \) of the initial jump (2.7) grows, the amplitude of the lead solitary waves of the DSWs increase for the Whitham equations with the water wave and peaking kernels
Figure 2: DSW stability threshold. Numerical solutions of the Whitham equation with the water wave kernel (2.3) for the initial condition (2.7). (a) below threshold \( u_- = 0.15 \); (b) above threshold \( u_- = 0.157 \). The level ahead is \( u_+ = 0 \) and \( t = 3000 \).

Figure 3: DSW instability. Numerical solutions for the evolution of an unstable DSW governed by the Whitham equation with the water wave kernel (2.3) for the initial condition (2.7). Evolution around onset of instability. The parameter values are \( u_- = 0.157 \) and \( u_+ = 0 \).

until they reach a maximum. The lead wave of the water wave DSW first has a cusp at \( \Delta \approx 0.162 \). This results in the leading edge of the DSW becoming flat as the maximum wave is approached as the jump height increases. The resulting DSW appears similar to a DSW propagating in water of decreasing depth [46]. In this case, the shoaling of the DSW causes it to eject a train of solitary waves ahead of it, due to mass conservation. While the DSWs have similar appearance, the cause is different here as the approach to a maximum wave causes the levelling of the leading edge of DSWs in the present work.
Numerical results show that when \( \Delta = 0.152 \), the water wave DSW becomes unstable. For higher jump heights, the lead solitary wave of the DSW develops an instability, which propagates back through it, resulting in the DSW becoming a multiphase wavetrain. The development of this instability is illustrated in Figures 2 and 3. The numerical DSW solution shown in Figure 2(a) is just below the threshold, with \( \Delta = 0.15 \). The DSW has the standard KdV form, with some flattening of the leading wave amplitude due to these waves approaching the limiting wave form. An unstable DSW just above the threshold, with \( \Delta = 0.157 \), is illustrated in Figure 2(b) with the generation of a multi-phase wavetrain is clearly seen, with the instability arising at around \( t = 1500 \). The detailed evolution of the instability is shown in Figure 3 for \( \Delta = 0.157 \). It can be seen from this figure that the instability first occurs at the leading edge of the DSW at around \( t = 2500 \) and propagates back through it. It will now be shown that this behaviour is due to the modulational instability of the periodic wave solution of the Whitham equation. The Whitham equation with the peaking kernel (2.5) shows similar instability behaviour, with the threshold jump height \( \Delta = 0.234 \) for the onset of the instability, again slightly lower than the critical jump height \( \Delta = 0.239 \).

(a) Admissibility conditions

The DSW fitting method is based on the DSW being of KdV type. To ensure this, various admissibility conditions need to be satisfied [2,15]. These relate to the genuine nonlinearity and hyperbolicity of the Whitham modulation equations governing the DSW. The breakdown of these conditions can lead to linear degeneracy and modulational instability due to zero dispersion. In detail, we require that

\[
\frac{d}{du} s_-(u_-) \neq 0, \quad \frac{d}{du} s_+(u_+) \neq 0, \quad \frac{d}{du} s_+(u_-) \neq 0, \quad \frac{d}{du} s_+(u_+) \neq 0 \tag{4.1}
\]

for the shock fitting method to be valid. The first and third criteria imply that the Whitham modulation equations form a genuinely nonlinear system at the linear and solitary wave edges of the DSW, respectively. The breakdown of either of these two conditions means that a centred simple wave solution of the modulation equations, corresponding to a DSW, is not possible. The second and fourth criteria mean that the Whitham modulation equations are strictly hyperbolic at the linear and solitary wave edges of the DSW, respectively. The breakdown of either of these conditions means that there is zero dispersion and the DSW is not modulationally stable. A gradient catastrophe occurs, resulting in compression and implosion of the DSW. The numerical solutions displayed in Figures 2(b) and 3 seem to show modulational instability due to zero dispersion. However, the breakdown of the DSW is more involved than this.

The validity of the admissibility conditions (4.1) can be checked using the leading and trailing edge DSW solutions of Section 3. Differentiating the trailing edge velocity (3.9) and leading edge velocity \( s_+ \) (3.11) with respect to \( u_- \) and \( u_+ \) for the intermediate long wave Whitham equation (2.1), it is found that the admissibility conditions are always satisfied, so that the DSW solution of Section 4 is valid for any jump height \( \Delta = u_- - u_+ \). Numerical solutions of the intermediate long wave equation (2.1) do not show any instability of the DSW, as is expected as the intermediate long wave equation is integrable.

For the case of the water wave DSW, the derivative \( ds_-/du_- \) vanishes when \( k = 1.29 \), at which wavenumber the jump height is \( \Delta = 0.148 \). The other derivatives in the admissibility conditions (4.1) do not vanish. The modulation equations then have a breakdown of genuine nonlinearity at the trailing edge for sufficiently large initial jumps. As stated above, the lead wave of the DSW first reaches the maximum amplitude for a jump height \( \Delta = 0.162 \), so the loss of genuine nonlinearity occurs just below this maximum wave amplitude. However, the numerical solutions displayed in Figures 2(b) and 3 are more indicative of modulation instability, with the generation of a multiphase wavetrain [2]. The resolution of this is found from the stability of the periodic wavetrain for the Whitham equation with the water wave kernel [43]. This work found that the periodic wave solution undergoes Benjamin-Feir instability when its amplitude
is sufficiently large. Rescaling their results to the present form (2.3) of the Whitham equation, this critical amplitude is 0.39, which compares favourably with the lead wave amplitude 0.439 for the jump height $\Delta = 0.151$ just before the DSW becomes unstable, found from numerical solutions. In addition, shock fitting gives the wavenumber $k_- = 1.31$ at the trailing edge for $\Delta = 0.152$, which is very close to the stability boundary for Benjamin-Feir instability for Stokes water waves on water of finite depth $k = 1.36$ [1]. The wavenumber at the instability around $x = 500$ in Figure 2(b) is centred around 0.962, which again is just in the Benjamin-Feir instability region for weakly nonlinear water waves. The water wave DSW then becomes unstable due to Benjamin-Feir instability of the underlying periodic wavetrain solution. The jump height for the onset of instability is just above that for the loss of genuine nonlinearity, so that the Benjamin-Feir instability dominates the effects of loss of genuine nonlinearity in the numerical solutions.

The DSW for the Whitham equation with the peaking kernel, (2.5), shows similar instability behaviour as for the water wave Whitham equation. This is not unexpected as the peaking kernel was introduced as an approximation to the water wave kernel so that the limiting wave had a peak, rather than a cusp, which matches the limiting Stokes water wave [1]. Again, the derivative $ds_-/du_-$ vanishes, this time for the wavenumber $k = 1.070$ for the jump height $\Delta = 0.254$, so that there is a loss of genuine nonlinearity. In addition, $ds_-/du_+ = 0$ when $k = 2.721$, for which $\Delta = 0.721$. However, the leading wave of the DSW peaks at the jump height $\Delta = 0.239$. Hence, in contrast to the water wave kernel, the breaking of the admissibility conditions (4.1) is not relevant for the peaking kernel. However, similar to the water wave kernel, the leading wave of the DSW becomes unstable at the jump height $\Delta = 0.234$ for which the lead solitary wave has amplitude 0.66, again due to modulational instability of the underlying periodic wave. The instability then propagates through the DSW, generating a multiphase wavetrain. The solution in this case is similar to those displayed in Figures 2(b) and 3.

5. Comparisons with numerical solutions

Numerical solutions of the Whitham equations (2.1), (2.3) and (2.5) with the jump initial condition (2.7) will be compared with the DSW modulation solutions of the three Whitham equation variants and also KdV theory. The numerical solutions were obtained using a hybrid spectral method detailed in [39]. The dispersive terms were calculated using fast Fourier transforms and then propagated forward in time using the 4th order Runge-Kutta scheme. To obtain accurate results for initial jumps producing DSWs whose leading edge wave is near the wave of maximum height the time step was halved and the number of Fourier modes doubled until there was no change in the solution to the accuracy reported here. For the numerical calculations, the time step used was $\Delta t = 0.025$ and the number of points was $N = 2^{18}$. Also, the initial condition (2.7) was smoothed using the hyperbolic tangent.

Figure 4 shows comparisons for the lead solitary wave velocity $s_+$, lead solitary wave amplitude $A_s$ and trailing edge velocity $s_-$ versus the level ahead $u_+$ for the intermediate long wave equation (2.1). Shown are results from full numerical solutions and the modulation theory of Section 3 for the amplitude and velocity of the leading, solitary wave edge of the DSW and the group velocity of the trailing, linear wave edge. In addition, the figure shows the equivalent results for the KdV DSW (3.6), as the intermediate long wave equation reduces to the KdV equation in the limit of small amplitudes. The level behind $u_- = 1$ is kept fixed as the level ahead $u_+$ is varied. Figure 4(a) shows this comparison for the velocity $s_+$ of the lead solitary wave of the DSW. It can be seen that dispersive shock fitting gives leading edge velocities in near perfect agreement with numerical values, with a difference of less than 1%. As expected, the leading edge velocity of the equivalent KdV DSW converges to the Whitham equation value as the jump height $u_- - u_+$ decreases and the wave amplitudes become small. In the KdV limit the solitary wave amplitude has the exact value $2(u_- - u_+)$, which is twice the jump height. However, the KdV velocity differs from the numerical velocity by less than 5% over the entire jump range. Similar conclusions can be made for the leading solitary wave amplitude $A_s$ comparison shown in Figure 4(b). The numerical amplitude and shock fitting amplitude are in excellent agreement.
Figure 4: Comparisons between dispersive shock fitting solutions and numerical solutions for intermediate long wave equation \((2.1)\). (a) front velocity \(s_+\), (b) front amplitude \(A_s\), (c) trailing edge velocity \(s_-\). Here \(u_- = 1.0\). Numerical solution: (green) +; modulation solution \((3.11)\): (purple) □; modulation theory \((3.6)\) for KdV equation: (blue) △.

and the KdV modulation theory amplitude converges to these in the limit of a small initial jump. The modulation theory results for the intermediate long wave equation differ by less than 1% from the numerical values, while the KdV modulation theory differs by up to 9%.

The final comparison of Figure 4 is that of Figure 4(c) for the velocity \(s_-\) of the trailing, linear edge of the DSW. The agreement between the dispersive shock fitting results and the numerical values, while still very good, is slightly worse than for the leading edge, but with the largest difference still less than 8%. In addition, the KdV trailing edge velocity converges to the Whitham equation value as the jump height decreases, as expected. The major result is that the discrepancy for the KdV trailing edge velocity is much larger than for the leading edge amplitude and velocity, with the difference up to 50%, showing the importance of higher order dispersion on the linear group velocity. In addition, the agreement of the dispersive shock fitting velocity, while very good, is slightly worse than for the leading edge amplitude and velocity. The reason for the poorer agreement between the shock fitting and numerical trailing edge velocities is that the trailing edge position is less certain than the leading edge one as there is no sharp rear edge to the numerical DSW, as can be seen from Figure 1. There is no distinct trailing edge, but a long tail of waves of nearly equal amplitude. Modulation theory predicts that the amplitudes of the waves in the rear of the DSW decrease linearly \([1,25,26]\). The numerical trailing edge position can then be estimated by linear extrapolation of the rear crests of the DSW down to the level \(u_-\) behind \([47]\). The crests chosen are the distinct, moderate amplitude waves of decreasing amplitude before the long train
Figure 5: Comparisons between dispersive shock fitting solutions and numerical solutions for the water wave equation (2.3). (a) and (b) front velocity $s_+$, (c) and (d) front amplitude $A_s$, (e) and (f) trailing edge velocity $s_-$. For (a), (c) and (e) $u_+ = 0$. For (b), (d) and (f) $u_- = 0.2$. Numerical solution: (purple) +; shock fitting solution (3.14) and (2.4): (green) □; DSW modulation solution (3.6) for KdV equation: (blue) △.

nearly uniform, small amplitude waves seen in Figure 1a This process is still arbitrary to some extent, which explains the increased difference between the shock fitting and numerical values.

Figure 5 shows comparisons for the lead solitary wave velocity $s_+$, lead solitary wave amplitude $A_s$ and the trailing edge velocity $s_-$ versus $u_-$ and $u_+$ for the Whitham equation with the water wave kernel (2.3). This figure has additional comparisons for which the level behind $u_-$ varies, due to the breakdown of the admissibility conditions and instability discussed above. The
Figure 6: Comparisons between dispersive shock fitting solutions and numerical solutions for peaking equation (2.5). (a) and (b) front velocity \( s_+ \), (c) and (d) front amplitude \( A_s \), (e) and (f) trailing edge velocity \( s_- \). For (a), (c) and (e) \( u_+ = 0.0 \). For (b), (d) and (f) \( u_- = 0.2 \). Numerical solution: (purple) +; shock fitting theory (3.19) and (3.25): (green) □; DSW modulation solution (3.6) for KdV equation: (blue) △.

numerical results in this figure are presented beyond the instability threshold at \( \Delta = 0.151 \). The DSW leading and trailing edges reach an approximate steady state before instability develops, so doing this provides a meaningful comparison. The agreement between the numerical and shock fitting values for the lead solitary wave amplitude and the velocities of the lead solitary wave and trailing, linear edge of the DSW are very good, as for the intermediate long wave equation, except for larger jumps. While the lead wave and trailing wave velocities are in good agreement...
for the larger jump heights, the lead wave amplitude shows increasing disagreement. Figures 5(c) and (d) were calculated from the numerical solitary wave amplitude-velocity relation based on equation (2.4) governing a solitary wave. However, the difference is no more than 13%. In detail, the differences between modulation theory and the numerical values of the lead wave and trailing wave velocities and the lead wave amplitude are no more than 3%, 7% and 9%, respectively. Again, the KdV DSW solution shows increasing disagreement as the jump height grows, with the differences with the numerical results increasing to 8%, 58% and 27% for the lead wave amplitude and velocity and the trailing edge velocity, respectively. The reason for the difference between shock fitting and numerical results can be understood from the evolution of the DSW as the maximum amplitude is approached, shown in Figure 2(a). The numerical lead wave amplitude shown in Figure 5(c) levels off as the maximum amplitude is approached, but the shock fitting amplitude shows rapid growth. Dispersive shock fitting gives accurate predictions for the leading and trailing velocities of the DSW, even up to instability. On the other hand, while KdV modulation theory for the lead wave velocity is quite close to the numerical and shock fitting values, even up to instability, this is not the case for the lead wave amplitude and trailing edge velocity. In particular, the KdV trailing edge velocity is far from the numerical values. The KdV velocity linearly decreases, while the numerical and shock fitting values have a slowing rate of decrease. The higher wave frequencies which are incorporated in the Whitham equation, but not asymptotically incorporated in the KdV equation, then have a major role in the DSW evolution.

Figure 6 shows comparisons for the lead solitary wave velocity \( s_+ \), lead solitary wave amplitude \( A_+ \), and the trailing edge velocity \( s_- \) versus the level behind \( u_- \) (the level ahead is fixed at \( u_+ = 0.0 \)) and the level ahead \( u_+ \) (the level behind is fixed at \( u_- = 0.2 \)) for the peaking wave Whitham equation (2.5). In general, the agreement between the numerical solution and the dispersive shock fitting results for the lead solitary wave amplitude and velocity and the trailing edge group velocity is excellent up until the DSW becomes unstable for large jump heights, at which point the numerical values terminate. The dispersive shock fitting results continue past this point, but these cease to be relevant. The peaking condition of Whitham [1], see Section 3(c), gives that the DSW peaks at \( u_- = 0.239 \). This value was obtained by assuming a zero background depth in equation (3.22), as the initial condition has \( u_+ = 0 \) for Figure 6. The peak wave is determined by \( f' \rightarrow +\infty \) at the peak. As for the lead wave velocity for the water wave Whitham equation (2.3), shown in Figures 5(a) and (b), the KdV modulation theory lead wave velocity shown in Figures 6(a) and (b) is again in quite good agreement with the numerical values. However, this is not true for the lead wave amplitude shown in Figures 6(c) and (d) and the trailing edge velocity shown in Figures 6(e) and (f). This is emphasised for the trailing edge velocity as the Whitham equation velocity levels off, while the KdV velocity linearly decreases. Overall, the comparisons of Figure 6 are similar to those for the water wave Whitham equation of Figure 5, which is expected as Whitham introduced the model equation (2.5) to mimic the properties of the full water wave equation (2.3), but to be analytically more tractable, and to produce a highest wave with a sharp peaked crest, as for the full water wave equations, rather than a cusp, as for (2.3) [1]. The differences between the modulation theory results and the numerical values for the lead wave velocity, trailing edge velocity and lead wave amplitude are no more than 2%, 3% and 2%, respectively. On the other hand, the same results for the KdV DSW modulation solution differ from the numerical values by up to 8%, 48% and 28% for the lead wave velocity, the trailing edge velocity and the lead wave amplitude.

6. Conclusions

The dispersive shock wave fitting method [2,31,32] has been used to find the properties of the leading and trailing edges of DSWs governed by the Whitham equation [1] with various dispersion relations (kernels). The Whitham equation is a model equation used to incorporate short wave effects not present in long wavelength, weakly nonlinear expansions of the water wave equations, such as the KdV equation. This is done by incorporating the weak nonlinearity of the KdV equation with the full water wave dispersion via a nonlocal Fourier integral term with
a kernel based on the full dispersion relation. It is found that the shock fitting method again gives results in excellent agreement with full numerical solutions for the leading and trailing edges of a DSW. The results further emphasise the importance of higher frequencies in the evolution of water waves as their amplitudes increase, leading to peaking and other effects. These lead to the amplitudes of the waves in the DSW, particularly at the leading edge, to asymptote to a constant, in sharp contrast to a KdV DSW. The DSW then develops a series of equal amplitude waves at its leading edge. As the level of the initial jump $\Delta = u_+ - u_-$ rises, the DSW for the water wave and peaking Whitham equations becomes unstable due to a Benjamin-Feir instability of the underlying periodic wavetrain. This manifests itself by the lead solitary wave becoming unstable. The instability then propagates back through the DSW, generating a multiphase wavetrain. For these equations, the DSWs also violate some of the admissibility conditions for the shock fitting method to be valid. However, these violations either occur for large jump heights which are not relevant, or occur for jump heights just below the instability threshold, so that they do not manifest themselves.
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