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2.2. Platform 

Multi-rotor UAVs are becoming more commonplace and are frequently used for commercial and 

recreational aerial photography. For this study we used an eight rotor Mikrokopter Micro-UAV called 

an “Oktokopter” supplied by HiSystems (GmbH, www.mikrokopter.com, Germany) (see Figure 2). 

The Oktokopter had a payload capacity of around 1 kg, a flight duration of 5 min (with a typical 

payload), and was equipped with a gimballed camera mount (i.e., self leveled during flight based on 

onboard gyroscopes that measure the roll and pitch of the airframe), to which we individually fitted 

each of the three sensors. The Mikrokopter flight electronic systems can be used to automatically 

maintain level flight, control the altitude, log system data, and to fly the UAV through a series of 

predefined, three-dimensional waypoints. 

Figure 2. Oktokopter fitted with FLIR Photon 320 Thermal Infrared camera with Ethernet 

module mounted below. 

 

2.3. Visible Digital Camera 

To collect visible imagery we used a Canon 550D Digital Single Lens Reflex (DSLR) camera (15 

Megapixel, 5184 × 3456 pixels, with Canon EF-S 18-55 mm F/3.5-5.6 IS lens). The image capture rate 

was controlled by the UAV’s flight control board, which was programmed to emit a pulse at a desired 

frequency. The flight control board was connected to a custom-made cable that triggered the remote shutter 

release of the camera. The Canon camera was operated in shutter priority mode (a fast shutter speed was 

required to minimize motion blur), in which the desired shutter speed (typically 1/1250–1/1600 sec) was 

set before flight and the exposure was adjusted automatically by varying the camera’s aperture. Images 

were captured in RAW format and stored on the memory card in the camera for post-flight download. 

2.4. Thermal Infrared Sensor 

To collect TIR imagery we used a FLIR Photon 320 (FLIR Systems, Inc. the USA, www.flir.com) 

uncooled thermal sensor (see Figure 2). The Photon 320 had a 14 mm lens providing a 46° field of 

view and acquired image frames of 324 × 256 pixels as raw 14-bit Digital Numbers (DNs) at the rate 

of 9 Hz. Image frames from the camera were converted into ethernet data packets by the FLIR 

Ethernet module and this data was then stored on a Single Board Computer (SBC), a Gumstix Verdex 

Pro XM4-BT, equipped with netCF and console expansion cards. System time of the Gumstix SBC 

was set to GPS time prior to flight, so that the thermal data files could be synchronized with UAV GPS 
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log files. The 9 Hz data rate was too fast for the data buses of the Gumstix SBC and thus images could 

only be collected at a rate of around 1 Hz, which was fast enough for our purposes and retained 

sufficient image overlap on ground.  

After the flight, the raw image data was downloaded from the SBC memory card and processed 

with code written in the IDL/ENVI image-processing environment (Exelis Visual Information 

Solutions, Inc. USA, www.exelisvis.com) to extract the image frames from the captured data packets. 

Extracted images were stored as 16-bit ENVI single band files containing the original 14-bit raw DNs 

as collected by the TIR sensor. A set of JPEG quick look images were simultaneously generated 

allowing a visual check of image quality. As the DNs typically do not cover the full 14-bit dynamic 

range, a contrast stretch to the data had to be applied, so that subsequent image processing software 

was able to identify features within the images. To identify an appropriate stretch, we created a 

histogram of the DNs of all pixels in all images, chose an upper and lower threshold such that the full 

dynamic range of the scene was covered, and applied a linear stretch based on these minimum and 

maximum thresholds. The images were then stored as 16-bit TIFF files, keeping note of the thresholds 

used such that the pixel values could later be converted back to the original DNs. The DN-values in the 

thermal imagery represent at-sensor radiance. After mosaicking and co-registration the DN-values 

were converted to absolute temperature in °C based on an empirical line correction. Nineteen targets 

with similar emissivity (0.97 assumed for moss and dark rock) were marked with shiny aluminum 

disks. Due to the very low emissivity of shiny aluminum these targets were clearly visible in the 

thermal imagery. A temperature observation was collected with a thermal radiance gun (Digitech 

QM7226) in between two aluminum disks. A GPS coordinate was also recorded for these 

observations. Matching pixels were extracted from the thermal imagery and based on the matching 

reference temperatures a linear regression was calculated. With this empirical relationship we 

converted the whole thermal mosaic into absolute temperature, assuming a constant emissivity of 0.97 

(which is justifiable given our interest in the moss bed). 

2.5. Multispectral Sensor 

The multispectral sensor used in our study was a Tetracam (Tetracam, Inc. the USA) mini-MCA 

(Multiple Camera Array) with an array of six individual image channels. Each channel has its own 

Complementary Metal Oxide Semiconductor (CMOS) sensor that could acquire 10-bit image data at 

an image size of 1280 × 1024 pixels. It was possible to fit customized waveband pass filters to each 

lens, allowing the user to define the desirable spectral band configuration. The data sets collected for 

this study had 530, 550, 570, 670, 700 and 800 nm optical filters fitted, with a Full-Width at Half 

Maximum (FWHM) of 10 nm. 

The mini-MCA could be set to a “burst” mode in which it captured images continually from the 

time the shutter release was first pressed, we used the maximum rate of 0.5 Hz. Each of the six arrays 

stored the images in a proprietary raw format onto individual compact flash memory cards. After the 

flight the image data was downloaded from the cards resulting in six files for each camera exposure. 

As with the TIR data, we designed processing code in the IDL/ENVI environment to read the raw 

format files and to merge the layers into a single six band, 16-bit (to store the 10-bit data) ENVI image 

file format. The next stage was to correct mini-MCA imagery for sensor noise and other image 
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distortions. Detailed description of these corrections can be found in Kelcey and Lucieer [27]. In short, 

the following three corrections were applied: (i) noise reduction using dark current imagery, (ii) lens 

vignetting correction based on spatially dependent correction factors, and (iii) a Brown-Conrady model 

removed lens distortion [27]. 

Finally, the image bands had to be aligned, as the six mini-MCA camera lenses were spatially 

offset. Tetracam Inc. provides software and alignment equations to correct for these offsets, but similar 

to Laliberte et al. [11] we found this alignment correction inaccurate at our typical UAV flying 

heights. To improve the band misalignment, we developed our own technique based on detecting 

geometric features within the imagery with the Scale Invariant Feature Transform (SIFT) keypoint 

detector [28]. The alignment process considered the first spectral band (Band 1) of each image to be 

the master and aligned the other bands to it by matching key points between the bands. SIFT was run 

on each band of an image to create a set of key files and a key matching algorithm was then run 

between Band 1 and each of the other bands. Extracting the x, y locations of the matching features 

allowed us to create a control point file that aligned a given band with Band 1, i.e., there were five 

control point files for bands 2 to 6. The control points were applied to each band with a Delaunay 

triangulation combined with a nearest neighbor resampling in order to perform a non-linear local 

transformation for alignment with the first band. The band alignment was highly dependent on the 

distance between the camera and the imaged surface. Provided that this distance remained relatively 

constant (within ±5 m), the technique would create a set of alignment parameters applicable to the 

current dataset. Final inspection of the band alignment for objects with sharp edges in the images was 

found to be satisfactory. Moreover, the method had the added advantage of being fully automated.  

2.6. Mosaicking of Visible Imagery 

During a typical flight of our UAV the Canon camera collected around 200 images. It was therefore 

necessary to join the images into a single mosaic of the whole study area. The image mosaic also 

needed to be georeferenced, such that the imagery from the different sensors could be co-registered. 

There are various methods for mosaicking UAV imagery; e.g., Berni et al. [8], Bryson et al. [29], 

Laliberte et al. [30], Turner et al. [26], and Turner et al. [31]. Recently, new commercial software 

packages for automatically georectifing UAV imagery have become available (a review of some of 

these packages can be found in Turner et al. [31]). Based on our previous research results we selected 

Photoscan Professional by Agisoft (Agisoft LLC, Russia) to georectify and mosaic the visible 

UAV imagery. 

An overview of the Structure-from-Motion (SfM) workflow in Photoscan software can be found in 

Lucieer et al. [25]. Prior to processing, the images were geotagged with their approximate location as 

recorded by the UAV’s on-board navigation-grade GPS. The internal time of the camera was set to 

GPS time prior to flight to ensure that the images could be easily synchronized with the position data 

in the UAV GPS log file. The blurry images were then detected with an algorithm that calculates an 

image blur metric according to Crete et al. [32]. A more detailed description of this image processing stage 

can be found in Turner et al. [31]. In the final step images with excessive overlap are removed [31]. 

Once the set of images to be processed was finalized, they were imported into Photoscan, which 

then detected and matched thousands of features between the images. Using these matches it 


