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\begin{abstract}
Computer Supported Cooperative Work (CSCW) in design is an essential facilitator for the development and implementation of smart cities, where modern cooperative transportation and integrated mobility are highly demanded. Owing to greater availability of different data sources, data fusion problem in intelligent transportation systems (ITS) has been very challenging, where machine learning modelling and approaches are promising to offer an important yet comprehensive solution. In this paper, we provide an overview of the recent advances in data fusion for Mobility as a Service (MaaS), including the basics of data fusion theory and the related machine learning methods. We also highlight the opportunities and challenges on MaaS, and discuss potential future directions of research on the integrated mobility modelling.
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\end{abstract}

I. INTRODUCTION

Intelligent transportation is one major focus for smart cities, where coordination and cooperation between different stakeholders in the value chain of transportation services provision are very important. In the era of big data, data fusion has attracted tremendous attention from both academia and industry, with many successful applications also found in the transportation field. In particular, the fast development of machine learning approaches is playing an increasingly crucial role in the development of data fusion systems. Specifically, the implementation of stage-based, feature-level based, and semantic meaning based data fusion reveals a strong dependence on the use of machine learning methods [1]. As inferences and predictions on future data are uncertain, probability theory can provide a framework to model uncertainty for supporting decision making in complex situations [2] [3].

With the assistance of accurate and timely traffic information, high quality prediction of transportation outcomes would help intelligent transportation systems to provide more reliable and stable management and operations. Accordingly, how to get more accurate and timely forecasts is raising unique opportunities and challenges for public organisations such as government agencies, and private companies such as toll road operators. Meanwhile, multiple disparate data sources can be considered as complementary to present a better interpretation of the observed transportation related behaviours by reducing the uncertainty [4].

In recent years, new transportation modes are transforming urban mobility, such as vehicle sharing, e-hailing, electric powertrains, and promisingly in near future, the autonomous vehicles [5]. The emergence of these transportation modes is changing people’s travel behaviours, which results in generating massive data volumes by employing sensing technologies and large-scale computing infrastructures.

Thus, integrated mobility or mobility as a service (MaaS) systems of the next generation transportation will be more complex and diverse [6]. It is vital to unlock the power of data from integrated mobility to guide the strategy design and the construction of traffic infrastructure in order to encourage the use of mass transit and non-motorized transportation (e.g. bicycle riding and walking) while reducing the usage of private cars. For instance, to study the impact of weather factors on traffic road networks throughout a city, traffic data and weather data are combined into a weather-traffic index, which is used to conduct a key factor analysis with regional features. Specifically, such study verified the effectiveness of weather-traffic index against real-world observations, and also identified the correlation between the house age information and the weather-traffic index [7].

Hence, data fusion studies with machine learning approaches have been increasingly used to solve MaaS problems. Such approaches can leverage the characteristics of data heterogeneity to improve transport predictive modelling and mobility forecasting. In this paper, we will review the related literature in heterogeneous data fusion first. Then we point out the suggestions for future research directions.

II. MOBILITY AS A SERVICE AND DATA FUSION

MaaS is concerned with that people will use or be encouraged to use more than one mode of transport when traveling around in urban cities. Consequently, MaaS can be defined as: combining transport services from public and private transport providers through a unified gateway that creates and manages the trip, for which a user can pay with a single account. Users can pay per trip or a monthly fee for a limited distance [8]. The key concept behind MaaS is to provide users with mobility solutions in order to meet their diverse travel needs [6]. Accordingly, public and private sectors should have an integrated view on the future of mobility to understand the impacts of transportation mode changes [5]. From a data-driven perspective, MaaS data has evolved from small-scale survey datasets to large terabyte-scale datasets from diverse sources, such as smart card data, GPS...
trajectory data, and mobile phone data. In contrast, in traditional approaches, a single data source or single domain dataset is usually used for the mobility research and there are very few studies considering the effect of heterogeneous factors (e.g., environmental pollution, housing prices, and individual physical and mental health) among datasets to optimize the integrated mobility and vice versa.

Data fusion, information fusion and knowledge fusion can be considered as different levels of abstraction [9]. Nonetheless, they are tightly related. In data fusion, several sources of raw data are extracted to generate more useful information in order to remove noisy and redundant data; with information fusion, several sources of information are combined to create knowledge; for knowledge fusion, several heterogeneous sources of information and/or knowledge are merged to create a complete knowledge [10]. Both information and knowledge can be employed to support decision making [11]. Additionally, the knowledge fusion problem is regarded as to use multiple knowledge extractor to extract values from each datasets, and then to decide the degree of correctness of the extracted knowledge so that a knowledge base is generated [12].

III. MACHINE LEARNING METHODOLOGIES

The goal of integrated urban mobility research is to model large-scale heterogeneous data in order to find the underlying patterns of observed data or to predict future data, which leads to the performance enhancement of MaaS systems. Thus, the availability of MaaS data provides more useful information for understanding the mobility changes that have occurred in the urban areas. To understand integrated urban mobility, cluster analysis [13] [14] [15] and classification [16] [17] can be performed to identify the latent spatial-temporal patterns. With multi-source datasets, computational models are constructed for uncovering and optimizing urban mobility patterns. A few of them are discussed below.

A. Matrix Factorization

Matrix factorization decomposes an observed matrix $M$ into a product of two matrices, which present the latent factors of user-feature and item-feature respectively [1]. Since the observed matrix $M$ can be approximated by the production of the two matrices, thus matrix factorization has potential to predict the missing or incomplete data for effectively fusing the information or knowledge from multiple heterogeneous data sources.

On the other hand, Singular Value Decomposition (SVD) and non-negative matrix factorization (NMF) are two main methods to deal with missing values and dimensionality reduction [1] [18]. Moreover, a data fusion approach with penalized matrix tri-factorization (DFMF) is proposed to simultaneously decompose data matrices reveal hidden associations. This approach identifies that matrix factorization based data fusion achieves the high accuracy result and time response in a particular scenario [19]. To tackle the issues with sparse data, a context-aware tensor factorization (CATF) model has employed high-order singular value decomposition (HOSVD) to integrate with contextual features (e.g., features of gas stations and weather conditions) [20].

B. Multi-View Learning

Multi-view learning is a learning paradigm, which uses one function to model each view and jointly optimizes all the functions to exploit redundant views of the same input data [21] [22]. For example, for predicting weekday ridership of a rail station, there are often two views representing the given rail station: its local temporal information (e.g., weather conditions) and spatial information (e.g., distribution of Points of Interests). According to [22], the existing multi-view learning algorithms can be divided into three groups: co-training style algorithms, co-regularization style algorithms and margin consistency style algorithms. Meanwhile, multi-view learning algorithms can also be grouped into three categories: co-training, multiple kernel learning and subspace learning [21].

The above algorithms can be mutually integrated; for the MaaS scenario, we herein only review subspace methods as main solutions. The main idea of subspace methods is to exploit the latent subspace for multi-view data [1]. Selected subspace methods from the literature are presented in Table 1. Their descriptions, properties and related representatives are also summarised in the table.

<table>
<thead>
<tr>
<th>Methods</th>
<th>Descriptions</th>
<th>Properties</th>
<th>Representatives</th>
</tr>
</thead>
<tbody>
<tr>
<td>PCA</td>
<td>Linear transformations of correlated variables into uncorrelated variables so that underlying factors or components have maximized variance [23].</td>
<td>mutually orthogonal, Gaussian distributions</td>
<td>Probabilistic PCA [24], Sparse PCA [25], Kernel PCA [26]</td>
</tr>
<tr>
<td>ICA</td>
<td>Linear transformation of an m-dimensional feature space into an n-feature space so that underlying factors or components have maximized independence [27] [28].</td>
<td>maximal mutual information, statistically independent, non-Gaussian distributions</td>
<td>Fast ICA [29], NMF [30], Kernel ICA [31]</td>
</tr>
<tr>
<td>CCA</td>
<td>Exploring two sets of multidimensional variables to maximise the correlation of two views in the subspace [1] [33].</td>
<td>maximal mutual information, multivariate normal distributions</td>
<td>Sparse CCA[32], Kernel CCA[33], Tensor CCA[34]</td>
</tr>
</tbody>
</table>

Particularly, Principal Component Analysis (PCA) is a powerful method to exploit the subspace for single-view data [1]. For example, PCA can be utilized to explore the spatial and temporal structure of aggregated human mobility; the
predictions of most pixel population variations (PPVs) of PCA model can achieve superior performance than auto-regression moving average (ARMA) model [35].

Earlier in this section, we discussed different types of the matrix factorization model. Before discussing independent component analysis (ICA), herein we first explain a concrete mathematical meaning of the model. Specifically, a Matrix $M \in R^{m \times n}$ is factorized into the production of two matrices $UV^T$, where $U \in R^{m \times k}$ and $V \in R^{n \times k}$. According to [35]. The equation can be written as

$$M = UV^T = (UX^{-1})(XV^T) \quad (1)$$

Moreover, $X = PD$ where $P$ is a permutation matrix and $D$ is a diagonal matrix. As the index of $P$ is arbitrary (1...R), the inherent indeterminacy of $P$ in Formula (1) is inevitable. As one of Blind Source Separation (BSS) methods, ICA is widely used to solve indeterminacy in (1). As ICA can be commonly formulated as

$$x(t) = As(t), \quad t = 1, ..., Z \quad (2)$$

where $s(t) = [s_1(t), ..., s_k(t)]^T \in R^{k \times 1}$ is a vector of $k$ statistically independent random processes (sources) and $x(t) \in R^{n \times 1}$ are observations. $A$ is a full column rank. The link with Formula (1) is established via $M = [x(1), ..., x(Z)], n = Z$, and $V^T = [s(1), ..., s(Z)]$. Therefore, the constraint or assumption of statistical independence on the sources helps to achieve essential uniqueness or diversity in data-driven models [36]. The use of ICA method to data fusion on MaaS, that has the potential to fix the indeterminacy of factor analysis (FA).

Canonical correlation analysis (CCA) is an efficient and powerful approach to find the correlation between two sets of variables. As CCA is concerned with seeking a pair of linear transformations associated to the two sets of variables, the projected variables on each view are maximally correlated [32]. Nevertheless, for capturing the nonlinear correlation among data, Kernel CCA is proposed to map each data point to a higher dimensional space [1][33]. Moreover, Tensor CCA is developed to generalize CCA to handle any number of views in a straightforward and yet natural way [34]. Particularly, CCA, Kernel CCA and Tensor CCA exploit the subspace in an unsupervised way. Since the generalization performances of unsupervised learning approaches may not be good enough for prediction tasks, Bayesian multi-view dimensionality reduction (BMDR) method is proposed to project data points into a unified subspace [37].

C. Probabilistic Graphical Model

A probabilistic graphical model (PGM) is to encode probability distributions or to express conditional dependencies among large numbers of random variables. Generally, a PGM is a declarative representation (or a graphical representation) that consists of nodes and edges, where nodes correspond to a group of random variables and edges express interactions among variables [38]. Additionally, there are two typical models of PGMs: directed graphical models (Bayesian Networks) and undirected graphical models (Markov Networks). Bayesian Networks (BNs) represent causality between variables; however, Markov Networks represent mutual relationships between variables [39].

Inference using PGMs is the process of predicting the status of latent variables from the probabilistic model. It can be regarded as an optimization problem. Approximate inference algorithms are derived to implement the optimization. There are two major methods in approximate inference algorithms: 1) variational methods are deterministic and 2) particle-based inference methods use stochastic numerical sampling from distributions such as forward sampling, importance sampling, and Gibbs sampling.

Particularly, Gibbs sampling can be employed equally well to both BNs and MNs [38]. Moreover, a topic model based on Latent Dirichlet Allocation (LDA) and Dirichlet Multinomial Regression (DMR) can infer the functional regions in a city by utilizing Gibbs sampling [40]. Inspired by PGMs in text mining, a Human Mobility Representation model (HuMoR) is proposed to infer latent patterns from anonymized sequences of user locations by using Collapsed Gibbs sampling; nevertheless, the Gibbs sampling is not an efficient parameter inference method [41].

Furthermore, Gaussian Bayesian Network (GBN) based graphical model was applied to generate the spatiotemporal casual pathways for air pollutants by combing pattern mining and Bayesian learning. The experiments identified that the model outperforms ARMA, linear regression model, and support vector machine for regression with a Gaussian radial basis function kernel (SVM-R) in both efficiency and inference accuracy [42].

According to [39], both BN and MN are used to develop a hybrid network for estimating multivariate Gaussian distribution so that computational complexity can be reduced and the probability of finding the best solution can be increased. As PGMs provide an approximation of exact distributions, large-scale heterogeneous data sets can describe complex relations by using statistical inference [38]. Additionally, the information in multiple heterogeneous information networks (HINs) can be fused to obtain a more comprehensive and consistent knowledge [43].

IV. EVALUATION MEASUREMENTS

For general estimation and prediction, conventional error metrics measures can be computed to evaluate the performance of different models in ITS, such as Mean Error (ME), Mean Relative Error (MRE), Mean Absolute Error (MAE), Mean Absolute Relative Error (MARE), Mean Absolute Percentage Error (MAPE), Mean Squared Error (MSE) and Root Mean Square Error (RMSE) [44][45][46].

However, for exploring the degree of predictability in individual mobility, the entropy measure is one of the most promising methods to characterize the limits of predictability $\Pi_{max}$ in one user mobility. To be specific, if a user with $\Pi_{max} = 0.25$, it means that at least 75% of the time the user’s location appears to be random, only in the remaining 25% of the time we can really predict the location that the user appears at. In other words, no matter how good the predictive algorithm is, the study cannot predict with better than 25% accuracy. Thus, $\Pi_{max}$ presents the fundamental theoretical limit for the potential predictability in user mobility [47].
Correspondingly, in [47], the study of actual prediction algorithms on 500,000 users was conducted to show how close they were to the maximum potential predictability. Markov chain (MC) based models were implemented to forecast the actual location visited by each user. A comparison of the results reveals that a higher order MC-based model does not bring significant improvement in the prediction accuracy when approaching the maximum predictability [48].

Moreover, predictive accuracy and explanation should be complementary to optimize the generalization error and to search for simpler and more interpretable model such as graph link prediction, from prediction results, so that trade-off between them can be achieved. After all, it is more important to get close to optimal prediction and to gain insight into the interpretable causal mechanisms [49]. Apart from the prediction errors, the computation performance and domain knowledge from experts should also be considered to validate and evaluate the models [50].

Based on the above findings, we would propose a framework of data fusion for MaaS, using multiple data sources to validate and optimise the performance of the models, as shown in Figure 1. We believe that generating such a model will offer us more insights in understanding the MaaS-based problem and also provide decision support for the design of MaaS platform.

![Figure 1: A framework of data fusion on MaaS](image)

V. CHALLENGES AHEAD

Machine learning offers a variety of metrics for performance evaluation, such as approximation, accuracy and prediction error [51]. Obviously, the combination of multi-source datasets is able to create more specific, comprehensive, unified information about urban mobility. However, fusing heterogeneous data to understand MaaS is not a simple combination of multiple types of metrics. To achieve a better and more explainable solution, bridging the trade-offs between these definitions and metrics could be an option [51]. Therefore, there are ongoing challenges for MaaS data fusion research in many areas, including:

a) Demand Estimation for MaaS: Shared mobility provides environmentally-friendly travel modes to fill the gap in existing urban transportation networks. It includes carsharing, scooter sharing, bike sharing, ridesplitting, e-hail services, on-demand micro transit, and other modes[52]. The motivation for facilitating first mile and last mile public transit connections is to increase ridership. Furthermore, it also brings opportunities to estimate the demands on first and last-mile trips, which can be used to better guide infrastructure investments in proximity areas to public transportation stations. Concretely, smart card data can be collected by the Automated Fare Collection (AFC) systems that imply valuable knowledge on the travel patterns [14][53] while travel surveys can provide socio-economic information [54]. Extracting useful information from multi-source data is vital to infer unmet mobility demand patterns and enhance decision-making processes in ITS.

b) Modeling Travel Behaviour Using MaaS: Motivated by the need to capture users’ historical travel behaviour to better predict future travel patterns, we can develop models to forecast how user travel in time and space, and to understand
the factors that influence on travel-related choices. Specifically, the emerging trend is to incorporate more data sources to identify behavioural factors that contain the underlying causal mechanisms, to predict user movement behaviours, and to mine and uncover user mobility patterns [55].

c) Optimization Algorithms for Organizing MaaS:
Recent researches on MaaS tends to become increasingly attractive for both research and system development communities, as heavily supported by governments, NGOs and business. Here is an example but real scenario explaining why it is essential to optimize algorithms for MaaS. For instance, on 13 July 2017, Melbourne Metro trains were shut down after computer failure during peak-hour; massive crowds of passengers were stuck on crowded trains, experiencing great frustration getting home. To tackle the problem, one of the emergency plans could be scheduling alternative transport modes to reduce traffic stress and congestion. More specifically, the main solution was to optimize multi-site scheduling algorithms for organizing
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MaaS, which should be based on the ridership prediction of related stations and the estimation of origin-destination (OD) matrices from the passengers’ historical journeys.

VI. CONCLUSION

In this paper, we presented an overview of opportunities and challenges of data fusion for MaaS. There is great potential for discovering and exploiting valuable knowledge for improving MaaS. Also, it is recommended that further research is conducted to investigate the related open issues through using causal inference in machine learning. It is worth to point out that MaaS may not reduce congestion or cause congestion getting worse if it is car centric without protecting the future of public transport [56] [57]. Nevertheless, MaaS has not a commonly agreed definition yet, is now becoming a mainstream transport paradigm with the initial developments of theory and practice around the world [58][59]. It has great potential to enhance the quality and efficiency of the existing transport services.


