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I. INTRODUCTION

A large number of single phase solar photovoltaic (PV) units are expected to be integrated with future distribution grids in clustered form [1]. Conventional distribution networks are typically designed to supply electric power from upstream high or medium voltage networks to consumers through low voltage feeders. With integration of multiple numbers of solar PV units, normally expected network behavior may be changed [2]. For example, voltage profile may rise along the feeder with high PV penetration, whereas traditionally voltage drop along the feeder is observed. Similarly, power could flow from load (consumers) to source (substation), whereas in traditional distribution grids power flow from source (substation) to load (consumers) is typically found. The degree of change in network behavior will vary throughout the day depending on the variations in load demand and PV output. The highest amount of changes could typically be expected at noon time when solar PV units would generate at the peak level of the available capacity. With high PV penetration, the risk of violating system operation limits caused by changes in network behavior may therefore arise at this period of the day. Considering the possibility of operation limit violation, it is important to investigate the potential impacts of PV clusters on distribution network to take corrective actions so that solar PV penetration can be increased to the desired level.

At present, the assessment of solar PV impacts is typically performed by applying a number of assumptions on network data, especially the load demand data on LV feeders. Simplification of network is also performed by aggregating all the feeder loads and PV generation at the LV substation secondary side [3]. In future, under smart grid environment, numerous smart meters with integrated communication facilities are anticipated to be installed to collect distribution feeder operational data throughout the day that would be available for analysis of normal and abnormal events. Impact analysis of solar PV cluster then could be performed with realistic data on the original network topology retaining detailed model of LV networks. This would produce results with higher accuracy and would aid in more effective decision making for implementing corrective actions. However, a massive amount of high resolution time series data will be collected by the smart meters and need to be analyzed. Task of impact assessment would be easier and would incur less computational time if the assessment tool is capable of data mining to detect hidden patterns and anomalies from the stored database and identify clusters that are of interest for PV impact assessment. These clusters will contain smaller dataset and can be studied in more details with less computational efforts and time. Intelligent clustering and pattern recognition techniques may be used to achieve this.

Further, performing data mining tasks on raw data may require extensive computational efforts. Approximation of the high resolution time series data can be performed to decrease the size of the database so that the computational performance of the tool can be improved. A number of time series approximation techniques have been proposed in the data
mining literature [4]. Recently, a symbolic approximation technique, namely SAX (Symbolic Aggregate Approximation) method, for time series data representation has been proposed [4], that features data dimensionality reduction and lower bounding capability [5] which are essential for data mining tasks. Only a few applications of this method in power systems [6] have been observed so far. Authors in this paper have reduced a number of electricity price time series data into SAX form prior to clustering resulting in improved computational performance. The SAX method, however, has been applied extensively in other disciplines with reported excellent results [7]. Based on the beneficial features of this method discussed in literature, the purpose of this paper is to explore the usefulness of this method for the assessment of solar PV impacts using large amount of time series data available from smart meters and other smart appliances in future distribution grids.

The major contribution of this paper is to propose a comprehensive rooftop solar PV impact assessment tool to analyze a large database of future smart grid measurements. The novelty of the contribution lies in the application of SAX algorithm combined with data mining and pattern recognition techniques for PV impact analysis by extracting the behavior of a particular PV impact of interest (such as voltage rise, reverse power flow, cloud passing etc.) at a given location and time of occurrence from a large database of smart grid measurements. This offers a new way of data analysis, impact characterization and feature extraction from a huge volume of high-resolution recorded data collected from a distribution system containing solar PV. The tool will be capable of PV impact analysis based on a large set of realistic time series data available from numerous smart meters installed in the networks. SAX approximation of time series data will be performed to reduce the dimensionality of the database. Time series clustering and anomaly detection techniques will then be applied to identify only the data that are important for PV impact analysis. With a large number of single phase PV units integrated into distribution feeders, the tool will also be capable to evaluate the solar PV impacts on individual phases in LV systems, as well as on the upstream MV networks.

II. CLUSTERED ROOFTOP SOLAR PV IMPACTS ON DISTRIBUTION NETWORKS

Solar PV impacts on distribution networks are experienced in terms of changes in operational behavior of the networks, such as, changes in voltage, power flow, power loss, etc. The impacts of the integration of solar PV in clustered form may propagate to the upstream networks. Hence, the changes produced by the solar PV units in the LV networks may impact the operation of the voltage control devices in the MV networks. For example, tap operation of voltage regulators may be influenced by the change in voltage profile caused by solar PV units. Several impacts of clustered solar PV on distribution networks are briefly described below.

A. Voltage Rise

In the traditional distribution networks, voltage along a distribution feeder typically reduces from the voltage at the substation bus, along the feeder, due to voltage drop across the line segments. If solar PV resources are integrated, loads are served locally resulting to less current flows through the feeders. This reduces the amount of voltage drop and power losses and as a result voltage profile is improved. However, if the generations from PV resources are high enough to offset the amount of loads in the feeder, the surplus amount of power will create voltage rise. This effect may be observed at midday when total PV generation in the feeder is higher than the feeder load demand. With cluster based installation of PV, the voltage rise impact may propagate to upstream MV networks. Voltage profile throughout the day at a given bus of a hypothetical distribution feeder, shown in Fig. 1(a), would look like the one given in Fig. 1(b); the voltage profiles with and without solar PV are identified with arrows showing the voltage rise at midday caused by solar PV output. Fig. 1(b) clearly indicates that two different types of time series patterns are produced with and without PV inclusion.

B. Reverse Power Flow

LV distribution feeders are typically radial and the direction of power flow is, therefore, from substation towards the loads. Similar to the voltage rise impact, power flow direction would be changed when PV generation exceeds the load demand. Active power flow profile throughout the day at the secondary side of an LV distribution feeder is shown in Fig. 1(c). Reverse power flow is observed at midday due to excess output from solar PV. The difference in power flow time series patterns due to PV integration is obvious from Fig 1(c).

C. Variation of Feeder Power Loss

Power losses would typically decrease in distribution feeder with solar PV resources integration as less amount of power is imported from the substation. However, with a high penetration of PV cluster, if the reverse power flow is higher than the power flow without PV, an increase in feeder power loss may be observed [8]. Power loss may vary due to the variation of the PV output at the different time of the day.
D. Voltage Unbalance

Allocation of PV inverters among different phases of a distribution feeder is mainly controlled by the choice of the customers. The distribution of PV generation in a PV cluster therefore may not be equal at all the phases. This may deteriorate the existing voltage unbalance factor of the network [9]. The unbalance factor may vary from time to time due to the variations of solar irradiance and PV output.

E. Change in Tap Operations

Tapping operation of voltage regulators in the MV distribution feeders is performed in response to changes in voltage at the load centre. Voltage regulators may tap up or down their tap positions to keep voltage at the load centre within a bandwidth of voltage upper and lower limits. Voltage rise caused by PV clusters may require the regulators to operate during midday to keep the voltage profile below the upper limit.

III. PROPOSED COMPUTATIONAL TOOL FOR SOLAR PV IMPACT ASSESSMENT IN SMART GRID ENVIRONMENT

As stated earlier, huge computational effort will be necessary to perform PV impact assessment using the entire volume of data stored by numerous meters installed in a future smart grid environment. For example, the length of a voltage profile time series data measured at a 5-minute interval for a week at some arbitrary bus in a three phase feeder will be 2016, for each phase. If the feeder contains 100 buses, then the weekly voltage profile database will contain at least 100×2016 pieces of data for each phase. However, the analysis of the entire volume of the stored data may not be of significance for the investigation of solar PV impacts. This is due to the fact that the level of PV impact on the network behavior will depend on many factors, such as, the location of the PV cluster, penetration level, clearness of sky, sun insolation level, temperature, etc. Therefore, solar PV impacts, such as voltage rise or reverse power flow, may not be significantly visible in all the stored time series data. If the times and the PV locations can be found when the PV impacts are more intense, then detailed analysis can be carried out for those scenarios only.

To select the time series data of particular importance for PV impact assessment from a large database, data mining using clustering and pattern recognition techniques would be necessary. Such a method can identify hidden patterns (such as incidents of voltage rise) and anomalies in the time series database. However, performing this sort of data mining tasks on the original time series data will impose significant computational burden on the tool. A time series approximation technique that can reduce the dimensionality of the data while retaining its features at the same time can be useful in this purpose. Recently, a symbolization based time series approximation technique termed as Symbolic Aggregate Approximation (SAX) has attracted much attention of the data mining research community due to its capability to reduce the computational effort in data mining applications. The proposed tool in this paper will use SAX method to reduce data dimensionality prior to applying data mining techniques. Once the patterns of interest and times of anomalies have been identified, these smaller set of database can be analyzed in greater details to understand why they occur, to help in predicting such future events, and to design corrective measures to reduce the impacts of the rooftop solar PV.

Usually, the detailed analysis is to be carried out using load flow analysis to further investigate the daylong behavior of distribution networks with time varying load and PV generation data. Adoption of a load flow calculation algorithm that needs less computational time and effort would be necessary in this part to make the analysis tool practically useful. Current-mismatch based Newton-Raphson algorithm [10] will be used in the proposed tool that will speed up the computational process.

The advantage of using SAX method in data mining through pattern recognition and the current-mismatch based Newton-Raphson load flow method will be described in the following subsections.

A. A Brief Review of SAX Method

Time series data consists of patterns of an event sampled over a time period at some specified interval. The length of the data would typically be huge, particularly if high resolution in measurement is used. Working with a huge amount of time series database for data mining applications would impose a high computational burden on the analysis tool. To reduce this burden, SAX method can be applied to symbolize the time series data to reduce its dimensionality. Moreover, it can ensure the lower bounding of the data. Both of these features will be explained below briefly [4].

Consider a time series data \( S \) of length \( n \) that has the elements \( s_1, s_2, \ldots, s_n \). The first step in SAX approximation is to normalize the original \( n \)-dimensional time series data and then to convert it into a \( w \)-dimensional time series \( T \) with elements \( t_1, t_2, \ldots, t_w \), where, typically, \( w<n \). This can be performed using a Piecewise Aggregate Approximation (PAA) [11] of the original time series \( S \) using the following expression.

\[
t_i = \frac{w}{n} \sum_{j=\frac{(i-1)+1}{w}}^{i} s_j
\]

Once the PAA representation of the data is obtained using (1), the lower dimensional time series \( T \) is then transformed into discrete form through a number of equiprobable symbols. This is performed using Gaussian distribution, as normalized time series data usually show a highly Gaussian distribution characteristic [4]. To obtain the symbols having equal probability, breakpoints need to be defined that will divide the Gaussian curve into equal sized areas.

For example, if the PAA representation of a time series is desired to be symbolized using "\( a \)" number of alphabets, then \( a-1 \) number of break points have to be obtained that will divide the Gaussian curve into "\( a \)" number of equal sized areas. This method is demonstrated in Fig. 2 for a time series that is symbolized using 3 alphabets, that is, \( a = 3 \).
Dimensionality reduction of original time series data using an approximation technique needs to be performed in such a way that any essential feature of the data is not lost [5]. In time series data mining, distances among multiple time series are usually obtained using different types of distance measures. The most commonly used distance measure is the Euclidean distance [4, 12] as shown in Fig. 3(a), for two time series $S_1$ and $S_2$. Essential features for data mining in the approximated data are retained if the distance measures of the approximated data are less than or equal to the distance measures of the original data [5]. This is defined as Lower Bounding of the distance. For the SAX representations of $SW_1$ and $SW_2$ in Fig. 3(b) of the original time series in Fig. 3(a), the lower bounding will ensure that,

$$D(SW_1, SW_2) \leq D(S_1, S_2)$$  \hspace{1cm} (2)

where, $D(SW_1, SW_2)$ is the lower bounding distance measure of the SAX data and $D(S_1, S_2)$ is the distance between original time series data.

For the SAX representation, the lower bounding distance measure is obtained from the breakpoints of the Gaussian curve using a function named ‘mindist’ [4] defined as follows,

$$mindist(SW_1, SW_2) = \sqrt{\frac{1}{n-1} \sum_{i=1}^{n-1} [dist(sa_{1i}, sa_{2i})]^2}$$  \hspace{1cm} (3)

where, $sa_{1i}$ and $sa_{2i}$ are the elements (alphabets) of the SAX words $SW_1$ and $SW_2$, and ‘dist’ is the distance function whose values can be obtained by table-lookup method [4] from a table containing the breakpoints of the Gaussian curve used for symbolization of the original time series.

To perform this, the Gaussian curve $N(0,1)$ is divided into 3 areas using the breakpoints at $\beta_1$ and $\beta_2$. Values of the breakpoints are obtained from standard normal distribution tables [4]. In general, if the symbolization is to be performed using “a” number of alphabets, the breakpoints of the Gaussian curve will be located at $\beta_1, \beta_2, \ldots, \beta_{n-1}$.

Symbolization of the time series is performed in ascending order of breakpoints. For example, the PAA coefficients below the smallest breakpoint are symbolized with alphabet ‘a’; similarly, the PAA coefficients greater than or equal to the smallest breakpoint and less than the second smallest breakpoint is symbolized with alphabet ‘b’, and so on. The concatenation of all the symbols representing the PAA version of the original time series is defined as word and the total number of alphabet is called word size [12]. The total number of different alphabets used in the word is defined as alphabet size [12]. The word size represents the total number of segments into which the original time series will be divided and the alphabet size indicates the granularity of the data. Fig. 2 shows the SAX representation of an original time series using an 8-word and 3-alphabet SAX data.

Dimensionality reduction of original time series data using an approximation technique needs to be performed in such a way that any essential feature of the data is not lost [5]. In time series data mining, distances among multiple time series are usually obtained using different types of distance measures. The most commonly used distance measure is the Euclidean distance [4, 12] as shown in Fig. 3(a), for two time series $S_1$ and $S_2$. Essential features for data mining in the approximated data are retained if the distance measures of the approximated data are less than or equal to the distance measures of the original data [5]. This is defined as Lower Bounding of the distance. For the SAX representations of $SW_1$ and $SW_2$ in Fig. 3(b) of the original time series in Fig. 3(a), the lower bounding will ensure that,

$$D(SW_1, SW_2) \leq D(S_1, S_2)$$  \hspace{1cm} (2)

where, $D(SW_1, SW_2)$ is the lower bounding distance measure of the SAX data and $D(S_1, S_2)$ is the distance between original time series data.

For the SAX representation, the lower bounding distance measure is obtained from the breakpoints of the Gaussian curve using a function named ‘mindist’ [4] defined as follows,

$$mindist(SW_1, SW_2) = \sqrt{\frac{1}{n-1} \sum_{i=1}^{n-1} [dist(sa_{1i}, sa_{2i})]^2}$$  \hspace{1cm} (3)

where, $sa_{1i}$ and $sa_{2i}$ are the elements (alphabets) of the SAX words $SW_1$ and $SW_2$, and ‘dist’ is the distance function whose values can be obtained by table-lookup method [4] from a table containing the breakpoints of the Gaussian curve used for symbolization of the original time series.

B. SAX Representation of Network Behavior Data

The selection of the word and alphabet size for SAX representation is highly data dependent and may be infeasible to determine analytically [4]. Determination of the suitable word and alphabet size is therefore performed experimentally. It is anticipated that the smart meters will store network behavior data (e.g., voltage, current) in the normally used units (e.g., Volt, Ampere). To perform SAX conversion, this data has to be normalized to have values between zero and one. Then a suitable size of word and alphabet has to be determined experimentally to obtain SAX representations that reduce the dimensionality yet retains the main features of the data. An
example of SAX conversion of a daylong voltage profile of a distribution feeder node with solar PV is presented in Fig. 4.

C. Clustering of Patterns from the Time Series Datasets

Clustering of the time series data containing network behavioral patterns will be needed to find out which group of data is of interest for detailed impact assessment of solar PV.

For example, Fig. 5 shows that a given set of time series patterns containing voltage profiles with and without rising trend can be separated into two different clusters. For solar PV impact assessment, the cluster containing voltage rise profiles will only be used for further analysis.

Several methods of time series clustering have been reported in literature [13]. The proposed tool will use the partitional clustering technique using k-means algorithm. The k-means technique is an iterative clustering algorithm that first determines the cluster centroids and then minimizes the sums of the data-point to cluster centroid distances, summed over all the clusters, iteratively [13]. For example, \( S, k = 1, 2, \ldots n \) represents \( n \)-number of time series patterns that needs to be grouped into \( c \) number clusters. Using k-means algorithm, \( c \) number of cluster centroids are first defined. An objective function, \( J \), is then defined using the sums of data-point to cluster centroid distances over all clusters, as shown below [13].

\[
J = \sum_{i=1}^{c} \sum_{k=1}^{n} ||S_k - v_i||^2 
\]

where, \( v_i \), \( i = 1, 2 \ldots c \) are \( c \)-number of cluster centroids. These cluster centroids are updated iteratively until \( J \) is minimized.

The number of points in each of the cluster centroids is equal to the length to the time series data. Therefore, the computational effort to calculate the cluster centroids and to perform the iterative adjustment is reduced when lower dimensional approximation of the time series is used. Application of k-means on SAX representation of data also produces better results as the initialization of the cluster centroids with a lower dimensional data improves the quality of the results [4].

D. Detection of Anomalies in Datasets

In some cases, time series data collected and stored by the smart meters may contain unusual or exceptional network behavior. For example, passing clouds may introduce fluctuations in the smooth rising trend of the voltage profile time series data. Detection of the unusual patterns is necessary for performing further analysis. Standard algorithms for unusual pattern recognition can be used for this purpose. For simplicity, Brute Force [12] algorithm is used in this paper that measures the non-self match distances of each of the time series from each other and the time series that possesses the largest distance from its nearest match is detected as the most unusual pattern. This algorithm is explained below for finding the most unusual pattern from 3 voltage profiles.

The voltage profiles are arranged in a matrix form as shown in Fig. 6. For the 3 voltage profiles, size of the matrix is 3x3. The diagonal cells are left crossed as only the non-self match distances are of use for anomaly detection. The off-diagonal elements in each column give the non-self distances of the voltage profiles from each other. The smallest distance in each column provides the nearest match distance of each voltage profiles. The largest of the three smallest distances from the three columns in the matrix thus indicates the most anomalous voltage profile, which is, VP3. Similarly, the second most anomalous profile can be found using the second largest of the nearest match distance. In this way, a ranking of the anomalous time series profiles can be made.

For example, VP1 and VP2 are two voltage profiles to be compared as shown in Fig. 6. For the 3 voltage profiles, size of the matrix is 3x3. The diagonal cells are left crossed as only the non-self match distances are of use for anomaly detection. The off-diagonal elements in each column give the non-self distances of the voltage profiles from each other. The smallest distance in each column provides the nearest match distance of each voltage profiles. The largest of the three smallest distances from the three columns in the matrix thus indicates the most anomalous voltage profile, which is, VP3. Similarly, the second most anomalous profile can be found using the second largest of the nearest match distance. In this way, a ranking of the anomalous time series profiles can be made.

\[
I_{pv}^{spec}(k) = \frac{[P_{pv}^n(k) - P_{pv}^f(k)] + [Q_{pv}^n(k) - Q_{pv}^f(k)]}{V_i^f(k)} 
\]
where,

\[ I_{i}^{\text{spec}}(k) = \text{Specified current vector} \]
\[ P_{i}^{L}(k) = \text{Active load vector} \]
\[ Q_{i}^{L}(k) = \text{Reactive load vector} \]
\[ P_{i}^{PV}(k) = \text{PV active power output vector} \]
\[ Q_{i}^{PV}(k) = \text{PV reactive power output vector} \]
\[ V_{i}(k) = \text{Node voltage vector} \]

The vectors mentioned here are corresponding to the \( i \)-th bus at the \( k \)-th time instant, and * indicates the complex conjugate operator.

Current at \( k \)-th time instant can also be calculated from network admittance matrix using,

\[ I_{i}^{\text{calc}}(k) = \sum_{j=1}^{b} Y_{ij}(k) V_{j}(k) \]  \( \text{(6)} \)

where,

\[ I_{i}^{\text{calc}}(k) = \text{Calculated current vector} \]
\[ Y_{ij}(k) = \text{Admittance matrix between} \ i \text{-th and} \ j \text{-th bus} \]
\[ V_{j}(k) = \text{Voltage vector at the} \ j \text{-th bus} \]

If node voltage values used in (5) and (6) are correct, then the mismatch between specified and calculated current would be nearly zero, that is,

\[ \Delta I_{i}(k) = I_{i}^{\text{spec}}(k) - I_{i}^{\text{calc}}(k) \approx 0 \] \( \text{(7)} \)

Newton-Raphson method is applied at each time instant \( k \) to obtain the node voltages that satisfies the condition in (2), by relating the incremental changes in node current with incremental changes in node voltage with system Jacobian, as given below.

\[ \Delta I_{i}(k) = J(k) \Delta V_{i}(k) \]  \( \text{(8)} \)

where,

\[ \Delta I_{i}(k) = \text{incremental change in current resulting from mismatch between specified and calculated current at} \ k \text{-th time instant} \]
\[ J(k) = \text{system Jacobian matrix} \]
\[ \Delta V_{i}(k) = \text{incremental change in voltage used as the update in voltage for power flow iterations corresponding to} \ k \text{-th time instant} \]

The details of power flow iterations are not the main focus in this paper, rather it emphasizes only the computational advantage of current-mismatch based formulation of load flow equations. Details of this algorithm can be obtained in [10]. The elements of the Jacobian matrix shown in (8) can be obtained from the system admittance matrix with modifications of the diagonal blocks by adding contributions from loads [10]. Therefore, once the system admittance matrix is formed, it can be used for all the instances in the time series data, unless the network topology is changed. This reduces the computational burden for time series load flow analysis with a given set of load and PV generation patterns.

**F. Flowchart of the Proposed Advanced Computational Tool**

It is obvious that analysis of a large amount of measured data to assess the presence of network issues and concerns, and also the severity of the solar PV impacts would be highly computational intensive and time consuming. The analysis tool, therefore, need to have a “sense making” capability [14] to find out which part of the database is to be used for in-depth analysis. Voltage and power flow variations can be considered as the primary impacts that are directly caused by solar PV. Variations of power loss, voltage unbalance factor and tap changer operation are rather secondary impacts that are generally caused by the primary impacts. Detection of the changes in voltage and power flow patterns will therefore be used as the main criteria to identify the time series data that can be used for detailed analysis and extraction of the features.

*Fig. 7. Part of a three phase distribution feeder connected by two arbitrary buses \( i \) and \( j \).*

*Fig. 8. Flowchart of the proposed analytical tool.*
Functionality of the proposed tool consists of two main parts as shown in Fig. 8. In the first part, the large volume of voltage profile and time series data archived by smart meters will be taken as input. The data will be then be converted into SAX words prior to performing clustering and anomaly detection. Once the network locations and times of interest for PV impact analysis are obtained from the discovered patterns and anomalies, the corresponding load demand, PV generation and network data will be extracted from the large database to perform load flow analysis in the second part of the tool.

IV. APPLICATION EXAMPLE

The proposed tool has been tested on a practical distribution network in New South Wales, Australia. Results will be presented in the following subsections.

A. Test Network

The test distribution network consists of an 80 km 11 kV backbone with 18 spurs of different lengths in the range of 5 to 30 km. This rural network serves several sparsely populated areas. Three series voltage regulators are installed along the main feeder to control the voltage at remote ends. A simplified schematic diagram of the test network is shown in Fig. 9. The transformer symbols shown inside the PV cluster indicate the downstream LV feeder contains solar PV units. LV feeders are modeled using four-wire configuration and neutral wire is considered as solidly grounded at the customer service drop.

![Fig. 9. Test distribution network with locations of PV clusters.](image)

B. Dimensionality Reduction of Results Database using SAX

For a 24 hours voltage profile with 5-min resolution data, the length of the time series is 288. Using SAX, the voltage profile time series can be reduced to a lower dimension, \( w \), where \( w \) is the size of the SAX word. The compression ratio achieved using SAX can be defined as,

\[
\text{compression ratio} = \frac{n}{w} \tag{9}
\]

where, \( n \) is the length of original data and \( w \) is the SAX word size. With a 20 word SAX representation, the compression ratio achieved for 1 day’s voltage profile data is 14.4. Similarly, line flow data can be converted to SAX word and considerable reduction in data dimensionality can be achieved. Reduced data dimension will incur less computational effort in clustering and pattern recognition tasks to be performed on the data collected by smart meters.

C. Identification of Network Location Affected by Solar PV Clusters

Voltage profile time series data was clustered into 4 groups using k-means algorithm and the results are presented in Fig. 10. Clustering results of the original raw data are shown in Fig. 10(a) and that from SAX representations are shown in Fig. 10(b). It is observed in Fig. 10(a) that all of the four clusters created from the original data include voltage rise behavior, and cluster 1 contains a mix (low and high) of voltage rise patterns. However, Fig. 10(b) shows that based on SAX representation of the data, the profiles with significant voltage rise are now grouped into cluster 4 only. The node locations corresponding to these voltage profiles can be identified using the cluster indices and further analysis of voltage rise now can be performed.

Similarly, daylong power flow profiles from the system nodes have been clustered using the original data as shown in Fig 11(a) and using the approximated time series data shown in Fig 11(b). Cluster 3 in Fig. 11(a) shows that the reverse power flow profiles due to solar PV have been clustered together with the ones that have not been affected by PV operation. On the other hand, when clustered using time series data obtained from SAX approximation, Fig. 11(b) shows that all the time series dataset with reverse power flow profiles at midday have been grouped into cluster 2 only.

![Fig. 10. Clustering of voltage profiles for identification of network locations showing voltage rise: (a) using original time series data (b) using SAX approximation](image)

![Fig. 11. Clustering of power flow profiles for identification of network locations showing reverse power flow: (a) using original time series data (b) using SAX approximation](image)
The main advantage of applying SAX was found in reduction of computational time. A comparison was made on average runtime of k-means routine for 10 consecutive runs with original and SAX data. Reduction in elapsed time was about 16 times and 10 times for voltage and power flow profiles, respectively.

D. Detection of Abnormal Voltage Profile

Consecutive 14 days voltage profile time series data of one of the network buses affected by solar PV were analysed as 14 time series patterns. The original time series data of each day’s voltage profile was converted into SAX words. The distances of each of the SAX time series from each other were calculated to determine the time series that possesses the largest distance from its nearest non-self match. For simulation tests, cloud passing effects have been embedded in the time series data for two of the 14 days considered. Detection of the voltage profile anomaly due to distortion by cloud passing effect was performed successfully, as shown in Fig. 12 below.

Fig. 12. Detection of unusual voltage behaviour.

E. Detailed Analysis of Identified Dataset Related to Solar PV Impacts

Once the patterns and anomalies of interest for PV impact assessment have been obtained from a large set of time series database, more detailed analysis can be carried out. The application of such detailed analysis may include determination of better network operation strategy with high PV penetration, or, design of corrective actions to mitigate PV impacts, etc. The type and methodology of the next stage of analysis will depend on its application. Load flow solution will be commonly required to perform such detailed analysis. For brevity of space, this paper will only show an example related to the PV impact on upstream voltage regulator operation.

Clustering of voltage profiles of the test system has identified that the LV feeders downstream to the third voltage regulator is experiencing voltage rise impact. Based on this information, it is important to investigate how the load center voltage of this regulator is being affected by the voltage rise in the downstream LV feeders and how is this affecting the tap changer operation. The voltage profile at the load centre of this regulator was studied and presented in Fig. 13(a) that shows the voltage is well below the threshold and no tap operation would be without solar PV. The load center voltage without PV is shown in Fig. 13(a) that shows the voltage is well below the threshold and no tap operation would have been performed without PV.

Passing clouds introduce fluctuations in the distribution feeder voltage with solar PV and may also produce fluctuating impact in the tap changer operation. The load and PV generation data corresponding to the most anomalous day identified in Fig. 12 by the anomaly detection technique were used in the load flow analysis. Tap operation of the third voltage regulator with this data was examined. Passing cloud induced fluctuations were observed at the load center voltage, as shown in Fig. 13(c), and fluctuation in tap operations were observed at the same time periods, as shown in Fig. 13(d). It is to be noted that the voltage fluctuation at about 15:00 hours did not impact the regulator operation as voltage rise at this moment was not so high to cause tap changer to operate.

Since archived real-time data are used in the PV impact analysis, more accurate results should be obtained when compared to those using assumption based synthetic data. This will help utility planning engineers to understand the PV impacts on the distribution systems better. The proposed approach can be used to track and visualize the identified PV impacts of interest, and also identify unique signatures within the utility system. This can be achieved using the three-phase load flow analysis, capable of dealing with network asymmetry, load unbalance, single-phase solar PV integration, and their impacts on upstream network, described in Section III.E. Using the unique signatures of the identified PV impacts, the proposed approach can assist in providing distribution system infrastructure security via early warning systems of solar PV impacts in real-time.

V. CONCLUSION

An advanced analysis tool for the assessment of clustered rooftop solar PV impacts in the future distribution networks under smart grid environment is proposed. With a large volume of real-time network data collected from monitoring systems or smart meters, this tool will be able to intelligently
decide which part of the data would be effective for analysis of solar PV impacts on distribution networks. To identify the hidden patterns and anomalies in the archived time series database, this tool will apply data mining techniques. However, to reduce the computational efforts while applying the pattern discovery algorithms, the proposed tool will use SAX representation to reduce the dimensionality of the database. Further, the tool will also deploy a load flow algorithm demanding less computational effort while performing in-depth analysis of the identified data of interest. A practical distribution network in Australia was used in this paper to verify the applicability of the proposed computational tool. It was observed that the developed tool is able to identify the useful portions of the large database for further detailed analysis and feature extraction to characterize the response. It is envisaged that the proposed tool can identify the unique signatures associated with different types of PV impacts which can be used in real-time for warning of the PV impacts in the networks.
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