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Abstract
In the current context, climate change has become an unequivocal phenomenon. Although it primarily encompasses change in temperature, nevertheless other weather variables such as rainfall, wind speed, evaporation and humidity can also be affected as a result of climate change. Addressing the impacts of climate change on electricity demand is essential for predicting the future demand. For example, cooling and heating requirements change significantly with respect to climate change that may result to the change in electricity load demand. In this paper, a backward elimination based multiple regression approach is proposed for analyzing the influence of climatic variables on load forecasting. A correlation analysis has been carried out using Pearson's correlation coefficient to examine the interdependency between different climatic variables in the context of Sydney, one of the most densely populated cities in Australia. Regression based analysis has been performed to examine the relationship between per capita electricity demand and associated climatic variables. 'Degree Days' concept has been utilized to determine balance point temperature. Backward elimination based multiple regression is used to exclude non-significant climatic variables and evaluate the sensitivity of significant variables related to the load demand. Average change in future per capita electricity demand has been predicted using the proposed approach for the city of Sydney, Australia. Results indicate that the demand for Sydney will increase by 6% by 2030.
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Abstract

In the current context, climate change has become an unequivocal phenomenon. Although it primarily encompasses change in temperature, other weather variables such as rainfall, wind speed, evaporation and humidity can also be affected as a result of climate change. Addressing the impacts of climate change on electricity demand is essential for predicting the future demand as cooling and heating requirements change significantly with respect to climate change. In this paper, a backward elimination based multiple regression approach is proposed for analyzing the influence of climatic variables on load forecasting. A correlation analysis has been carried out using Pearson’s correlation coefficient to examine the interdependency between different climatic variables in the context of Sydney, Australia. Regression based analysis has been performed to examine the relationship between per capita demand and associated climatic variables. ‘Degree Days’ concept has been utilized to determine balance point temperature. Backward elimination based multiple regression is used to exclude non-significant climatic variables and evaluate the sensitivity of significant variables related to the load demand. Average change in future per capita demand has been predicted using the proposed approach for the city of Sydney, Australia. Results indicate that the demand for Sydney will increase by 6% by 2030.
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I. Introduction

Population all over the world is continually increasing, which demands for more electricity generation to satisfy the individual needs [1]. Also, with the advent of new technologies and improved life-style, average use of electrical equipment is also increasing gradually. Consequently, power industries need to undertake effective system expansion planning to cater additional load demand. On the other hand, power industries are marked as the biggest emitter of green-house gases [2] since ongoing demand growth requires more fossil fuel to be burned, thereby aggravating the emission problem. Therefore, climate change has emerged as an additional concern for the policy makers in recent years and revealing the influence of climate change on electricity demand is significantly important in developing the future electrical power systems.

Studies reported in the literature highlight the fact that there is a significant impact of climate change on electricity demand. Sailor [3] has applied multiple regression model to examine the effect of temperature on load demand, especially in several US States and reported that the demands in some States have positive sensitivity toward temperature while demands in other States have negative sensitivity. Howden and Crimp [4] have carried out a study for four Australian conurbations: Sydney, Melbourne, Brisbane and Adelaide in 2001 and found that the 7°C rise in temperature may cause 1.5% yearly average demand growth in Sydney and Melbourne, and 10% to 28% growth in yearly average demands of Brisbane and Adelaide. The iterative regression analysis approach has been used in their study to find balance point temperature. The development of a model for reproducing load duration curves for four different Australian states, which are part of Australian national electricity market, considering climate change effects is detailed in [5]. In [6], it is reported that the impact of climate change is quite different in the neighboring country, New Zealand, where 1°C rise in temperature will result into 1.4% drop in yearly average electricity demand; however 1°C decrement in temperature will result into 1.6% increase in average yearly electricity demand. Study conducted by Amato et al. [7] has found that there will be 2.1% increase in per capita electricity demand by 2020 relative to a baseline climate projection. Wilson et al. [8] have estimated that a 1.5°C increase in temperature would increase total net expenditure by 4% for the state of California by the year 2100 due to increased cooling and decreased heating demand. Similarly, a 5°C increase in temperature would increase the above expenditures by 22%. Authors of [9] have reported that temperature alone may not be sufficient to
The main contributions of this paper are as follows.

- A correlation analysis has been carried out to estimate the correlation between temperature and other weather variables. Also, using the historical data and a Pearson’s correlation, a correlation matrix has been generated. This provides useful information to assess the impacts of relevant weather variables on electricity demand.
- A novel conceptual framework involving correlation analysis is adopted to apply multiple regression analysis and determine strong influence of significant weather variables on the electricity load demand. The future load demand has been predicted for the city of Sydney, Australia considering the impacts of environmental variables, derived based on the
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**Nomenclature**

<table>
<thead>
<tr>
<th>Abbreviation</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>AEMO:</td>
<td>Australian energy market operator</td>
</tr>
<tr>
<td>BOM:</td>
<td>Bureau of meteorology</td>
</tr>
<tr>
<td>CSIRO:</td>
<td>Commonwealth scientific and industrial research organisation</td>
</tr>
<tr>
<td>IPCC:</td>
<td>Intergovernmental panel on climate change</td>
</tr>
<tr>
<td>CDD:</td>
<td>Cooling degree days</td>
</tr>
<tr>
<td>HDD:</td>
<td>Heating degree days</td>
</tr>
<tr>
<td>$T_b$:</td>
<td>Balance point temperature</td>
</tr>
<tr>
<td>$u$:</td>
<td>The unit function</td>
</tr>
<tr>
<td>$T$:</td>
<td>The temperature</td>
</tr>
<tr>
<td>$r_{xy}$:</td>
<td>Correlation index between variables $x$ and $y$</td>
</tr>
<tr>
<td>$sd_x$:</td>
<td>Standard deviations of variable $x$</td>
</tr>
<tr>
<td>$\Delta \theta$:</td>
<td>Change in temperature</td>
</tr>
<tr>
<td>$Q$:</td>
<td>Requisite energy</td>
</tr>
<tr>
<td>$S$:</td>
<td>Heat capacity</td>
</tr>
<tr>
<td>$w$:</td>
<td>Substance weight</td>
</tr>
<tr>
<td>$D$:</td>
<td>Aggregated per capita demand</td>
</tr>
<tr>
<td>$\alpha$:</td>
<td>Constant term</td>
</tr>
<tr>
<td>$x_i$:</td>
<td>Weather variables</td>
</tr>
<tr>
<td>$c_i$:</td>
<td>Coefficients of the variables</td>
</tr>
<tr>
<td>$\varepsilon$:</td>
<td>Error term</td>
</tr>
<tr>
<td>$x_{ns}$:</td>
<td>Wind speed</td>
</tr>
<tr>
<td>$x_{ap}$:</td>
<td>Air pressure</td>
</tr>
<tr>
<td>$x_{rf}$:</td>
<td>Rainfall</td>
</tr>
<tr>
<td>$x_{hd}$:</td>
<td>Humidity</td>
</tr>
<tr>
<td>$x_{ev}$:</td>
<td>Evaporation</td>
</tr>
</tbody>
</table>

---

The intent of this analysis is to determine the impact of climate change on electricity demand and considered the effect of other variables in the proposed study. Also, the necessity of incorporating socio-economic dynamics in estimating future energy demand is highlighted in [10].

Recently, numerous research studies have been conducted to analyze the impact of the climate change on electricity consumption. In [11], based on different scenarios, the authors have conducted an investigation about the impacts of climate change on the electricity consumption in California. In [12], the impact of climate change on peak demand and total energy consumption is studied in detail for whole America. The effect of climate change is also studied for Mediterranean Europe in [13]. The climatic impacts on demand can be represented by the mean daily air temperature as in [14]. In [15] and [16], it has been illustrated that the per capita demand in state of NSW, Australia predominantly depends on the climatic variables such as temperature, wind speed, evaporation, and humidity.

In the literature, demand forecasting can be formulated based on historical data using Box-Jenkin models. Authors in [17] employed an autoregressive moving average (ARMA) model to forecast electricity demand because the model can capture both non-seasonal and seasonal cycles of the load data. To enhance the forecasting performance, various techniques can be used to decompose the demand data before building the forecasting model [18]. The decomposition helps in improving the forecasting performance significantly. For example, it is noted in [19] that the wavelet technique, which was used to decompose electricity demand into independent orthogonal components, contribute significantly to the improvement of forecasting model. However, solely employing historical data in forecasting model is not sufficient since the exogenous variables have been reported to have significant impacts on electricity demand.

Since the electricity demand is strongly influenced by climate change, examining the impacts of weather variation in different scenarios may help to develop the robust forecasting for the future electricity consumption. This paper proposes a novel contribution by investigating the dependency of electricity demand on various climatic variables and predicting the future change in average per capita demand for Sydney, Australia based on future climate projections. The investigation process has been carried out using a regression analysis in conjunction with a Pearson correlation analysis. In these analyses, balance point temperature for Sydney has been calculated using the relationship between historical temperature and corresponding electricity demand. Also, the proposed study includes several weather variables in the regression analysis and investigates their influence on the electricity demand. The per capita demand has been used instead of total demand to dispose the influence of population growth. Finally, changes of demand are forecasted based on different scenarios from future climate projections which have been proposed by the Commonwealth Scientific and Industrial Research Organisation (CSIRO), Australia.

The main contributions of this paper are as follows.

- A correlation analysis has been carried out to estimate the correlation between temperature and other weather variables. Also, using the historical data and a Pearson’s correlation, a correlation matrix has been generated. This provides useful information to assess the impacts of relevant weather variables on electricity demand.
- A novel conceptual framework involving correlation analysis is adopted to apply multiple regression analysis and determine strong influence of significant weather variables on the electricity load demand. The future load demand has been predicted for the city of Sydney, Australia considering the impacts of environmental variables, derived based on the
CSIRO projections on the climate data, and their degree of sensitivity with respect to the changing demand.

- The obtained results show that the change in future Cooling Degree Days (CDD) due to temperature variation, wind speed and evaporation affect the future load demand while Heating Degree Days (HDD), rainfall and humidity exhibit negligible effect on the future demand.

The rest of the paper have been structured as follows: Section II discusses the global climate change and emission scenarios, and Section III highlights climate change in the Australian context. In Section IV, a multiple regression model is developed to evaluate the demand sensitivity to weather variables and forecast electricity demand in the future. Results and associated discussions have been presented in Section V, followed by conclusion in Section VI.

II. Global Climate Change and Emission Scenarios

Intergovernmental Panel on Climate Change (IPCC) has defined climate change as “a change in the state of the climate that can be identified (e.g. using statistical tests) by changes in the mean and/or the variability of its properties, and that persists for an extended period, typically decades or longer” [2]. According to the IPCC report, average temperature all over the globe has increased by 0.13°C per decade. It is also reported that climate is changing more rapidly in recent times than any other time in the history. Temperature is one of the most influential climatic variables, which has significant impact on electricity demand. However, other weather variables such as rainfall, humidity and wind speed might also play a dominant role. It is noted that the variations in electricity demand with respect to changes in weather variables are region specific and exhibit vast diversity around the world. The effect of changing climatic conditions on the above listed weather variables is more severe in certain regions as compared to other regions [20].

IPCC has developed a set of long term emission scenarios that helps to analyze influence of various driving forces such as temperature, humidity, rainfall etc. on future emission outcomes. In [2], four different narrative storylines described by IPCC depict the relationship between the driving forces, affecting total emissions, and their evolution. Each storyline represents different demographic, social, economic, technological and environmental development. A1 storyline describes a future world of very rapid economic growth, global population that peaks in mid-century and declines thereafter, and the rapid introduction of new and more efficient technologies. A2 storyline illustrates a heterogeneous world while B1 storyline focuses on a convergent world with the same global population that peaks in mid-century and declines thereafter, as in the A1 storyline [21]. B1 storyline also describes rapid changes in economic structure mainly towards a service and information economy, with reduction in material intensity and the introduction of clean and resource-efficient technologies. B2 storyline describes a world in which the emphasis is on local solutions to economic, social and environmental sustainability [21].

A ‘family’ of scenarios is constituted based on the same storyline. IPCC has modeled a variety of scenarios under A1, A2, B1, B2 families. A1 family has three scenario groups, characterizing alternative development of below mentioned energy technologies with varying fuel mix: (i) A1F1 (fossil fuel intensive), (ii) A1B (balanced contribution of fossil and non-fossil fuels), and (iii) A1T (predominantly non-fossil fuel). All the other families have only one scenario group. All scenario groups are considered equally sound with no assigned probabilities of occurrence [21]. In recent report from IPCC [22], the scenarios have been changed slightly differently but broadly comparable to the scenarios in [2]. Consequently, the scenarios in [2] are employed in this study.

Since, IPCC reports provide limited information about the climate change in Australia, particularly in terms of regional projections; the CSIRO and the Bureau of Meteorology (BOM) have developed climate change projections for Australia as presented in [23], and [24] for the year 2007 and 2014 respectively. It is based on the outcomes of international climate change research along with the concluding remarks highlighted in the fourth assessment report of IPCC.

III. Climate Change in the Context of Australia

CSIRO has used probability distribution function (PDF) as an indicator for identifying the effect of global mean warming on Australia and applied ‘pattern scaling’ approach with the assumption of proportional changes in regional climate variables against the global warming [23]. Using 1980-1999 as the baseline years for examining the regional projections, local changes in climatic conditions have been regressed against the global warming; and from the slope of the regression, the mean local change per degree of global warming has been determined. CSIRO has projected the effect of climate change on numerous weather variables for the years 2030s, 2050s and 2070s; however, projection for individual year may vary distinctly. The impact of climate change in Australian context varies significantly from one demographic region to another.
A. Temperature

Temperature in Australia has been rising by about 1°C with an increase in the frequency of heat waves and a decrease in the number of frosts and cold days since middle of 20th century [25]. Other climatic variables such as rainfall and wind have been also changed in different regions of Australia.

Fourth assessment report, prepared by IPCC, concludes that the global temperature warming is inevitable due to associated human processes and ongoing change will continue in future [2]. It is noted that the best estimate of the global mean warming for year 2030 does not vary significantly among the emission scenarios. From the CSIRO estimation, it is found that the ‘best estimate’ of temperature in Australia differs in coastal and inland areas. The variation of temperature in coastal areas is between 0.7°C to 0.9°C, while the temperature variation for inland areas is between 1°C to 1.2°C by 2030. It is reported that in the late twenty first century, global warming will vary as per the future emission scenario described in [23]. By 2050, change in temperature in Australia will vary from around 0.8°C to 1.8°C for B1 scenario and 1.5°C to 2.8°C for the A1F1 scenario [23]. By 2070, the annual warming will vary from 1.0°C to 2.5°C for the B1 scenario to 2.2°C to 5.0°C for the A1F1 scenario [23].

B. Other Climatic Variables

Although temperature is one of the key variables among all the weather variables, and expected to change to a greater extend with changing climatic conditions, other weather variables like rainfall, evaporation, wind speed and relative humidity might get altered as well. The IPCC report [2] has concluded that the regional pattern of certain climatic variables such as precipitation will generally decrease in the subtropics. Contrarily, evaporation may increase in future. Other climatic variables will also get altered and the extent of these changes may vary from one region to another.

C. Projected Climate Change for the City of Sydney, Australia

The technical report prepared by CSIRO, for the Australian Bureau of Meteorology and Australian Greenhouse Office, [23] has summarized the impact of climate change on some of the major cities in Australia for the years 2030 and 2070. To project the impact of climate change on Sydney in 2030, A1B SRES scenario (Special Report on Emission Scenario) developed by IPCC has been adopted. As discussed earlier, A1B belongs to A1 family characterized by a balance between fossil fuel and non-fossil fuel based technology. The projection of climatic variables for Sydney in year 2070 has been carried out for B1 and A1F1 scenarios. Table I shows the CSIRO forecast (for the best estimate) of climate variables for Sydney considering 1980-1999 as the baseline years [23]. From this table, it has been observed that average values of temperature, solar radiation and evaporation will increase whereas average amount of rainfall will decrease for Sydney in the future years. Relative humidity might increase or decrease depending on the emission scenario. However, wind speed will remain almost unchanged in future.

IV. Proposed Analytical Approach for Analyzing Demand Sensitivity to Weather Variables

Climatic condition comprises of different weather variables. Change in each of these variables might impact electricity demand. It is therefore necessary to investigate the dependency of the weather variables such as temperature, rainfall, solar exposure, wind speed and humidity on electricity demand. Regression analysis has been performed using the historical data to investigate the dependency of different weather variables on demand. Such analysis often deals with huge data and therefore it is important to exclude non-significant variables.

A. Weather Variables

While the weather variables are continuously changing, there might be some hidden relationship among these variables. Temperature is one of the key variables that controls atmospheric condition and it could be plausibly apparent that all weather variables on the Earth will, more or less, be affected by temperature [25]. Earth surface gets heated from the solar energy and thus, temperature and solar exposure are expected to have close relationship. Temperature causes evaporation that leads to humidity. Again, air pressure and wind speed are also controlled by the variation in temperature. This interdependency between weather variables could be very complex. In all, temperature is the most dominant climatic variable and has a higher impact on electricity demand [26].

Identifying the correlation among different variables is best measure to gauge their interdependency. Pearson’s correlation technique is commonly used for this purpose, which generates correlation coefficient between -1.0 and +1.0 to interpret the degree of correlation between different variables [27]. While +1.0 indicates a perfect positive correlation; -1.0 signifies a perfect inverse correlation; and 0 means no correlation. Commonly used formula for Pearson’s correlation is given in (1).

\[ r_{xy} = \frac{n\sum xy - \sum x \sum y}{\sqrt{n\sum x^2 - (\sum x)^2} \sqrt{n\sum y^2 - (\sum y)^2}} \]  

(1)

Where, \( r_{xy} \) is the correlation index between variables \( x \) and \( y \), and \( n \) is the total number of data points. When the numerator and
denominator in (1) are divided by \( n^2 \), the equation can be rewritten as below:

\[
 r_{xy} = \frac{M_{xy} - M_x M_y}{\sqrt{(M_x^2 - M_x^2)(M_y^2 - M_y^2)}} \tag{2}
\]

Where,

\[
 M_x = \frac{1}{n} \sum x, \quad M_y = \frac{1}{n} \sum y, \quad M_{xy} = \frac{1}{n} \sum xy
\]

\[
 M_x^2 = \frac{1}{n^2} (\sum x)^2, \quad M_y^2 = \frac{1}{n} (\sum y)^2
\]

It is noted that (2) can be expressed as the standard deviation of variable \( x \) and \( y \). Thus, an alternative way to represent the above equation is given below:

\[
 r_{xy} = \frac{\sum xy / (n-1)}{sd_x \cdot sd_y} \tag{3}
\]

Where \( sd_x \) and \( sd_y \) are the standard deviations of variable \( x \) and \( y \) respectively and can be expressed as,

\[
 sd_x = \sqrt{\frac{\sum x^2}{n-1}} \quad \text{and} \quad sd_y = \sqrt{\frac{\sum y^2}{n-1}}
\]

In this paper, Pearson’s correlation coefficients are derived to investigate the correlation between temperature and other climatic variables.

B. Balance Point Temperature

Balance point temperature is a threshold temperature, which is frequently used in degree days’ calculation. The per capita electricity demand is minimum at this point. Since this point is neither too cold nor too hot, electricity requirement for cooling and heating purposes is least at this temperature. A common practice in the literature is to consider 65°F (18.4°C) as a balance point temperature [4]. However, the value often varies in different regions due to geographical configurations. In the proposed study, balance point temperature for Sydney, Australia has been investigated based on per capita demand and temperature. If demand is projected against temperature on a scatter plot, ideally a ‘V’ shaped trend curve [9] can be observed as shown in Fig. 1.

This trend curve can be obtained by drawing a bisectinal straight line through the points in such a way that the associated least square error is at its minimum. The left portion of the ‘V’ curve with negative slope corresponds to the heating requirement and the right portion of the curve with positive slope corresponds to cooling requirement. The common intersection of both the lines represents theoretical balance point temperature. The same methodology has been used in this paper to investigate balanced point temperature for Sydney.

C. Degree Days

Degree days represent the extent by which temperatures vary from balance point. According to the law of thermodynamics, if a substance weighing \( w \) and having specific heat capacity of \( S \) requires change in temperature of \( \Delta \theta \), then the requisite energy \( Q \) can be expressed by the following formula.

\[
 Q = wS\Delta \theta \tag{4}
\]

This indicates that the energy required for a certain change in temperature is proportional to the temperature difference. Therefore, degree days are linearly related to the energy required for heating and cooling purposes. It is noted that the sensitivity of cooling and heating requirements may differ due to variabilities in the usage pattern by the customers and efficiency of heating and cooling load [26]. As a consequence, degree days can be depicted in the form of two separate variables which are CDD and HDD [26]. Furthermore, it is observed that these variables should be treated differently in the regression analysis by allocating separate coefficients to each variable. While CDD refers to the extent of cooling required due to temperature being higher than the reference temperature, HDD represents the extent of heating required due to the temperature being lower than the reference temperature. CDD and HDD can be calculated using (5) and (6) respectively [9].

\[
 CDD = \frac{1}{m} \sum_{i=1}^{m} \sum_{j=1}^{n} (T - T_b) \cdot u \tag{5}
\]

\[
 HDD = \frac{1}{m} \sum_{i=1}^{m} \sum_{j=1}^{n} (T_b - T) \cdot u \tag{6}
\]

Where, \( m \) is the number of days in a year, \( n \) is the number of temperature data samples considered in a day, \( T \) is the temperature at the \( n^{th} \) hour of the \( m^{th} \) day, \( T_b \) is the balance point temperature, and \( u \) is the unit function.
The value of \( m \) could be either 1 or 0. In case of CDD, if the value of temperature difference, \((T-T_b)\) is positive, then the value of unit function is 1; otherwise it is 0. Similarly, in case of HDD if \((T_b-T)\) is positive then the value of unit function is 1; otherwise it is 0. Since half hourly data have been used, \( n \) is 48 in this study. The value of \( m \) is either 365 or 366 depending on whether the year under consideration is a leap year or not. In this paper, balance point temperature for Sydney has been estimated using historical temperature data.

To calculate future CDD and HDD, it has been assumed that all the temperature values in the base year will shift upwards to a value equal to the expected temperature change in future. The sample data used in this paper contains 48 data points for temperature in a single day. This leads to 17,520 temperature data in the base year. According to the assumption, all 17,520 points of the base year will be shifted upwards by \( \Delta T \). If \( T_b \) is the balance point temperature as given in Fig. 2, then five cases might occur. The point with temperature \( T_f \), which lies between \( T_b \) and \((T_b+\Delta T)\) will cross the \( T_b \) line and thus will have a temperature difference of \((T_f+\Delta T-T_b)\) from the reference temperature, \( T_b \). Thus, it will increment CDD calculation by a value of \((T_f+\Delta T-T_b)/48\). The point with temperature \( T_2 \) will fall between \( T_b \) and \((T_b-\Delta T)\) in the future and therefore will not affect CDD but will cause HDD to decrease by \( \Delta T/48 \). The point with temperature \( T_3 \) \((=T_b-\Delta T)\) will overlap \( T_b \) and will not affect CDD; but, it will cause HDD to decrease by \( \Delta T/48 \). \( T_4 \) and \( T_5 \) will update the CDD value by \( \Delta T/48 \) but they will not alter HDD. Thus, knowing the change in temperature \( \Delta T \) for future years, based on the projections of CSIRO, change in future CDD and HDD for Sydney can be estimated.

D. Multiple Regression Analysis

The purpose of carrying out regression analysis is to examine the relative importance of different variables. Regression analysis helps to establish the relationship between independent and dependent variables and the extent of their dependency. In this study, multiple linear regression analysis is selected to express demand dependency in terms of linear combination of different weather variables. In linear regression model, the dependent variables are expressed in terms of independent variables and coefficients. The regression equation for electricity demand can be written as,

\[
D = \alpha + \sum_{i} c_i x_i + \varepsilon \tag{7}
\]

Where, \( D \) is the aggregated per capita demand over a year expressed in MW, \( \alpha \) is a constant term, \( x_i \) is the weather variables, \( c_i \) is the coefficients of the variables and ‘\( \varepsilon \)’ is the error term.

It is important to find the useful weather variables for climate induced demand calculation. The coefficients of these variables will be used along with the climate data for Sydney, projected by CSIRO, to estimate the change in per capita demand in the upcoming years. Fig. 3 shows conceptual framework of correlation among different weather variables and regression analysis to derive electricity demand. Temperature causes evaporation, humidity and air pressure. Thus there might be a correlation between temperature and three weather variables. Again, humidity can impact rainfall and air pressure can impact wind speed. Finally all the weather variables may contribute to the influence on electricity demand.

The important weather variables are temperature (represented in terms of degree days - DDs), wind speed \((x_{ws})\), air pressure \((x_{ap})\), rainfall \((x_{rf})\), humidity \((x_{hd})\) and evaporation \((x_{ev})\). With these variables the regression equation can be expressed as,

\[
D = \alpha + c_1 DDs + c_2 x_{ws} + c_3 x_{ap} + c_4 x_{rf} + c_5 x_{hd} + c_6 x_{ev} + \varepsilon \tag{8}
\]

The backward elimination regression method has been adopted in this analysis. It starts with all the variables and then excludes the least significant variables from the model one by one. Using the backward elimination process, degree days including CDD and HDD are employed noting that either of the variables will be excluded. The sig value [29] can be employed to help determine the significant variables. In this analysis, the probability criterion to remove a variable from the model has been set as \( F \geq 0.05 \) [30]. Therefore, after the first regression analysis, the least significant variable, for which ‘sig’ value is maximum is removed from the model and a second model is formed after excluding this variable. Subsequently, second regression analysis is conducted and another variable is eliminated if it is found to be insignificant. This process continues until all the variables in the model have ‘sig’ value \( \leq 0.05 \). Some significant variables may be highly correlated with each other, which may result into high ‘sig’ value due to the sharing of their significance level among themselves [31]. Correlation analysis can identify the variables that are susceptible to this criterion. In the proposed study, this particular aspect has been accounted during variable elimination process in the multiple linear regression analysis.

V. Results and Discussions

Historical electricity demand data for the period of 1999 to 2010 comprising demand from all sectors have been procured from Australian Energy Market Operator (AEMO) [32] and used in this study. Per capita demand for each year has been calculated from the historical values of total population in the corresponding year, obtained from Australian Bureau of Statistics [33]. In this
study, per capita electricity demand is used instead of total demand to eliminate the impact of population growth over the years. Historical data of the weather variables for Sydney airport station, collected from the Bureau of Meteorology, have been used in this analysis.

A. Selection of Weather Variables

To investigate the correlation between temperature and other weather variables, Pearson’s correlation coefficients, as discussed earlier, have been evaluated using SPSS tool. In this paper, monthly average data obtained from [34] have been used to find out the correlation between different weather variables. Higher value of correlation coefficient indicates possible existence of ‘multicollinearity’ in the regression analysis, which signifies interdependency between two significantly impacting variables. Fig. 4 shows correlation between temperature and other weather variables. From Fig. 4, it is observed that rainfall, wind speed and humidity have inconsistently correlated with temperature. However, evaporation shows high correlation with temperature.

B. Historical Pattern of Total Electricity Demand and Weather Variables

Historical yearly average per capita electricity demand have been plotted against weather variables. If linearity is found between the demand and a single weather variable, then simple linear regression is sufficient instead of multiple regression analysis. Based on the historical data available from 1999 to 2010 for electricity demand, per capita yearly electricity demand with respect to weather variables has been depicted in Fig. 5. The results obtained using bivariate correlation highlighting relations between different variables are analyzed. It has been observed that none of the variables are linearly related with the demand. However, CDD, HDD, evaporation and wind speed have a potential to be positively correlated with electricity demand; on the other hand, rainfall and humidity seem to be negatively related. Table II presents the Pearson’s correlation matrix, where interrelationships among different variables can be observed in terms of different correlation coefficients. From Table II, it is seen that more than one variable are required to establish the relationship with the electricity demand. Multiple regression analysis will help to relate only significant variables with the demand and exclude non-significant variables. It will also help to quantify the extent of the influence of individual variables on the demand pattern.

C. Identification of Balance Point Temperature

To identify a reference temperature point for Sydney, the per capita demands with half-hourly resolution in different years have been plotted against temperature as in Fig. 6. It can be seen from this figure that per capita demand and temperature may have quadratic relationship. The associated quadratic equation has been differentiated to find the minima and to figure out threshold level for individual year. It was expected that threshold level for individual years would be the same but in reality they are all different. Year-wise analysis shows threshold level of balance point temperature varies from 12.6°C to 16.9°C in the past years (1999–2010). Historical demand and temperature data have been projected to generate trend-lines of individual years based on least-square error. It is observed that minima of the trend-lines for individual years vary. Therefore, a single trend-line has been generated utilizing all the available demand data for the period of 12 years (1999 to 2010) and presented in Fig. 6 [9]. The equation for this single trend-line has been derived and shown in the figure. Based on the single trend-line, balance point temperature for Sydney has been calculated and found to be 14.3°C. This balance point temperature value is different from the commonly used value, and it is acceptable since this value is determined based on the actual relationship between demand and temperature [7].

D. Multiple Regression Analysis

Electricity demand sensitivity to the model variables is examined in this section. Initially, degree days (including CDD and HDD), rainfall, wind speed, humidity, and evaporation have been included in the regression model. Using SPSS statistical tool, regression analysis has been performed and the associated coefficients have been investigated. The ‘sig’ value of a variable less than 0.05 implies significant effect of the related variable on the demand. However, due to possible ‘multicolinearity’ effect, some values may become insignificant although they have significant role in evaluating the per capita demand. Since back elimination method has been adopted, first regression analysis has been performed for all the weather variables. It shows that HDD is least significant with the significance level of 0.721. In the next stage, second regression has been carried out excluding HDD from the model. This time, it has been observed that rainfall is insignificant having the significant level of 0.819. Therefore, rainfall is excluded in the third regression process, and likewise humidity is excluded in the fourth regression process. Although ‘sig’ level of evaporation has been appeared to be 0.055 in the fourth regression analysis, this has been retained in the final model due to ‘multicolinearity’ effect discussed earlier. Therefore, final model includes CDD, wind speed and evaporation. The results obtained in different stages of the multiple regression analysis by back elimination process are tabulated in Table III. The value of R² indicates how well the dependent variables can be expressed by the independent variables. The final model excluding all non-significant variables gives R² value of 81.6%. Therefore, it can be concluded that the model fits well with the historical data and capable to estimate future demand. Fig. 7 shows modeled demand and historical demand values to depict how well the proposed backward elimination based multiple regression model can predict the electricity demand.
E. Climate Change Demand Response

From the regression analysis, it has been found that CDD, wind speed, evaporation and humidity are significant variables for estimating climate induced future electricity demand for Sydney. From the CSIRO projection about future temperature changes in Sydney in 2030 and 2070, expected changes in CDD in the corresponding years have been estimated. Change in wind speed has been estimated as nil by CSIRO and therefore will not have any impact on Sydney’s future electricity demand. The change in evaporation and the change in humidity for the upcoming years have been also calculated using CSIRO data. Table IV shows expected change in different weather variables in year 2030 and 2070.

From the coefficients obtained in multiple regression analysis along with the predicted change in future variables (given in Table IV), change in future per capita demand has been calculated for 2030 and 2070. The results included in Table V shows that the per capita demand will largely be affected due to climate change. Average per capita demand will rise approximately 6% in year 2030. However, per capita demand in the later years will vary based on the future emission scenarios. It is noted that the per capita demand will rise 11.2% for B1 and 21.6% for A1F1 scenario in the year 2070.

It is worth noting that only climatic variables are investigated in this study, with the assumption of neglecting the impact of changes in energy efficiency and associated variations in electricity demand.

VI. Conclusion

This paper has analyzed the impact of climatic variables on load demand for the city of Sydney, Australia. The correlation analysis and multiple regression analysis have successfully identified significant weather variables that have strong influence on the electricity demand of Sydney. The study has found that HDD may not have significant impact on the per capita demand in Sydney and it should be removed from the regression equation. However, due to average rise of temperature, more cooling and consequently, more electricity consumption has been expected in future. Based on the regression analysis, it is observed that change in future CDD due to temperature variation, wind speed and evaporation affect the future load demand.

With the aid from future projection of climate change in different scenarios available from IPCC and CSIRO the future load demand has been predicted for the city of Sydney, Australia considering the impact of climatic variables and their degree of sensitivity to the demand. The results obtained in this paper have demonstrated the degree of vulnerability of the electricity load demand to climate change for the city of Sydney and found that average load will increase in the future as illustrated using the change of climatic variables in different scenarios. More specifically, the study has found that the demand would increase by 6% by the year 2030, and from 11.2% to 21.6% depending on different scenarios by the year 2070.

The proposed study did not account for energy efficiency and related changes in electricity demand during the forecasting period. In addition, the results of this study have been obtained based on the dataset (covering years 1999 to 2009) acquired from the city of Sydney, Australia. The relationship between demand and climatic variables would be different for a dataset corresponding to some other location. In such case, the proposed methodology can be used to establish a forecasting model but the significant inputs and coefficients of the model may change accordingly.
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Table I: Annualized climate change projection for Sydney based on the probabilistic method

<table>
<thead>
<tr>
<th>Variable</th>
<th>2030 A1B</th>
<th>2070 B1</th>
<th>2070 A1F1</th>
</tr>
</thead>
<tbody>
<tr>
<td>Temperature (°C)</td>
<td>0.9</td>
<td>1.6</td>
<td>3.0</td>
</tr>
<tr>
<td>Rainfall (%)</td>
<td>-3</td>
<td>-4</td>
<td>-8</td>
</tr>
<tr>
<td>Potential Evaporation (%)</td>
<td>+3</td>
<td>+5</td>
<td>+9</td>
</tr>
<tr>
<td>Wind Speed (%)</td>
<td>0</td>
<td>0</td>
<td>-1</td>
</tr>
<tr>
<td>Relative Humidity (%)</td>
<td>-0.4</td>
<td>-0.6</td>
<td>-1.2</td>
</tr>
<tr>
<td>Solar Radiation (%)</td>
<td>+0.3</td>
<td>+0.5</td>
<td>+0.9</td>
</tr>
</tbody>
</table>

Fig. 1. Balance point temperature.

Fig. 2. Estimation of future CDD and HDD.
Contribution of different weather variables to electricity demand derived using regression analysis.
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Fig. 3. Conceptual framework to derive electricity demand using regression analysis.

Fig. 4. Correlation between temperature and other weather variables.

Fig. 5. Historical pattern of per capita yearly electricity demand and weather variables.
Table II: Pearson’s correlation matrix

<table>
<thead>
<tr>
<th></th>
<th>Demand</th>
<th>CDD</th>
<th>HDD</th>
<th>Rainfall</th>
<th>Evaporation</th>
<th>Humidity</th>
<th>Wind speed</th>
</tr>
</thead>
<tbody>
<tr>
<td>Demand</td>
<td>1</td>
<td>.459</td>
<td>.154</td>
<td>-.281</td>
<td>.199</td>
<td>-.454</td>
<td>.799</td>
</tr>
<tr>
<td>CDD</td>
<td>.459</td>
<td>1</td>
<td>-342</td>
<td>-.553</td>
<td>.833</td>
<td>-.733</td>
<td>.340</td>
</tr>
<tr>
<td>HDD</td>
<td>.154</td>
<td>-342</td>
<td>1</td>
<td>-.356</td>
<td>-.332</td>
<td>-.067</td>
<td>.045</td>
</tr>
<tr>
<td>Rainfall</td>
<td>-.281</td>
<td>-.553</td>
<td>-.356</td>
<td>1</td>
<td>-.498</td>
<td>.731</td>
<td>-.004</td>
</tr>
<tr>
<td>Evaporation</td>
<td>.199</td>
<td>.833</td>
<td>-.332</td>
<td>-.498</td>
<td>1</td>
<td>-.823</td>
<td>.314</td>
</tr>
<tr>
<td>Humidity</td>
<td>-.454</td>
<td>-.733</td>
<td>-.067</td>
<td>.731</td>
<td>-.823</td>
<td>1</td>
<td>-.381</td>
</tr>
<tr>
<td>Wind Speed</td>
<td>.799</td>
<td>.340</td>
<td>.045</td>
<td>.004</td>
<td>.314</td>
<td>-.381</td>
<td>1</td>
</tr>
</tbody>
</table>

Fig. 6. Relationship between per capita electricity load demand and temperature in past 12 years.

Table III: Model summary and significance level derived using backward elimination based regression analysis

<table>
<thead>
<tr>
<th>Model No.</th>
<th>Model Summary</th>
<th>Significance level of Predictors (Sig. value in the regression analyses)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>R</td>
<td>R²</td>
</tr>
<tr>
<td>1</td>
<td>.952</td>
<td>.907</td>
</tr>
<tr>
<td>2</td>
<td>.951</td>
<td>.904</td>
</tr>
<tr>
<td>3</td>
<td>.950</td>
<td>.903</td>
</tr>
<tr>
<td>4</td>
<td>.904</td>
<td>.816</td>
</tr>
</tbody>
</table>

Fig. 7. Historical and modelled load demand.
Table IV: Expected change of regression variables in future

<table>
<thead>
<tr>
<th>Variables</th>
<th>2030</th>
<th>2070</th>
<th>2070</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>A1B</td>
<td>B1</td>
<td>A1F1</td>
</tr>
<tr>
<td>Change in Temperature (°C)</td>
<td>0.9</td>
<td>1.6</td>
<td>3.0</td>
</tr>
<tr>
<td>Change in CDD</td>
<td>265.2</td>
<td>482.5</td>
<td>938.9</td>
</tr>
<tr>
<td>Change in Wind Speed (km/h)</td>
<td>0</td>
<td>0</td>
<td>-81.9</td>
</tr>
<tr>
<td>Change in Evaporation (mm)</td>
<td>59.6</td>
<td>99.4</td>
<td>178.8</td>
</tr>
</tbody>
</table>

Table V: Expected change in future load demand

<table>
<thead>
<tr>
<th>Year</th>
<th>Scenario</th>
<th>% Total change in load demand</th>
</tr>
</thead>
<tbody>
<tr>
<td>2030</td>
<td>A1B</td>
<td>6%</td>
</tr>
<tr>
<td>2070</td>
<td>B1</td>
<td>11.2%</td>
</tr>
<tr>
<td>2070</td>
<td>A1F1</td>
<td>21.6%</td>
</tr>
</tbody>
</table>