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1. Introduction

The penetration of distributed generation (DG) is forcing the electricity system planners and operators to develop standards, referred to as Interconnection Guidelines (IG) of distributed resources with electric power system (EPS) [1]-[2]. An essential requirement for IG is the protection of DG islanding, also known as the protection of “loss of mains”. Islanding is a situation when a portion of EPS is energized solely by one or more local DG systems while that portion of the EPS is electrically isolated from the rest of the EPS [1]. This electrical isolation may occur due to switching of feeder, operation of switchgear and/or action of fault clearing, etc. According to IG [1]-[2], islanded DG must be disconnected quickly in order to avoid possible hazardous conditions, such as power quality degradation and damage of utility and customer equipment. The IEEE 1547-2003 standard recommends that the DG disconnection time should
be less than 2 seconds. However, recent trend of fast automatic reclosing may have adverse effect (e.g. causing serious damage) on the islanded synchronous DGs as well as on neighbouring utility equipment if 2 seconds of DG disconnection time-range is practiced [3]. Therefore, this disconnection time-range may need to be reduced to permit the disconnection of islanded DG prior to completing the first reclosing operation [1]-[2], [4].

Normally, islanding detection is performed by a special protection device, namely islanding detection relay whose operating principles are based on active, passive, hybrid and remote communication methods [5]. Active methods are reliable, but they incur a power quality issue as periodic disturbance is introduced in this method. Remote communication based methods, such as power line signaling and transfer trip, are the most reliable scheme, but they require an enormous cost on infrastructure development. Passive methods have low cost but display poor performance when power imbalance in the islanded network is very small [5]-[8]. The conventional relays, for instance, frequency relay (FR), vector surge relay (VSR), and ROCOF (rate-of-change-of-frequency) relays, are operated on the principle of passive islanding detection methods. ROCOF and VSR relays have a strong correlation with active power imbalance of the islanded system. The performance of VSR and ROCOF relays deteriorates when the power imbalance drops below a specified threshold, which gives rise to the limitation of Non-Detection Zone (NDZ) [9]. Hybrid detection scheme is a combination of active/passive methods; it aims to maximize the advantages and minimizes the disadvantages of both methods.

Considering cost and reliability, machine learning approach has been shown recently as a potential tool for islanding detection [3], [5], [10]-[13]. To this end, this article proposes and assesses the effectiveness of a passive islanding detection method which involves multiple features and a support vector machine (SVM) classifier. In [5] and [12], an SVM based approach was proposed to demonstrate the reliability of the method in terms of accuracy of islanding detection with a minor risk of nuisance tripping (false alarm). The classification performance was assessed based on features extracted from a window spanning 10 cycles in time [5], [12]. In [12], the SVM based approach was compared with a decision tree based approach presented in [13]. The same test network and test cases were considered for the comparative study. Test results indicate that the SVM based technique can detect all islanding events in the test cases, unlike the method presented in [13], which fails to detect three islanding cases in the presence of 5% power imbalance as reported by the authors. However, for real-time applications the SVM based relay (SVMR) needs to be investigated for its detection accuracy and speed, i.e., response-time or detection-time. Therefore, this study incorporates a sliding time window, and investigates the performance of the SVMR as a function of the window length. The window size imposes a tradeoff between the speed
and detection accuracy: increasing the width of the window increases the detection accuracy at the expense of response time. In order to achieve an optimum tradeoff, the smallest window size is selected that achieves the highest detection rate at a given false alarm rate. The SVMR is assessed considering the islanding cases with all possible combinations of deficit and excess of active/reactive power imbalance. Moreover, a majority voting rule is proposed to assess the effectiveness of SVMR under real-time environment considering response-time and accuracy.

The remainder of the paper is structured as follows. Section 2 presents the proposed methodology describing the feature extraction, theory of support vector machine, training and testing of SVM for the detection of islanding. Section 3 investigates the evaluation of the method using the features obtained from different window sizes. In this section, the islanding cases involving all possible combinations of power imbalance scenarios are also tested. In section 4, the proposed approach is examined in various realistic scenarios that may be encountered under real-time operation. Comparative analysis with conventional relays, in terms of reliability and detection time, is also carried out in this section. Section 5 concludes the paper.

2. A Machine Learning Approach for Islanding Detection

The proposed methodology is narrated in three sub-sections. Section 2.1 describes the process of feature extraction from plausible islanding and non-islanding events. The theory of support vector machine (SVM), relevant to the classification of two classes, is briefly discussed in section 2.2. Finally, section 2.3 narrates the training and testing procedure of SVM.

2.1. Feature Extraction

A3-bus radial distribution network containing distribution line, upstream grid and a synchronous generator (SG) type DG (see Fig. 1) is considered for demonstrating the process of feature extraction.

The behavior of network variables can be examined from the vector diagram shown in Fig. 2. The diagram (i.e. Fig. 2) shows the voltage behavior at DG connection point; it is drawn based on the values obtained by simulating the islanding scenarios generated by opening the circuit breaker (CB) in the system shown in Fig. 1. During islanding period, the system is composed by the synchronous generator and load only. At this instant, the synchronous generator starts to feed a smaller (or larger) load because the current injected into (or provided by) the utility side is suddenly interrupted. Thus, the generator begins to accelerate (or decelerate) its rotor speed to reduce the gap of power mismatch. Therefore, the terminal voltage and angle with respect to a reference are affected; which are illustrated in one pre-islanding (solid line) and two post-islanding scenarios (dashed and dash-dotted lines) of Fig. 2. The dashed and dash-dotted lines
represent the behavior of voltage at the connection point of DG during 6th and 7th cycle after the onset of islanding. In islanded mode, change of voltage behavior in each cycle is observed, which is influenced by the dynamics of synchronous generator. Note that voltage and current phasors of Fig.2 is extracted at each cycle by applying DFT (Discrete Fourier Transform) on the instantaneous voltage and current signals.

Fig. 1. A 3-bus radial distribution network with synchronous generator (SG) type DG.

From Fig. 2, it is noticeable that islanding provokes the variations of voltage magnitude and phase angle. Moreover, a change in frequency is also observed from the change of period of voltage cycle. Therefore, in the proposed method, five variables are employed for feature extraction: frequency \( f \), rate of change of frequency \( \rho_f = \frac{df}{dt} \), rotor angle \( \delta \), voltage \( V \) in pu, and rate of change of voltage \( \rho_v = \frac{dv}{dt} \). Five features are extracted from these five variables, by taking Standard Deviation (SD) inside a sliding data-window having a width of \( \Delta T \). For instance, feature from a signal \( s(t) \), which can be any of the five network variables, are extracted by taking SD inside the \( \Delta T \) width of a sliding data-window. Following this procedure, five features are extracted from five network variables, which are obtained during islanding and non-islanding situations such as capacitor switching, load switching etc., see Fig. 3 for illustration.

Mathematically, the five features can be presented as follows:

\[
\sigma_v = \text{std} \{ v(\tau) \}; \; \tau \in [t - \Delta T, t]
\]
\[ \sigma_f = \text{std}\{f(\tau) ; \tau \in [t - \Delta T, t]\} \]  
\[ \sigma_\delta = \text{std}\{\delta(\tau) ; \tau \in [t - \Delta T, t]\} \]  
\[ \sigma_\rho_v = \text{std}\left\{ \frac{dv(\tau)}{dt} ; \tau \in [t - \Delta T, t]\right\} \]  
\[ \sigma_\rho_f = \text{std}\left\{ \frac{df(\tau)}{dt} ; \tau \in [t - \Delta T, t]\right\} \]  

where \( \sigma_v, \sigma_f, \sigma_\delta, \sigma_\rho_v \) and \( \sigma_\rho_f \) represent the features extracted from the network variables: voltage \( (V) \), frequency \( (f) \), rotor-angle \( (\delta) \), rate-of-change-of-voltage \( (\rho_v) \) and rate-of-change-of-frequency \( (\rho_f) \), respectively. Therefore, the feature vector is given by

\[ x = [\sigma_v \ \sigma_f \ \sigma_\delta \ \sigma_\rho_v \ \sigma_\rho_f]^T \]  

where \([.]^T\) denotes the transpose operator.

![Fig. 3. Illustration of feature extraction from five network variables: (a) V, (b) \( \frac{dv}{dt} \), (c) f, (d) \( \frac{df}{dt} \), (e) \( \delta \); using a sliding data-window of \( \Delta T \) width.](image-url)
2.2. The Support Vector Machine Classifier

In the present analysis, two groups of data, extracted from islanding and non-islanding events, are classified using support vector machines (SVMs). Therefore, a brief overview of the theory of SVM, proposed by Vapnik and co-workers [14]-[15], is presented in this subsection.

For a two-class classification problem, a real valued input or feature vector \( x \in \mathbb{R}^d \) can be labeled as \( y = \{-1, +1\} \), which indicates the class of \( x \). The SVM separates the two classes by establishing a decision boundary hyperplane defined by its normal vector \( w \) and a scalar bias \( b \),

\[
g(x) = w^T x + b
\]

(7)

The function \( sgn(w^T x + b) \) can be used as a decision function to obtain an output \( y_n = -1 \) or \( +1 \), indicating the class of the input feature vector \( x_n \). The optimal separating hyperplane is the one with minimum Euclidean norm of \( w \), satisfying \( y_n (w^T x_n + b) \geq 1 \). Training of the SVM amounts to solving the following quadratic program (QP):

\[
\begin{align*}
\text{minimize} & \quad \frac{1}{2} \|w\|^2 + C \sum_{n=1}^{N} \xi_n \\
\text{subject to} & \quad y_n (w^T x_n + b) \geq 1 - \xi_n \quad \text{for} \quad n = 1, 2, \ldots, N \\
& \quad \xi_n \geq 0 \quad \text{for} \quad n = 1, 2, \ldots, N
\end{align*}
\]

(8)

where \( \xi_n \) is a slack variable and the scalar \( C \) is a regularization parameter, which determines the trade-off between the maximization of the margin and the minimization of classification errors. To solve the QP problem of (8), Lagrange multipliers \( \beta_n \geq 0 \) and \( \gamma_n \geq 0 \) are introduced, which yields \( w \) in the form:

\[
w = \sum_{n=1}^{N} \beta_n y_n x_n
\]

(9)

Clearly, \( w \) is determined by the training data corresponding to Lagrange multipliers \( \beta_n \) which are non-zero and for which the constraints in (8) are exactly met; these training samples are known as support vectors (SVs). The final decision boundary \( g(x) \) can be expressed as,

\[
g(x) = \sum_{\beta_n > 0} \beta_n y_n x_n^T x + b
\]

(10)

where \( x \) is the input test vector. As indicated earlier, the decision function can be taken as \( sgn(g(x)) \), with a tuning parameter \( C \).
The kernel trick is also incorporated with SVMs to classify non-linearly separable classes. Therefore, replacing the inner product $x_i^Tx_n$ in (10) with the kernel function $K(x_n, x)$ yields the decision function:

$$g(x) = \sum_{SVs \in \mathcal{S}} \beta_n y_n K(x_n, x) + b$$

(11)

Some popular choices of kernel functions used with SVMs include:

- Radial basis function (RBF) kernel: $K(x, y) = \exp\left(-\frac{|x-y|^2}{2\sigma^2}\right)$
- Polynomial kernel of degree $p$: $K(x, y) = (x^Ty + 1)^p$

The kernel parameters $p$ and $\sigma$, along with $C$, are used as input parameters to the SVM training process; they are tuned to achieve the desired trade-off between training and generalization performance.

2.3. Training and Testing of SVM for Islanding Detection

Training of SVM is conducted off-line by extracting the input features from all possible scenarios of islanding and non-islanding events which may occur in DG networks. For each non-islanding and islanding events, the feature vector $x$, as presented in Section 2.1, is obtained from a window of width $\Delta T$. In the training phase, the location of the onset of islanding is known a priori (ground truth); therefore, any window that includes the islanding onset is considered as islanding case. Thus, two groups of labelled data: islanding and non-islanding, are stored in a feature matrix. Then, soft-margin support vector classification algorithm employing Quadratic Programming (QP) optimization is applied. Cross-validation is conducted on the training set to obtain the optimum values of the regularization parameter $C$, kernel parameters $\sigma$ (for Gaussian RBF kernel) and order of polynomial $p$ (for polynomial kernel).

Testing of SVM is carried out by using the features extracted from a different set of islanding and non-islanding events, generated separately from the training set. Performance of the SVM classifier is evaluated using the Detection Rate (DR) and False Alarm (FA), where DR indicates the ratio of the number of successfully detected islanding events to the total number of islanding events, and FA indicates the ratio of the number of misclassified non-islanding events to the total number of non-islanding events.

3. Test Results of the Proposed Approach

The proposed machine learning approach is assessed for the islanding detection of a test network energized with synchronous type DG units at distribution feeder. The detailed description of the test system, generation of plausible islanding and non-islanding test cases or events, and their classification results are presented in the following three sub-sections.
3.1. Test System

The SVM based approach is tested by the events generated through the simulation of a test network of Fig. 4. MATLAB/SIMPOWER software is used to build the test system model. The sampling frequency during the simulation study is kept at 2 kHz, and the relaysof circuit breakers are placed at the connection points of transformers adjacent to SG₁, SG₂ and SG₃. These relays are used to collect the voltage signal during islanding and non-islanding conditions. Note that the simulation study involves the sampling rate of 2 KHz, therefore, the relays at Circuit Breaker’s end would receive the voltage at 2 KHz sampling rate (i.e. 40 samples/cycle for 50 Hz system); this sampling rate is realistic in power system, since for phasor measurement unit (PMU), which is a reliable device for measuring the voltage in electricity grids, can process 10 to 256 samples in each cycle for 50 Hz system.

As illustrated in Fig. 4, the test system is a radial distribution network having base power of 18 MVA. The distribution network is connected with 132 kV, 50 Hz, subtransmission system with fault level of 1000 MVA, shown by a Thévenin equivalent (Sub). A 33-kV distribution system is connected with the sub-transmission system or grid side through a 132/33-kV transformer. There are three 6-MW, 1.2-MVAr synchronous generators (SGs) connected to the distribution system through 33/0.69 kV transformers at bus 6, 8 and 10 respectively (see Fig. 4). For this simulation study, three-phase models of all network components are used. The π section lines are modeled as distribution lines. Loads are modeled as dynamic loads which are of constant impedance, constant current and constant power type. The synchronous generator is represented by a sixth-order three-phase model in the dq rotor reference frame [16] and it is...
equipped with an AVR (Automatic Voltage Regulator) represented by the IEEE—Type 1 model. More information about the test system can be obtained from [5].

### 3.2. Test Cases/Events

The network events that result in the isolation of the DG energized distribution network from the supply of the upstream network (or grid side) are considered as islanding conditions. Normal events that may persist in real power systems due to normal operation or disturbances, such as, capacitor switching, loss of lines, load addition, load disconnection, faults, etc., for which DG energized network is not isolated, are considered as non-islanding conditions. In this study, simulation of non-islanding cases include: 1) normal operation or normal condition, 2) temporary faults which include balanced three-phase faults, unbalanced single and double-phase faults, 3) switching of capacitor banks, 4) switching due to addition and/or disconnection of loads, 5) Disconnection of DGs apart from the target DG, 6) Loss of any branch in the radial distribution feeder, which is away from the distribution line connected to the target DG. The islanding cases are simulated by opening the circuit breaker (CB) or feeder breaker (B1) of Fig. 4 under the following network conditions [17]:

1) Containing wide range of active power imbalance (deficit and excess, varying from 0% to 100%) in the islanded portion,
2) Containing wide range of active power imbalance (deficit and excess, varying from 0% to 100%) and reactive power imbalance (deficit and excess, varying from 0% to 50%) in the islanded portion, and
3) Containing three types of loads: constant impedance, constant current and constant power.

In order to generate the islanding events with a wide range of active and reactive power imbalance, the load-generation profile in the islanded segment is varied by applying the procedure presented in [17].

### 3.3. Classification of Events using SVM

A total of 2,817 events (see Table 1) are generated for assessing the classification performance of SVM. It is worth noting that the generated islanding events have covered all four probable combinations or groupings of power imbalance scenarios; which include, (a): Deficit of ΔP and Deficit of ΔQ, (b): Deficit of ΔP and Excess of ΔQ, (c): Excess of ΔP and Excess of ΔQ, (d): Excess of ΔP and Deficit of ΔQ [9]. Table 1 show the numbers of training and test events, which reveal that the number of generated islanding events is greater than the number of non-islanding events. Note that the probability of occurring islanding incidents is rare in the distribution network in comparison to the non-islanding incidents. However, in this
work, the probability of islanding occurrence is not considered; rather the different scenarios of islanding and non-islanding cases are taken into account. Furthermore, in comparison to testing data less number of training data is used. As stated earlier, the training data is selected as a different subset from the test data. For the generation of islanding training data, all possible combinations of power imbalance scenarios, where $\Delta P$ ranges from 0% to 100% (step size 4.8%) and $\Delta Q$ ranges from 0% to 50% (step size 10%), are considered. Thus, a total of 249 islanding events are generated for training. The training data is used to obtain the optimum parameters of the SVM classifier; see Section 2.3 for further illustration. In order to investigate the effectiveness of the proposed method, the trained SVM is tested on a large number of separate islanding and non-islanding events (consisting of 1,848 islanding and 471 non-islanding): the test events are generated by varying $\Delta P$ from 0% to 100% (step size 0.5%) and $\Delta Q$ from 0% to 50% (step size 10%).

The performance of SVM classifier is assessed from the classification results of numerous events of Table 1, by using the five features extracted through a window of $\Delta T$ width (see section 2.1). The width of the window is optimally selected by conducting the SVM based classification, using the features extracted from the situations having window-width ($\Delta T$) of one-cycle, five-cycle, eight-cycle and ten-cycle. For each situation, the threshold value of SVM classifier is varied gradually to obtain the Detection Rate (DR) and False Alarm (FA). Thus, the Receiver Operating Characteristics (ROC) curve, as shown in Fig. 5, is obtained.

Table 1 Generated islanding and non-islanding events under different combinations of power imbalance level

<table>
<thead>
<tr>
<th>Scenarios</th>
<th>Islanding events</th>
<th>Non-islanding events</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Training</td>
<td>Test</td>
</tr>
<tr>
<td>(a): Deficit $\Delta P$ and Deficit $\Delta Q$</td>
<td>63</td>
<td>462</td>
</tr>
<tr>
<td>(b): Deficit $\Delta P$ and Excess $\Delta Q$</td>
<td>62</td>
<td>462</td>
</tr>
<tr>
<td>(c): Excess $\Delta P$ and Excess $\Delta Q$</td>
<td>62</td>
<td>462</td>
</tr>
<tr>
<td>(d): Excess $\Delta P$ and Deficit $\Delta Q$</td>
<td>62</td>
<td>462</td>
</tr>
<tr>
<td>Total</td>
<td>249</td>
<td>1848</td>
</tr>
</tbody>
</table>

The ROC curve of Fig. 5 indicates that the classifier’s performance using eight-cycle and ten-cycle data-window are almost similar; and their performances are comparatively better than the five-cycle and one-cycle data-window for FA $\leq$ 5%. However, considering the response time and performance, eight-cycle data-window is selected as optimal data-window to investigate the performance of the proposed method. Thus, using the extracted features through eight-cycle data-window and applying the SVM classifier with linear, polynomial and Gaussian RBF kernels, the test islanding and non-islanding events are classified. The bound on the regularization parameter “$C$” is selected as 10 after performing the grid-
search using the SVM classifier. The test results presented in Table 2 show that linear and polynomial kernel yield almost similar performance for scenarios (a) and (b), considering DR and FA. However, taking all four power imbalance scenarios into account, polynomial kernel shows the best classification performance among the three kernels, as indicated in Table 2.

![ROC curve of the proposed approach for one-cycle, five-cycle, eight-cycle and ten-cycle data-window length.](image)

**Fig. 5.** ROC curve of the proposed approach for one-cycle, five-cycle, eight-cycle and ten-cycle data-window length.

**Table 2** Performance of SVM classifier including all four combinations of deficit of active/reactive and excess of active/reactive power imbalance

<table>
<thead>
<tr>
<th>Kernels</th>
<th>Kernel parameter</th>
<th>Scenario (a)</th>
<th>Scenario (b)</th>
<th>Scenario (c)</th>
<th>Scenario (d)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>DR (%)</td>
<td>FA (%)</td>
<td>DR (%)</td>
<td>FA (%)</td>
</tr>
<tr>
<td>Linear</td>
<td>-</td>
<td>100</td>
<td>3.08</td>
<td>100</td>
<td>3.08</td>
</tr>
<tr>
<td>Gaussian RBF</td>
<td>σ=1.5</td>
<td>94.6</td>
<td>3.34</td>
<td>93</td>
<td>3.34</td>
</tr>
<tr>
<td>Polynomial</td>
<td>p = 3</td>
<td>100</td>
<td>3.29</td>
<td>100</td>
<td>3.29</td>
</tr>
</tbody>
</table>

4. Performance Evaluation and Comparative Analysis

Islanding detection tool has to be implemented in real-time application. Therefore, speed and detection-time of the SVM based algorithm embedded relay (SVMR) needs to be investigated. In this context, speed implies the processing speed of SVMR and it is expected to be fast, given the fact that the real-time extracted features are passed through the trained SVM containing a small number of support vectors. Detection-time of relay is defined as the time-delay, which starts soon after the onset of islanding and finishes as soon as islanding is detected. In the following sub-sections, firstly, the performance of the proposed approach is evaluated considering the reliability, which comprises the detection rate (DR), false alarm (FA), and the response time or detection-time of islanding. Then, SVM based machine learning approach is compared with conventional relays under all possible power imbalance scenarios that could be present during islanding. Finally, a general discussion is presented in Section 4.3.
4.1. Performance Assessment of the Proposed Machine Learning Approach

It should be noted that the test results of Table 2 were achieved with the features extracted from a fixed window width of 8-cycle, since 8-cycle data-window was selected as an optimum trade-off window considering response time, DR and FA as illustrated in Fig. 5. In this investigation, the event (islanding/non-islanding) inception time was known a priori; therefore, the starting point of the window was considered from the event inception-time and the end point of the window was 8 cycles after the event onset. However, in practice, the event (islanding/non-islanding) has to be detected in real-time without prior knowledge of inception-time. Therefore, to examine the performance of SVM more critically, an 8-cycle long sliding window is considered with a step-size of one-cycle and classification results are recorded, see Fig. 6 for illustration. For example, if an 8-cycle window includes 1-cycle data after the onset of islanding, then DR is calculated; likewise, if the window includes 1-cycle posterior non-islanding data then FA is estimated. Following a similar approach, using 8-cycle data-window containing 2-cycle, 3-cycle, 4-cycle, 5-cycle, 6-cycle, 7-cycle, and 8-cycle of posterior events, DR and FA are calculated and the results are illustrated in Fig. 7. Figs. 7(a)-7(d) demonstrate the FA and DR for four possible power imbalance scenarios when data-window includes 1-cycle to 8-cycle posterior events (islanding/non-islanding). Moreover, in order to assess the classification performance in more details, F-measure is calculated and presented in Fig. 7. Note that F-measure is an indicator for the classifier’s performance; it is given by $F\text{-measure} = \frac{2TP}{2TP+FP+FN}$, where $TP = \text{True Positive}$, $FP = \text{False Positive}$, $FN = \text{False Negative}$ and $TN = \text{True Negative}$ [18]. In this work, $TP$ indicates the successful classification of islanding events, $FP$ implies the misclassification of non-islanding events, $TN$ indicates the successful classification of non-islanding events and $FN$ specifies the misclassification of islanding events.

**Fig. 6.** Data-stream for illustrating the concept of moving 8-cycle data window and its classification at each step (1-cycle to 8-cycle).
Fig. 7. Classification results (F-measure, DR, FA) using 8-cycle moving data-window including data-stream of 1 cycle to 8-cycle posterior events under scenarios (a) Deficit ΔP and deficit ΔQ, (b) Deficit of ΔP and excess of ΔQ, (c) Excess of ΔP and excess of ΔQ, and (d) Excess of ΔP and deficit of ΔQ.

From the results of Figs. 7(a)-7(d), it is observed that when 8-cycle data-window includes 5-cycle data of posterior events (islanding/non-islanding), then F-measure and its associated DR and FA show comparatively better performance under all four power imbalance scenarios. Hence, in order to summarize the classification results under all possible scenarios, F-measure, DR, FA, FN and TN are shown in Fig. 8.

Fig. 8. Classification results using 8-cycle data-window including data-stream of 5 cycle posterior events under scenarios (a) Deficit ΔP and ΔQ, (b) Deficit of ΔP and excess of ΔQ, (c) Excess of ΔP and ΔQ, and (d) Excess of ΔP and deficit of ΔQ.

From Fig. 8 it is evident that 100% DR with 0% FA is not achieved for all possible power imbalance scenarios. However, for practical application, if 100% DR and 0% FA is required, then a majority voting
rule along with the SVM is proposed. The proposed rule guarantees 100% DR and 0% FA with a minor relaxation in the response or detection time; the details are discussed below.

In order to investigate the decision-rule based on majority voting, sliding data-window of eight-cycle width is moved by a typical step-size of one cycle, and the features are extracted inside each window block or sample to classify the event as islanding or non-islanding. To accomplish this task, firstly, features of the generated islanding and non-islanding events are considered with known event inception-time (ground-truth). Then eight-cycle data-window, which starts from 15 cycles prior to event inception, are moved by one cycle step-size until 20 cycles posterior of event inception-time is reached. Thus, 28 samples are obtained for each event including islanding and non-islanding. These samples are classified using the trained SVM and decisions are made based on the majority voting of the classification results of consecutive samples, for example, 3, 5, 7 or 9 samples. Moreover, the decision-rule based on the classification results of 1 sample, which does not require majority voting, is considered. Higher number of samples, e.g., 11 or higher, may also be investigated for the decision making process; however, it would require higher detection-time and, eventually makes it less practical option. It should be noted that odd number of samples are considered for the decision-rule, since it simplifies the decision making process; for example, 9 samples decision-rule requires at least 5 samples to be classified as islanding for the detection of an actual islanding event. Again, note that majority voting of 9 samples consider the previous consecutive 9 samples in descending order; and it implies that in time-domain, the rightmost end of eight-cycle data-window of 9th sample specifies the instant of “event classification time” or detection-time. Decision-rule of 3, 5 and 7 samples follow the same technique as used for 9 samples’ decision-rule.

Fig. 9 illustrates the DR and FA of the proposed approach, using sliding data-window of eight-cycle width and applying the decision rule based on the majority voting of the classification results of 9 samples, 7 samples, 5 samples, 3 samples and one sample. In Figs. 9(a)-9(b), the x-axis is the “event classification time” which starts soon after the inception of islanding and non-islanding events, respectively. From Fig. 9(a) it is evident that one sample decision rule can yield almost 100% DR within 100 ms of islanding inception. But, this decision rule imposes the risk of 1% FA after 100 ms of event (non-islanding) inception; and it can reach to a maximum of 7% FA after 250 ms (see Fig. 9(b)). The decision rule, obtained from the majority voting of 5 consecutive samples, gives the performance level in between 9 samples and one sample. In summary, considering the reliability and keeping a trade-off between response-time and the classification results (i.e., DR and FA), 9 samples decision rule yields comparatively better performance than the decision rule of 7, 5, 3 samples and one sample, as highlighted in Figs. 9(a)-9(b).
Fig. 9. Performance of the proposed SVM based approach, indicated by (a) Detection Rate and (b) False Alarm, using decision-rule of 9 samples, 7 samples, 5 samples, 3 samples and one sample.

Table 3 Islanding detection time of proposed SVM based method employing 9-sample majority voting rule under all possible power imbalance scenarios

<table>
<thead>
<tr>
<th>Scenarios</th>
<th>Maximum detection time</th>
<th>Minimum detection time</th>
<th>Average detection time</th>
</tr>
</thead>
<tbody>
<tr>
<td>Scenario (a): Deficit of ΔP and deficit of ΔQ</td>
<td>180 ms</td>
<td>120 ms</td>
<td>153 ms</td>
</tr>
<tr>
<td>Scenario (b): Deficit of ΔP and excess of ΔQ</td>
<td>180 ms</td>
<td>100 ms</td>
<td>155 ms</td>
</tr>
<tr>
<td>Scenario (c): Excess of ΔP and excess of ΔQ</td>
<td>300 ms</td>
<td>120 ms</td>
<td>161 ms</td>
</tr>
<tr>
<td>Scenario (d): Excess of ΔP and deficit of ΔQ</td>
<td>180 ms</td>
<td>100 ms</td>
<td>150 ms</td>
</tr>
</tbody>
</table>

From Fig. 9 it is observed that 9-samples majority rule can guarantee 100% DR with approximately 0% FA, but not exactly 0% FA. Moreover, for the investigation shown in Fig. 9, a step-size of one cycle has been considered for the sliding window, see Fig. 6 for illustration. The step-size is a configurable parameter, which can be varied. Investigating 0.5 cycle, 1 cycle, 1.5 cycle, and 2 cycle of step-size for the sliding data-window along with 9-samples majority voting rule, it is found that 100% DR with exactly 0% FA is achieved with a step-size of 1.5-cycle. Therefore, employing 9-samples majority voting rule along with step-size of 1.5-cycle, 100% DR and 0% FA is achieved. Table 3 shows the maximum, minimum and average response time for islanding detection under all four power imbalance scenarios. Different combination of power imbalance may exist during islanding events and considering four possible scenarios, all islanding events were successfully detected employing 9-sample majority voting rule.
However, the detection or response time varies differently for different scenarios where the minimum and maximum detection time lies within 100 ms to 300 ms. Note that the maximum detection time of 300 ms is below the IEEE standard permissible time of 2 seconds.

It is worth noting that power imbalance level has a relationship with the detection time and Table 3 does not show the variation of detection time as a function of power imbalance level. Hence, Section 4.2 demonstrates the detection/response time under all possible scenarios as a function of power imbalance level using the 9 samples decision rule with the proposed SVM method. In addition, performance of vector surge, ROCOF and frequency relays are presented in Section 4.2 for comparison with with the proposed algorithm.

4.2. Comparative Analysis of the Proposed Method with Conventional Relays

Conventional relays, such as, under/over frequency relay (FR), vector surge relay (VSR), rate-of-change-of-frequency (ROCOF) relay, can be recognized as representative examples of islanding detection devices [9]. In [1], the frequency tripping requirements are recommended for distributed generators under abnormal frequencies; a standard DG protection scheme must satisfy the frequency tripping requirements as well as the anti-islanding requirements simultaneously. Thus, time-delay settings of 100 ms can be used [19]. FR measures the cycle-duration of the terminal voltage by using voltage zero-crossing detection technique and signal processing method. For ROCOF relay, rate-of-change-of-frequency is calculated considering a measured window over a few cycles, usually between 2 and 50 cycles. VSR relays measure the duration of an electrical cycle of terminal voltage and compare the current cycle duration with the last one. If this comparison gives the variation of cycle duration to be greater than a pre-specified threshold, then VSR relay is tripped [9]. Note that these relays or protection devices are disabled if the magnitude of the terminal voltage falls below a specific threshold to avoid false operation. As demonstrated in [9], settings of VSR and ROCOF relays with very high sensitive values, e.g., settings of 2°-5° for VSR relays and 0.1-0.25 Hz/s for ROCOF relays, may create nuisance tripping. Therefore, relay setting of 10° for VSR, 0.5 Hz/s for ROCOF, and deviation of ±0.5 Hz from nominal frequency for under/over frequency relays [20], are considered for the comparative analysis of these conventional protection devices with the SVM based relay (SVMR).

Figs. 10(a)-10(d) illustrate the islanding detection time of SVM relay (SVMR), frequency relay (FR), vector surge relay (VSR) and ROCOF relay, during all probable combinations of power imbalance scenarios, which include deficit and excess of active power imbalance (ΔP) and reactive power imbalance (ΔQ) inside the islanded network. In Fig. 10, y-axis refers to “detection time” which is considered as the
time period after the onset of islanding. Islanding events, which are used for comparative analysis, are generated by keeping $\Delta P = 0.5\%, 1\%, 1.5\%, \ldots, 100\%$ (deficit or excess) in combination with $\Delta Q = 10\%, 20\%, \ldots, 50\%$ (deficit or excess) inside the islanded segment, by varying the load-generation profile and AVR setting of exciter model of synchronous generator. Thus, the islanding events corresponding to four combinations of power imbalance scenarios are obtained. Then “detection time” for each event is determined using the conventional relays as well as SVMR. Note that decision rule of SVMR has employed 9 samples majority voting due to its reliability, as demonstrated in Section 4.1.

![Fig. 10. Detection time of the proposed SVMR and other conventional relays — vector surge relay (VSR), frequency relay (FR) and ROCOF relay; under four possible combinations of power imbalance scenarios: (a), (b), (c) and (d).](image)

From Figs. 10(a)-10(d), it is revealed that islanding detection time of SVMR falls within the range of 120 ms to 300 ms, which is much lower than the IEEE 1547-2003 recommended standard tripping times of 2 seconds. Moreover, SVMR relay can successfully operate under all possible combinations of power imbalance scenarios within 200 ms of the onset of islanding, as shown in Figs. 10(a)-10(d). However, SVMR requires a slightly higher detection time, i.e., 200-300 ms under the scenario of excess of $\Delta P$ and $\Delta Q$ with $\Delta P < 5\%$ (see Fig. 10(c)). In comparison to SVMR, conventional relays: FR and VSR need larger detection time whereas ROCOF relays need smaller detection time, when the islanded system possesses a
deficit of $\Delta P$ falling within the range of $\Delta P < 15\%$ along with deficit or excess of $\Delta Q$, as highlighted in Figs. 10(a) and 10(b). However, the scenarios, depicting excess or deficit of $\Delta Q$ and excess of $\Delta P$ which lies inside the range of $\Delta P < 10\%$, have revealed that ROCOF relays along with FR and VSR require much higher detection time than SVMR (see Figs. 10(c)-10(d)). Thus, analyzing the performance of SVMR, considering the detection time and effectiveness under all possible combinations of power imbalance scenarios, it can be concluded that the proposed SVM based relay, developed using the machine learning algorithm, can be an important tool to serve the purpose of islanding detection of synchronous type DG units.

4.3. Discussion

The SVM based classification technique exploits multiple features extracted from network variables. During islanding situation, variation of network variables is mainly influenced by the active and/or reactive power imbalance in the islanded network. Based on the variation of these features, SVM based technique classifies the event as islanding or non-islanding. In this work, all probable combinations of power imbalance scenarios, which include deficit and/or excess of active and/or reactive power imbalances, were taken into consideration. Therefore, even though this article investigated the performance of SVM based approach using synchronous generator based DG, it is expected that for other types of DG, for example, DFIG, PV, etc., the proposed algorithm would perform effectively if it is designed considering all probable combinations of power imbalance scenarios. To this end, a DFIG based Wind Farm (6 MW) is connected in bus 8 of Fig. 4 instead of $SG_3$, and the islanding events under different power imbalance scenarios are generated. Test results indicate that all islanding events (monitored from DFIG Wind Farm) are successfully detected within 200 ms of islanding inception. In addition, in the interconnection standards, the most difficult condition for islanding detection occurs when both active and reactive power imbalance exist under high Quality factor (Q) of loads, e.g., $Q = 1$ or $Q = 3$. In the proposed method, all possible power imbalance conditions along with different types of loads were taken into account. Hence, in the presence of any range of quality factor of the loads, $Q = 1$ or $Q = 3$, the proposed approach is expected to exhibit successful classification.

In this article, detection rate and false alarm were used as key performance indicators for evaluating the performance of the proposed approach. Furthermore, the proposed method is evaluated using F-measures. Using the proposed method, an F-measure above 0.95 was obtained by considering all possible islanding and non-islanding scenarios.
5. Conclusion

This paper presents a SVM based machine learning approach for islanding detection of synchronous type DG units. The proposed approach employs multiple features which are extracted from network variables, and then, these features are fed to a support vector machine (SVM) classifier to classify the event as islanding or non-islanding. The feature extraction incorporates a sliding window; and the width of the window is optimally selected from the Receiver Operating Characteristics (ROC) curve of the SVM classifier using different window-width. Supervised SVM classifier with linear, polynomial and Gaussian RBF kernels are used to train the selected features of numerous islanding and non-islanding events, which are generated by simulating a test network. With the training data, grid search is carried out to fine-tune the kernel parameters (i.e. \( p \) and \( \sigma \)), and accuracy of the classifiers is tested. The proposed method is examined considering the islanding events under all probable combinations of deficit of active/reactive and excess of active/reactive power imbalance scenarios inside the islanded network. The performance of SVM based relay (SVMR), which can be developed from the proposed algorithm, is evaluated considering the suitability in real-time operation. The evaluation index includes the reliability, which comprises the detection rate (DR), false alarm (FA), and the response time represented by the detection-time of islanding. In summary, the contributions of the paper can be highlighted as:

- This article assesses the performance of multiple features based SVM method employing window-size with variable length; thereafter, keeping a trade-off between response-time and reliability, an optimal window-width is selected by observation.

- In practical situation, the inception-time of islanding is not known in advance. Therefore, to investigate the performance of the SVM based approach, in this article, sliding data-window of eight-cycle width is moved by a typical step-size of one cycle, and the features are extracted inside each window block to classify the event as islanding or non-islanding. Thereafter, a decision making rule based on majority voting is obtained by analysing the performance on the basis of detection rate and false alarm.

- Comparative analysis of SVMR with conventional relays, such as, vector surge relays, ROCOF and frequency relays, are conducted; and it shows that SVMR performs quite well in comparison to conventional relays when reliability and detection-time of islanding are taken into account.
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