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Abstract

DNA replication, or the duplication of parental double-stranded DNA (dsDNA) into a pair of identical copies, is essential to the transmission of hereditary information from cell to cell and thus the propagation of all life. It is a fundamental cellular process that is carried out by a multi-protein complex known as the replisome. Since the identification of the first replication proteins by Arthur Kornberg in the 1950s, ensemble-averaging biochemical techniques have been successfully used to study the roles of the various proteins within the replisome. However, the coordination of the multiple activities within the replisome involves transient intermediates and dynamic conformational changes that are difficult, if not impossible, to observe with ensemble experiments. Recently, new single-molecule techniques have been developed to study the dynamics of proteins with a high precision and without the need for population averaging. This thesis centers on the use of these approaches to study the dynamic behaviour of the replisome.

First, I provide a review of the latest advances in force- and fluorescence-based single-molecule methods both for systems based on purified protein components and for those using live cells, with a focus on their applications in studies on cytoskeletal motors and DNA replication. We describe how these technological developments allow us to study systems of increasing biological complexity. Next, a novel fluorescence imaging technique is described that enables the observation of single fluorescently labeled molecules can be observed in real time at concentrations that are too high for existing single-molecule methods. This technique allows the use of fluorescent probes up to micromolar concentrations and is compatible with a wider range of physiologically relevant affinities between biological macromolecules. Single-molecule tools are being used in increasingly broader areas of research and have now also found their use in the development of targeted drug-delivery mechanisms. I will describe a novel single-molecule fluorescence imaging approach to determine the density of proteins on function-alised liposomes. This parameter is important for the efficacy of drug delivery, and tools did not exist yet to enable its quantification. This approach will help with translating functionalised liposome techniques into the clinic as viable therapeutic approaches.

The main part of this thesis revolves around the highly dynamic behaviour of protein factors in the *E. coli* replisome. I describe single-molecule visualisation experiments that show exchange behaviour of replication proteins that is markedly more dynamic than the textbook pictures of the replisome suggest. For both the replicative DNA polymerase and the single-stranded DNA binding protein we observe rapid exchange with kinetics that depend on the concentration of competing protein in solution. This concentration dependence can be rationalised via a multi-site exchange mechanism, made possible by the presence of multiple weak protein–protein and protein–DNA interactions. This multi-site exchange mechanism reconciles a large number of observations and has a generality that suggests applicability to a large number of multi-protein complexes. The emergence of these exchange dynamics as a mechanism to balance stability with plasticity in
abstract

complex systems illustrates the importance of studying the molecular sociology of multi-protein complexes at the single-molecule level.

Furthermore, this thesis describes studies of the mechanism by which the *E. coli* RarA protein acts on DNA replication and repair. Combining *in vitro* and *in vivo* techniques, we propose that addition of RarA results in gaps in lesion-containing DNA templates. Our observations suggest a model in which the previously poorly understood RarA protein commits the cell to the translesion DNA synthesis repair pathway.

Finally, I describe how we take our single-molecule tools to the next level of biological complexity and apply them to visualise *S. cerevisiae* leading-strand synthesis at the single-molecule level for the first time. We confirm that the MTC complex modulates the speed of the replication fork and observe, surprisingly, that MTC only transiently interacts with the replisome through a weak interaction.

Further improvement of single-molecule techniques will allow us to study complex biological systems in increasingly fine detail. *In vitro* experiments give a precise handle on the experimental conditions in a controlled environment, while *in vivo* measurements provide the physiologically relevant complexity that exists in live cells. Bridging the gap between the two techniques will allow us to further elucidate the dynamics of proteins within multi-protein complexes.
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Introduction

1.1 DNA replication

Nearly 150 years ago, Johann Friedrich Miescher first purified a substance from cell nuclei, which he called nuclein (1). We now know that he had discovered DNA (deoxyribonucleic acid), the molecule that carries all genetic information needed for the functioning of life (2). Aided by X-ray crystallographic images on DNA fibres obtained by Rosalind Franklin, James Watson and Francis Crick determined the 3-dimensional structure of DNA in 1953 (3, 4). They showed the molecule is structured as two right-handed helical chains each coiled around the same axis, but running in opposite directions. Each of the two chains consists of a series of nucleotides, with each nucleotide carrying one of four bases. Watson and Crick found that only specific pairs of bases will bond together: adenine with thymine and guanine with cytosine. This specific pairing immediately suggested a possible copying mechanism of the genetic material. Five years after Watson and Crick solved the structure of DNA, Arthur Kornberg’s group identified the mechanism of its synthesis and the first DNA polymerase, the enzyme responsible for this process (5).

DNA replication, or accurate duplication of parental double-stranded DNA (dsDNA) into, identical daughter copies, is essential for the propagation of all terrestrial life forms as it plays a crucial role in transmitting hereditary information from cell to cell. It is a fundamental cellular process that is carried out by a multi-protein complex known as the replisome. The replisome contains enzymatic activities responsible for many more processes than just DNA synthesis. It involves the separation of the parental dsDNA into two daughter strands, both of which serve as a template for the new copies of DNA. Due to the opposing polarity of the two DNA strands and the fact that new DNA can only be synthesised in one direction, one of the strands — the lagging strand —, is synthesised in a series of short Okazaki fragments (6) in the opposite direction to the leading strand, which is synthesised continuously. Since DNA synthesis can only occur through extension of a pre-existing structure, the production of each individual Okazaki fragment is initiated by a priming reaction. The replication of DNA is accomplished with a remarkable speed and at high accuracy. To provide a sense of scale we can estimate the amount of DNA that our cells have to replicate during our lifetime. There are approximately $2 \cdot 10^{14}$ cells in a human body and on average each divides 50 times during our lifetime (with significant variation between tissue type) (7). If we multiply these numbers with the length of the DNA sequence contained within one nucleus (approximately $6 \cdot 10^9$ bp (8)), we find that our cells produce an astonishing total amount of $10^{16}$ meters of DNA. This length is roughly equal to one light year!
1.2 Building complexity

Over the past few decades, a large variety of ensemble-averaging biochemical techniques have been used to study the roles of the various proteins within the replisome. One approach to dissecting the multiple events that occur during DNA replication has been to study simple replication systems of bacteriophages such as T4, T7 and φ29, and bacteria such as Bacillus subtilis and Escherichia coli (E. coli). The number of proteins required for DNA replication in these systems is relatively small, however, the basic steps in DNA replication are similar to those found in higher organisms. Building up complexity in a similar way, work described in this thesis has been done on the T7, E. coli, and Saccharomyces cerevisiae (S. cerevisiae) replisomes. I will, therefore, give a short overview of these systems.

1.2.1 Bacteriophage T7

Figure 1.1a shows a schematic representation of the T7 replisome. It can be reconstituted in vitro from just four proteins (9). The gene product 4 (gp4) provides both helicase and primase activities. The helicase activity of gp4 is performed by the C-terminal portion of the protein and the N-terminus contains the primase. Gp4 forms a hexameric ring upon binding to ssDNA, and uses the energy derived from the hydrolysis of dTTP to translocate in a 5′ to 3′ direction (10). The DNA primase domain is comprised of two subdomains. A flexible linker connects the zinc-binding domain (ZBD) located at the N-terminus of the primase to the C-terminal RNA polymerase domain (RPD), where the RNA primers are synthesised (11). The DNA polymerase gene product 5 (gp5) synthesises new DNA on the two strands. It forms a complex with thioredoxin (trx) of the E. coli host. Trx functions as a processivity factor for gp5, providing a physical mechanism of stabilising the polymerase on the DNA (12). The single-stranded DNA binding protein, gene product 2.5 (gp2.5), binds exposed ssDNA and coordinates simultaneous synthesis of leading- and lagging-strands. Gp2.5 also plays a role in recombination and in the repair of double-stranded breaks in phage DNA (13). The reconstituted replisome can duplicate DNA at a rate of 80 bp/s (14).

1.2.2 Escherichia coli replisome

The E. coli replisome is an example of an increasingly complex replication system. The majority of work described in this PhD thesis has been done with this system. I shall, therefore, discuss it in a bit more detail. With a dozen individual subunits the E. coli replisome is still relatively small compared to the replication complexes of higher organisms, yet significantly more complex than the T7 system. By now, the E. coli replisome is perhaps the best understood across all species. Once assembled and active, the E. coli replisome unwinds and duplicates DNA at a very high rate, approaching 1000 bp/s with an error rate of roughly one mistake for every $10^{-6}$ to $10^{-7}$ nucleotides synthesised (17). Figure 1.1b shows a schematic representation of the E. coli replisome. Similar to the T7 repli-
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some, DNA is unwound by a hexameric helicase DnaB which uses the energy of ATP hydrolysis to unwind dsDNA (18). DnaB consist of six identical 52 kDa subunits oriented in the same direction, and is assembled in the presence of Mg$^{2+}$. It is loaded onto the DNA by the helicase loader DnaC (19). The C-terminal motor domains of DnaB, which are located at the front of the replisome, bind and hydrolyse ATP to drive the unwinding of the dsDNA. The N-terminal domain of DnaB forms a trimer of dimers, which serve as binding sites for up to three molecules of DnaG primase (20). DnaG, which synthesises short RNA primers on the lagging strand for initiation of DNA synthesis on the lagging strand, consists itself of tree domains. It has a zinc-binding domain (ZBD) at the N terminus, which is essential for primase activity and is thought to recognise priming sequences in the ssDNA (21). The central RNA polymerase domain (RPD) is responsible for NTP binding and incorporation (22). The C-terminal helicase-binding domain (HBD) binds to the N-terminal domain of DnaB to form the primosomal complex DnaB$_6$–(DnaG)$_3$ (23). The replicative polymerase in the *E. coli* replisome is the DNA Polymerase III holoenzyme (Pol III HE). The Pol III HE is able to synthesise both the leading and lagging strands simultaneously. It is arranged into three functionally distinct and stably-bound subassemblies. αϵθ forms the Pol III core that has DNA polymerase activity (24). By itself it will synthesise only 10–20 nt at a rate of ~20 nt/s (25). β$_2$ is the sliding clamp, which encircles the DNA and ensures stable association of the core polymerases with the primer-template DNA, thus enabling higher processivities (26). β$_2$ is also known to interact with about a dozen proteins related to DNA replication, recombination, and repair (27). τ$_n$γ(3−n)$\delta^\prime\chi\psi$ (where n = 2 or 3 in the Pol III HE) is the clamp loader complex (CLC) that uses ATP hydrolysis to load β$_2$ onto DNA and is the central organiser of the replisome (28). Up to three Pol III cores are coupled through the τ subunits of the CLC, and the τ sub-

**Figure 1.1 (preceding page):** Schematic representations of the T7, *E. coli*, and *S. cerevisiae* replisomes. (a) The replisome of bacteriophage T7 contains 4 proteins: the DNA polymerase (gp5) and its processivity factor, *E. coli* thioredoxin (trx), the DNA primase–helicase (gp4), and the ssDNA-binding protein (gp2.5). Gp4 unwinds the dsDNA and generates two ssDNA templates for the leading- and lagging-strand gp5/trx. Gp2.5 coats the lagging-strand ssDNA. The primase domain of gp4 catalyses the synthesis of short primers for the initiation of each Okazaki fragment. Figure adapted from Robinson et al. (15). (b) Architecture of the *E. coli* replisome at the chromosomal replication fork derived from *in vitro* studies and direct observation *in vivo*. The DnaB helicase is located at the apex of the replication fork on the lagging strand. The single-stranded lagging-strand template produced by helicase action is protected by the Single-Stranded DNA Binding protein (SSB). The DNA polymerase III holoenzyme (Pol III HE) synthesises new DNA on both strands. The β$_2$ sliding clamp confers high processivity on the DNA Pol III HE by tethering the Pol III αϵθ core complexes onto the DNA. The clamp loader complex (CLC) assembles the β$_2$ clamp onto RNA primer junctions on template DNA. DnaG primases synthesise RNA primers to initiate DNA synthesis on the lagging strand. Figure adapted from Lewis et al. (16). (c) Architecture of the *S. cerevisiae* replisome. The CMG helicase loads onto the leading strand and unwinds the dsDNA. CMG consists of the Mcm2–7 complex, which has the ATPase activity, and the accessory GINS complex and Cdc45. Pol α synthesises short RNA/DNA primers on both strands. Pol ϵ and Pol δ extend these primers on the leading and lagging strand, respectively. The PCNA sliding clamp confers high processivity on the DNA polymerases by tethering them onto the DNA. The clamp loader RFC assembles PCNA onto the DNA. RPA coats the transiently exposed single-stranded DNA.
units also interact with DnaB, thus organising and coupling the DNA Pol III HE to DnaB (29). The minimal CLC which is proficient in clamp loading and pol III core binding is the $\tau_3\delta\delta'$ heteropentamer. The $\chi$-$\psi$ subunits are accessory proteins that connect the CLC with the Single-Stranded DNA Binding protein (SSB) (30). SSB binds to ssDNA in a sequence-independent manner to protect it against nucleolytic attacks and to prevent the formation of any secondary structures (31). SSB is also an important interaction partner for a large number of proteins, and therefore plays a central role in many DNA replication, recombination, and repair processes (32). It forms a homotetramer of 19 kilodalton subunits. The N-terminal domain forms an oligonucleotide binding (OB) fold responsible for ssDNA binding (33). The four ssDNA-binding domains enable it to bind tightly to ssDNA in different modes with different properties depending on salt concentrations (34). At low monovalent salt concentrations, binding in the (SSB)$_{35}$ mode is favoured. In this mode, the DNA interacts with only two of the four SSB subunits, resulting in a footprint of 35 nt per tetramer. It is suggested that the C termini of SSB may interact, at least transiently, with the ssDNA-binding sites of neighbouring SSB proteins. This interaction suggests a mechanism that enhances the ability of SSB to selectively recruit its partner proteins to sites on DNA. Also, it allows for very high cooperative binding, which results in the formation of SSB clusters along the ssDNA (35). At higher salt concentrations binding occurs mostly in the less cooperative (SSB)$_{65}$ mode (36), in which 65 nt interact with SSB (37). SSB can utilise a direct transfer mechanism through which SSB can be transferred from one ssDNA molecule to another without proceeding through a free protein intermediate. It is hypothesised that this could enable recycling of SSB tetramers between old and newly formed ssDNA regions during lagging-strand DNA replication (38).

1.2.3 Saccharomyces cerevisiae replisome

Very recently, the minimal S. cerevisiae (yeast) replisome has been reconstituted (Figure 1.1C) (39). Consisting of at least 31 individual proteins, this system is far more complex than any reconstituted replisome studied before. The dsDNA is unwound by the 11-subunit helicase CMG. The motor of CMG is the Mcm2–7 complex, a heterohexamer of AAA+ ATPase subunits. Mcm2–7 forms a ring around the leading strand and has $3'\rightarrow 5'$ helicase activity (40), in contrast to the T7 and E. coli helicases, which unwind DNA in the opposite direction. The helicase is activated upon association of Mcm2–7 with Cdc45 and the four-subunit GINS (Japanese spelling of the numbers 5,1,2,3 go-i-chi-ni-san) to form the CMG complex (41). The DNA polymerase $\alpha$ primase ($\bar{\text{P}}$ol $\alpha$) acts as a primase by synthesising a hybrid RNA/DNA primer of 2–30 nucleotides (42). These primers get extended by the DNA polymerase $\epsilon$ (Pol $\epsilon$) and by DNA polymerase $\delta$ (Pol $\delta$). Though both polymerases can function on either strand, Pol $\epsilon$ is favoured on the leading strand and Pol $\delta$ on the lagging strand (39). It has been shown that Pol $\epsilon$ directly binds to CMG, forming a stable complex (43). Pol $\delta$ requires PCNA to stabilise it on the DNA for high processivity. The clamp loader, Replication Factor C (RFC), uses ATP to load PCNA onto the DNA (44). Replication Protein A (RPA) is the eukaryotic single-stranded DNA binding protein.
Even though much is known about the structure and function of the different proteins within the replisome, the coordination of multiple components, activities, and interactions within the replisome involve transient intermediates and dynamic conformational changes that are difficult, if not impossible, to observe with ensemble experiments. Recently, new single-molecule techniques have been developed to study the dynamics of proteins with a high precision and without the need for population averaging. This thesis centres on the use of these approaches to study dynamic behaviour of the replisome.

1.3 Single-molecule techniques

1.3.1 Why single molecules?

In ensemble experiments, a measurement of a molecular property represents the measurement of the average behaviour of many individual components. Observing molecular properties at the single-molecule level allows characterisation of subpopulations, the visualisation of transient intermediates, and the acquisition of detailed kinetic information that would otherwise be hidden by ensemble averaging. This concept can be illustrated by making an analogy to the delivery trucks (Figure 1.2) (45). With ensemble-averaging methods, we can measure the average speed of the delivery trucks. We cannot tell, however, if all the trucks are moving at the same speed (Figure 1.2a), or whether some trucks are speeding while others take it easy (Figure 1.2b). Furthermore, the trucks could be changing speed, or stopping for a break (Figure 1.2c). Again we would not be able to know this from the average speed.

![Figure 1.2: Ensemble versus single-molecule studies.](image)

Through ensemble studies we can obtain information about the average behaviour of a system, for example the average speed of all the trucks, indicated by the arrows (left). Through single-molecule studies we can see whether some molecules within the system behave differently, for example, if the trucks have different speeds (middle). We can also observe changes in behaviour of individual molecules, illustrated by the trucks changing speed, indicated by the dashed arrows (right).

The goal of single-molecule experiments is to remove this ensemble averaging and to observe the heterogeneity within the system. In the last decade, single-molecule experiments have taught us much about the dynamics within the replisome. For example, in the bacteriophage T4 system, single-molecule studies have revealed the pathway for assembly of the primosome (46) and have provided a detailed real-time visualisation of the DNA helicase unwinding activity (47).
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Other studies revealed the real-time dynamics of the conformational change of the β2 clamp (48). For the T7 system, the textbooks told us that polymerases are very stably bound to the replisome and synthesise the entire genome (49). Using single-molecule fluorescence imaging, it was shown that the polymerases exchange from solution at the rate of Okazaki fragment synthesis (50).

During my PhD, I primarily used single-molecule visualisation methods that rely on mechanically stretching individual DNA molecules and the imaging of individual fluorescent proteins acting on DNA. I will discuss these methods in more detail in the next section.

### 1.3.2 Single-molecule fluorescence imaging

![Figure 1.3: Schematic representation of the fluorescence microscope.](image)

Laser light of a specific wavelength is coupled into the microscope objective. The fluorescence signal from the sample is detected with either an sCMOS or an EMCCD camera. Inset, Micro-fluidic flow cell schematic. A PDMS lid containing three flow chambers is placed on top of a PEG-biotin-functionalised microscope coverslip. Tubing inserted into the PDMS provides easy access to the reaction chamber.

To enable the visualisation of the behaviour of a protein at the single-molecule level, the protein of interest is labelled with a fluorophore. This fluorophore is excited by laser light of appropriate wavelength. As a result, the molecule will act as a point source for emitted fluorescence photons which can be imaged as a focused, diffraction-limited spot by a very sensitive EMCCD or CMOS camera (figure 1.3). By tracking the intensity and position of the fluorophore we can obtain information about the dynamic behaviour of single proteins, in real time (51).

By using two fluorescent probes that emit light at different wavelengths, we can track the behaviour of two proteins simultaneously. Single-molecule fluorescence methods were originally only applicable at low nanomolar concentrations, due to the diffraction-limited nature of the optics in a fluorescence microscope and the
resultant minimal size of the excited volume. In order to resolve single molecules, fluorophores have to be spaced further apart than the diffraction limit. This limit depends on the numerical aperture (NA) of the microscope and the wavelength ($\lambda$) used and is typically a few 100 nm (equation 1.1, where $n =$ the index of refraction and $\theta =$ the angle of the incident beam).

$$d = \frac{\lambda}{2NA}; \quad NA = 2n\sin(\theta).$$

(1.1)

Over the past few decades rapid developments in fluorophore stability and imaging techniques have increased the variety and complexity systems probed by single-molecule fluorescence tools tremendously.

### 1.3.3 Tethered-bead assay

In the tethered-bead assay, a forked linear DNA template is tethered to the surface of a microscope cover slide at one end, and to a paramagnetic bead at the other end (Figure 1.4). By applying a laminar flow across the slide, the resultant Stokes drag force on the bead will stretch out the DNA (equation 1.2, where $\eta =$ the viscosity, $R =$ the radius of the bead, and $v =$ the velocity of the laminar flow).

$$F_d = 6\pi\eta Rv.$$

(1.2)

At force regimes of $\sim$1–2 pN dsDNA is much longer than ssDNA. A conversion of dsDNA to ssDNA, for example by leading-strand DNA synthesis, will therefore cause the bead to move against the direction of the flow. By visualising and tracking the movement of the bead, we can get very accurate (1–10 nm precision) information on replication kinetics at the fork. In the last years this technique has seen some major improvements both to the hardware as well as the, now automated, data analysis. Using a low-magnification wide-field microscope (52), 10,000 beads can be imaged simultaneously, making this a very high throughput single-molecule assay (53). A typical experiment will now generate $\sim$50 GB of data. Such a data volume required a stream-lined and automated analysis software to extract useful single-molecule parameters (54).

The great advances in both the fluorescence-imaging techniques and tethered-bead assay are giving rise to new insights in the behaviour of dynamic multi-protein systems. We have come to learn that their behaviour is not linear and deterministic, as previously suggested, but actually highly dynamic and subject to a great level of stochasticity (55).
Figure 1.4: Schematic representation of the fluorescence microscope. (a) Experimental setup. Individual DNA molecules are tethered to the surface of a microfluidic flow cell. Beads are attached to the DNA ends and imaged using low-magnification wide-field microscopy. (b) A representative field of view showing 4,000 beads. (Inset) Image of beads attached to DNA flow-stretched in both directions by a flow reversal. (c) Architecture of typical DNA template used in the tethered-bead assay. (Left) Linear DNA with a replication fork is attached to the surface of a micro-fluidic flow cell. A bead attached to the other end of the DNA stretches the DNA in the direction of flow. (Right) Length changes due to the conversion from dsDNA to ssDNA result in a movement of the bead.
1.4 Scope of this thesis

The goal of my PhD research is to develop and use single-molecule tools to understand the molecular mechanisms in DNA replication. Chapter 2 is a summary of the latest advances in force- and fluorescence-based single-molecule methods both \textit{in vitro} and \textit{in vivo}, with a focus on their applications in studies on cytoskeletal motors and DNA replication. We describe how these advances now allow us to study increasingly complex systems. We developed a new fluorescence imaging technique, by which single fluorescent molecules can be observed in real time at high, physiologically relevant concentrations (Chapter 3). Single-molecule tools are being used in increasingly broader areas of research and have now also found their use in the development of targeted drug delivery mechanisms. Stepping away from DNA replication for a bit, in Chapter 4 is described how we use single-molecule fluorescence imaging, to determine the density of proteins on functionalised liposomes. This density is a pharmacologically important number that had not been properly quantified before. In Chapters 5 and 6 I discuss the exchange behaviour of polymerases and SSB in the \textit{E. coli} replisome under physiologically relevant protein concentrations. We see rapid exchange, depending on the concentration of competing protein in solution. The emergence of the concentration dependence illustrates the importance of studying the molecular sociology (56) of multi-protein complexes at the single-molecule level. In Chapter 7 we determine the effect of the \textit{E. coli} RarA protein on DNA replication and repair. RarA is a highly conserved protein whose role in replication and repair was poorly understood. Combining \textit{in vitro} and \textit{in vivo} techniques, we propose that RarA activity is involved in the creation of gaps in lesion-containing DNA templates, and thereby commits the cell to the translesion DNA synthesis repair pathway. In the last step of my PhD journey of building up complexity, we describe the first single-molecule experiments done on the reconstituted \textit{S. cerevisiae} replisome, characterising the kinetics of leading-strand synthesis (Chapter 8). We confirm a previously reported observation that the MTC complex enhances the speed of the replication fork by $\sim2$ fold. Surprisingly, however, our data suggest that MTC only transiently interacts with the replisome through a weak interaction.
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Single-molecule manipulation and imaging techniques have become important elements of the biologist’s toolkit to gain mechanistic insights into cellular processes. By removing ensemble averaging, single-molecule methods provide unique access to the dynamic behavior of biomolecules. Recently, the use of these approaches has expanded to the study of complex multiprotein systems and has enabled detailed characterization of the behavior of individual molecules inside living cells. In this review, we provide an overview of the various force- and fluorescence-based single-molecule methods with applications both in vitro and in vivo, highlighting these advances by describing their applications in studies on cytoskeletal motors and DNA replication. We also discuss how single-molecule approaches have increased our understanding of the dynamic behavior of complex multiprotein systems. These methods have shown that the behavior of multicomponent protein complexes is highly stochastic and less linear and deterministic than previously thought. Further development of single-molecule tools will help to elucidate the molecular dynamics of these complex systems both inside the cell and in solutions with purified components.

E.M. and I contributed equally to this review. I reviewed the single-molecule fluorescence imaging techniques, mainly focussing on their use in studies on DNA replication.
2.1 Introduction

Single-molecule approaches are transforming our understanding of cell biology. In the context of the living cell, proteins are found in various states of structural conformation and association in complexes, with the transitioning between states occurring in a seemingly chaotic fashion. Observing molecular properties at the single-molecule level allows characterization of subpopulations, the visualization of transient intermediates, and the acquisition of detailed kinetic information that would otherwise be hidden by the averaging over an ensemble of stochastically behaving constituents. Although the field is rapidly evolving, and many technical challenges still exist, methods to visualize individual proteins in purified systems, henceforth referred to as in vitro, contribute to a tremendous gain in mechanistic insight into many cellular processes. However, the comparatively low complexity of such in vitro experiments does not necessarily represent the physiology of the cell. Development of single-molecule tools has begun to enable the visualization of complex biochemical reactions with great resolution in the dynamic and crowded environment of the cell. In vitro single-molecule studies on reconstituted systems of high complexity are informing on how these systems may behave in a cellular environment, and live-cell single-molecule imaging is providing pictures of increasing clarity about the physiological relevance of pathways observed in vitro. This interplay between in vitro and in vivo assays will play a major role in future studies, with bottom-up and top-down approaches required to fill the gaps.

In this review, we provide an overview of the state of the field and discuss the main classes of single-molecule methods that have found applications in in vitro and in vivo studies. In particular, we describe the principles of both force- and fluorescence-based single-molecule methods, and we highlight how these approaches have increased our understanding of molecular machineries. Using recent work, we illustrate both the advances in methodology and new insights into the dynamic behavior of complex systems that they provide. To guide our review of the main technological developments and the biological breakthroughs they have allowed, in the context of what seems like an overwhelming amount of examples and applications, we focus on studies of the molecular motors that carry cellular cargo and the multiprotein complex involved in DNA replication, the replisome. Our focus on these studies merely represents an attempt to illustrate the methodological possibilities—the reader is advised to consult the many other excellent sources and reviews that discuss the use of single-molecule tools in other fields and systems.

2.2 Push, pull, poke and prod: Mechanical single-molecule techniques

The folding of proteins into functional structures, the manner with which they undergo conformational transitions, and their interactions between binding partners are all complex processes that are strictly ruled by the shape of the free-energy
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landscapes describing the thermodynamics of the system. Theoretically, there is a huge number of possible 3D conformations that a one-dimensional sequence of amino acids can assume, each characterized by a specific free energy. However, a protein assumes only those states that minimize the free energy, with preference for the absolute minimum. Thus, the number of possible protein conformations is limited to very few, if not only one (57). The application of forces to these systems introduces well-defined changes to the energetics and enables a precise interrogation of the relevant interactions and processes. Single-molecule mechanical techniques have been developed to use small forces to controllably manipulate individual biomolecules so that molecular mechanisms can be investigated at a level of detail inaccessible with conventional ensemble-averaged assays. In this paper, we focus on three main classes of these methods: atomic force microscopy (AFM), optical tweezers (OT), and magnetic tweezers (MT).

Each of these techniques works in a different force regimen, with these three techniques together covering a range from femto-Newton (fN) to nano-Newton (nN), providing experimental access to forces that are relevant to biochemical processes and reactions. More comprehensive reviews on each technique and applications can be found elsewhere. (15,58–67)

### 2.2.1 Atomic Force Microscopy

AFM is a scanning probe microscopy technique that allows visualization of the surface topography of a sample at subnanometer resolution. It uses an atomically sharp tip on the free end of a projecting arm (called cantilever) to measure the height (z axis) at a specific (x,y) position (Figure 2.1A). In biological imaging applications, AFM is typically used in the so-called tapping mode with the cantilever oscillating at a frequency close to its mechanical resonance. In this way, interactions with the surface can be detected with great sensitivity.
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without the tip in constant contact with the sample, thus eliminating dragging and frictional effects during the (x,y) scan and avoiding distortion of image data. Ultimately, the tapping mode helps to preserve the integrity of the soft biological sample and allows the visualization of biomolecules for periods up to hours (68).

AFM was initially limited to the imaging of static structures, but the last decade has seen the introduction of even smaller cantilevers (69) and improvements in the image acquisition rate, making it possible to scan surfaces at high speed (high-speed AFM [HS-AFM]). HS-AFM is one of the few techniques so far that allows observation of biological molecules at both subnanometer and sub-100-ms resolution. This technical breakthrough has enabled real-time observation of molecular processes, such as the movement of motor proteins along cytoskeletal filaments, and has allowed the direct study of relationships between structural and dynamic properties of biochemical reactions, at the single-molecule level, with one single technique (70). This powerful and quite unique ability of HS-AFM to relate structure to function was highlighted in a hallmark study in which the walking of myosin V on actin was imaged (Figure 2.2A) (71). Not only did the high-speed imaging visualize the hand-over-hand mechanism of myosin V translocation, but the authors of this study were also able to explain the mechanism in structural terms. They showed that the forward movement of the myosin is a purely mechanical process related to the accumulation of tension in the leading head. Recently, a further technical improvement has allowed imaging of large fields of view at high speed and visualization of biochemical reactions occurring on the outer surfaces of cells (72). In vivo biological imaging with AFM offers several advantages over other techniques with high spatial resolution such as scanning EM. In particular, AFM does not require dehydration steps and can provide topographic images with nanometer resolution under physiological conditions (73). These aspects position AFM as a technique with great potential to provide unique insight in various areas of cell biology such as membrane structure and dynamics, cell division, growth, and morphology. Finally, there have been attempts to bring AFM inside cells (65), opening to the use of its high spatial and temporal resolution to observe fundamental cellular processes inside the cell itself.

In addition to its topographic imaging applications, AFM is a powerful tool to perform force spectroscopy on single molecules in the 10 pN to 10 nN range. In this application, the tip of the AFM is used to capture one end of a biomolecule that is bound to a surface at its other end, apply a stretching force to it by moving the cantilever away from the surface, and thus unfolding it with a precise and controllable force (74, 75). This approach makes it possible to probe the molecular interactions that stabilize the protein in a specific conformation. The alternative conformations of proteins when subjected to mechanical forces inside the cell can now be revealed (75). Finally, by using different loading rates, researchers can model the kinetics of transitions and obtain details of the free-energy landscape controlling the various structural transitions (67). An early example of AFM-based force spectroscopy involved the unfolding of the integral
membrane protein bacteriorhodopsin out of archaeal purple membranes (76). Further, the role of ligands in stabilizing biomolecular structures can be assessed and quantified by mechanical unfolding. The interaction between a ligand and a protein affects the free-energy landscape of the system and potentially yields different unfolding profiles as a function of the ligand (77). This approach is not limited to answer fundamental questions about cellular mechanisms, but also benefits applied research. For instance, researchers have been able to study in vivo membrane protein–ligand interactions to facilitate drug development (78).

2.2.2 Optical Tweezers

In OT (also called optical traps), a tightly focused laser beam is diffracted by a dielectric particle, resulting in a force that traps the particle nearby the focus of the laser. At the same time, by changing the position of the focus, it is possible to move the particle, just as if the laser beam were a pair of tweezers. By tethering one end of a molecule of interest to the bead and the other end either to a surface or to a second trapped particle, a stretching force can be applied to the molecule in the 0.1–100 pN range. The applied force can be modulated by either changing the tightness of the trap or by moving the position of the particle with respect to the beam focus (Figure 2.1B). Tracking of the 3D displacement of the trapped particle allows measurements with subnanometer spatial resolution and sub-millisecond time resolution. Thanks to such precision, this technology has, for instance, enabled the visualization of the motion of motor proteins such as kinesins and dyneins along microtubules, (79, 80), myosins along actin, and nucleic-acid enzymes along DNA. (81, 82)

Anytime lasers are used, photo damage to biological samples is a reason of concern. In the case of OT, this problem is minimized because biological samples are almost transparent to the near-infrared wavelengths of the lasers that are typically used to trap particles (83). This compatibility with cellular specimens, combined with recently developed sophisticated force-calibration techniques (66,84), allows the use of OT in vivo and opens the possibility of studying the same biological system both in vitro and in vivo. Such hybrid approaches will be key in filling the gap between the mechanistic understanding obtained from in vitro reconstituted systems and biochemical reactions that occur in a cellular environment. This strategy has been very successful already in the characterization of the motor proteins kinesins, dyneins, and myosins. (66, 85, 86). The Xie group played a pioneering role in the development and use of OT in vivo at the sub-millisecond time resolution needed to observe organelle transport (87, 88). They reported that, in living human lung cancer cells, cargoes carried by kinesins make individual steps of 8 nm, while those carried by dyneins make individual steps of 8, 12, 16, 20, and 24 nm, providing new insight into the cooperative effects of multiple dyneins carrying the same cargo (87). They also observed that kinesins and dyneins both have a stall force of around 7–8 pN (88). In a study by the Goldman group (89), it was shown that the force exerted by individual motors is the same both in vivo (in mouse macrophage cells) and in vitro. These researchers suggest, however, that the viscoelastic cell environment and the pres-
ence of cytoskeletal networks favor motor binding. By comparing *in vitro* with *in vivo* experiments, they propose that in living macrophage cells, cargo is carried by as many as twelve dyneins and up to three kinesins in a tug-of-war mechanism (Fig. 2B–F). A study by the Selvin laboratory (90) characterized the transport of lipid vesicles and phagocytosed polystyrene beads in A549 human epithelial cells and in *Dictyostelium discoideum*, allowing them to propose that a single kinesin is sufficient to carry the cargo towards the periphery of the cell, while two to three dyneins are needed to transport the cargo towards the center. During outward motion, dyneins act as a drag on the kinesin-cargo translocation by pulling the cargo in the opposite direction. During inward motion, the kinesin is still bound to the cargo but not to the microtubule, and therefore does not obstruct the action of the dynein (90).

![Figure 2.2: Force based measurements on motor proteins.](image)

(a) Myosin V walking on actin was directly observed using high-speed AFM. The acquisition times are indicated on each frame. Bar, 30 nm. (a) is adapted with permission from (71)) (b–f) The *in vivo* transport of intracellular cargoes and the associated forces were measured with OT. (b) Cartoon describing the experiment. Multiple copies of the motor proteins dynein and kinesin carry along microtubules a bead that has been internalized by the cell. The bead was optically trapped and its movement tracked. (c) Picture of a mouse macrophage cell with internalized polystyrene beads (arrowhead is pointing at one of the beads). (d) Diagram indicating the various contributions experienced by the bead because of the trapping force and viscous drag experienced inside the cytoplasm. (e and f) Example trajectories tracking the displacement of the bead with respect to the beam focus in living cells. (b–f are adapted from (89)).
2.2.3 Magnetic Tweezers

MT are conceptually similar to OT: a magnetic field is used to trap a super-paramagnetic bead that is bound to one end of the molecule of interest (Figure 2.1C). MT can apply forces between fN up to several hundreds of pN, depending on the experimental design. Importantly, unlike OT, MT can apply torque by making use of the fact that magnetic beads act as a dipole with a preferred orientation in the external magnetic field. By applying bright-field illumination and using the interference patterns of the individual beads to provide information on their position with respect to the focal plane, the movement of the beads can be tracked with nanometer resolution. The large homogeneity of magnetic fields allows tracking of hundreds of beads simultaneously, a throughput difficult or impossible to achieve with OT. Moreover, magnetic fields are very selective for the magnetic particles and, therefore, do not interfere with the biological system under study, making MT ideal for in vivo investigations. The downside of this approach, compared to OT, is the difficulty of combining high forces with three-dimensional control over the magnetic bead. In vivo MT experiments have been reported (91), but more development is needed for the method to be employed as an alternative to OT.

Recent developments in bright, laser-based illumination sources, improvements in CMOS camera speeds, and the introduction of GPU-based calculation have made it possible to acquire bead images and track them in real time at kHz rates. These methods have made it possible for MT experiments to achieve sub-nanometer and sub-millisecond resolution and have enabled the observation of in vitro processes in real time at high spatiotemporal resolution (92). The combination of force and torque provided by MT has proven to be ideally suited to study DNA conformations and the activity of DNA-binding proteins. For example, it has revealed important mechanistic aspects of proteins involved in DNA replication. Studies investigating primer extension with the T7 polymerase and Escherichia coli Pol I (Pol I) resulted in a model where DNA synthesis is rate-limited by conformational changes involving multiple nucleotides on the template strand (93). Using MT to study helicase activity of the T4 bacteriophage and its coupling to partner proteins in the replisome, such as the primase and the polymerase, provided new insight into how the replisome is assembled onto DNA and how DNA replication is initiated. These experiments visualized how the synthesis of an RNA primer on the lagging strand results in the formation of loops of single-stranded DNA (ssDNA), a phenomenon that later was shown to occur in other replication systems (52, 94, 95). A study of the interplay between the T4 phage helicase and its DNA polymerase activities revealed that replication is faster than the unwinding by the helicase or synthesis by the polymerase as individual activities. Since the physical interaction between the two proved to be very weak, such synergies suggest an important role for ratchet-type mechanisms in speeding up reactions that consist of both reversible and irreversible steps (96). Recent studies on replication termination demonstrate the strength of mechanical approaches in their ability to apply external forces to rationalize mechanistic aspects of findings originally made in vivo. By using MT to exert different levels
of force to the *E. coli* Tus-Ter replication fork barrier *in vitro* and by observing its lifetime on DNA, a pathway describing barrier formation was proposed that reconciled previous structural, biochemical and microbiology studies (97).

Summarizing, it is clear that the various experimental platforms to apply mechanical force to individual molecules represent a powerful toolbox, each method with its own strengths and weaknesses. AFM combines high-resolution microscopy with force manipulation, with high time resolution. First, a biological sample is imaged, and then a specific part of it is directly probed. Therefore, it can provide structural, dynamic, and force information all from a single platform. OT and MT, instead, offer only force manipulation, but they can follow dynamics up to 100 times faster than AFM, thus granting access to short-lived states. Furthermore, both OT and MT can probe soft biological samples with virtually no damage at all. In the case of OT, this aspect has resulted in a mature tool for *in vivo* investigations, allowing mechanical manipulation inside the cell.

### 2.3 What you see is what you get: Imaging techniques

Mechanical single-molecule techniques allow the precise measurement of force and energy changes and have, therefore, been invaluable to studies on protein folding, DNA stability, and protein–DNA interactions. In this section, we describe single-molecule fluorescence imaging methods, approaches that take a more passive approach than force-based methods in that they are based on the visualization of mechanically unperturbed, fluorescently tagged molecules. Single-molecule fluorescence imaging methods are especially powerful in the visualization of molecular associations, copy numbers, conformational changes in biomolecules and enzymatic activity, often in real time. By using a fluorescence microscope equipped with a laser source to excite the fluorescent tag, and a sensitive camera to detect its fluorescence emission, a single fluorophore can be imaged with high spatiotemporal precision (10s of nanometers within 10s of milliseconds). Labeling with such fluorophores, therefore, allows direct, real-time observation of a system of interest (Figure 2.1D). The first single-molecule fluorescence experiment was performed in 1990 under cryogenic conditions (98). These low temperatures were necessary to increase the stability and lifetime of the fluorophores. Only five years later, the increase in the quality of optics and photon detectors allowed the first room temperature single-molecule experiment to be performed, showing individual ATP turnovers by myosin (99). The limited stability and lifetime of fluorophores impose significant challenges on the use of fluorescent tags to follow the dynamics of individual biomolecules, as they affect the quality of the signal and the duration of the experiment. Furthermore, the fluorophores need to be able to be specifically linked to a biomolecule of interest. Through the development of new fluorophores and photo-stabilizing compounds (100, 101), the brightness, the stability, and the lifetime of fluorescent probes have increased significantly. Current efforts are directed towards improving the compounds that
confer increased photostability to reduce their toxic effects and potential interference with the system of interest (102). Another key challenge in single-molecule fluorescence imaging experiments is the optical diffraction limit, giving rise to a lower limit of the smallest detection volume achievable. At high concentrations, this limitation results in a total number of fluorophores in the detection volume that is too large to allow single-molecule detection. As a result, single-molecule fluorescence-imaging tools were originally only useful at low nanomolar concentrations. Initial methodological advances were mainly made in the area of molecular motors, like DNA-based polymerases, myosins and kinesins (103), in part because the tight binding of these systems to their templates allows their study at very low concentrations. Over the past decade, developments in fluorophore stability and imaging techniques have increased the useful concentration range for single-molecule imaging by ~10,000-fold. These developments have expanded the variety and complexity of systems probed by single-molecule fluorescence tools tremendously.

2.3.1 Total internal reflection fluorescence (TIRF)

One of the first methods introduced to increase the useful concentration range of single-molecule fluorescence imaging was TIRF (Total Internal Reflection Fluorescence) microscopy. In TIRF microscopy (104), an evanescent wave excites only those molecules in a ~100-nm thin layer above a glass-water interface (105). Though TIRF can be used to study molecular and cellular phenomena at any liquid/solid interface (such as transport on membranes), it has proven to be most useful in single-molecule microscopy. The reduction of the excited volume as a result of the thin evanescent wave results in an increase of the signal-to-background ratio that allows high-contrast imaging of single molecules up to a concentration of ~10s of nM. A good example of the application of TIRF microscopy in single-molecule studies is the mechanism of DNA replication. Applying TIRF imaging to purified and fluorescently labeled replication proteins acting on surface-tethered and flow-stretched DNA molecules, the dynamic behavior of bacteriophage T7 polymerases within replisomes was visualized during DNA synthesis. Though it was previously assumed that polymerases are stably bound to the replication fork, it was demonstrated that the polymerases in fact rapidly exchange with those in solution (50). TIRF microscopy has also allowed the real-time visualization of in vitro reconstituted eukaryotic replication-origin firing. It was shown that the helicase motor domains Mcm2–7 bind as double hexamers preferentially at a native origin sequence and that single Mcm2–7 hexamers propagate bidirectionally, monotonically, and processively as constituents of active replisomes (106). For kinesins, TIRF microscopy has been used to work out a longstanding mechanistic controversy on their walking mechanism. By labeling a single head of dimeric kinesin with a fluorophore and localizing the position of the dye, it was observed that a single kinesin head moves in alternating steps of 16.6 nm and 0 nm. This observation proves that kinesins take steps in a hand-over-hand mechanism, and not an inchworm mechanism (107).
**Figure 2.3: Fluorescence imaging of DNA replication.** (a) Schematic representation of the *E. coli* DNA-replication machinery. Coordinated unwinding of parental double-stranded DNA and synthesis of two daughter duplexes is catalyzed by a large multiprotein complex, the replisome, built up from 12 different proteins and held together by a large number of weak and strong protein–protein and protein–DNA interactions. (b–f) Quantitative characterization of the number of polymerases per replisome in living *E. coli* using single-molecule slim-field microscopy. (b) Laser light is focused on the back aperture of the microscope objective, generating an intense Gaussian field at the sample just large enough to image a single *E. coli* cell. (c and d) Overlay of bright-field images of cells (gray) and 90-ms frame-averaged fluorescence images (yellow) of fluorescently labeled polymerases (ε-YPet). The blue arrows point at replisomes with three polymerases and the red arrow indicates a replisome with six polymerases. (e) Raw (blue) and filtered (red) intensity for a putative single (left panel) and double (middle panel) replisome spot were compared with the intensity of a single surface-immobilized YPet in vitro (right panel). Combined with the Fourier spectral analysis to find the brightness of a single YPet (f), these data show that the in vivo steps were integer multiples of the intensity of a single YPet molecule and replisomes contain a mean of three polymerases. (b–f adapted from (108)). (g) Two-color fluorescence imaging of the concentration-dependent exchange of ssDNA binding proteins on ssDNA. A microfluidic flow cell with ssDNA curtains was alternatingly injected with RPA-mCherry (magenta) and *E. coli* ssDNA binding protein (SSB)-EGFP (green). The exchange is evident by the change in color of the fluorescence and length of the ssDNA. Arrows placed above the kymograph indicate the time points of the injections. (g is adapted from (109)).

In vivo, near-TIRF microscopy has been used to examine the replisome stoichiometry and architecture in living cells. Using fully functional fluorescent YPet derivatives of *E. coli* replisome components expressed from their endogenous promoters, it was shown that active replisomes contain three molecules of the replicative polymerase Pol III core, rather than the historically accepted two (Figure 2.3A–F) (108). The mutagenic polymerase pol V, one of the players in the bacterial SOS response to DNA damage, was recently visualized at the single-molecule level in live *E. coli* cells. It was shown that pol V is, beyond the known
regulatory mechanisms at the transcriptional and posttranslational level, subject to a novel form of spatial regulation, in which it is transiently sequestered at the inner cell membrane (110). Movement of kinesins and dyneins has been observed inside living cells using Fluorescence Imaging with One Nanometer Accuracy (FIONA). Green fluorescence protein (GFP)-tagged peroxisomes in cultured Drosophila S2 cells were located within 1.5 nanometers in 1.1 milliseconds. Surprisingly, dyneins and kinesins do not work against each other during peroxisome transport in vivo. Rather, multiple kinesins or multiple dyneins work together, producing up to ten times the speed previously reported in in vitro measurements (111).

2.3.2 Local activation of dye (LADye), photoactivation, diffusion, and excitation (PhADE), point accumulation for imaging in nanoscale topography (PAINT)

To reduce the background fluorescence even further and to enable the visualization of individual labeled molecules at physiologically relevant concentrations, techniques have been introduced that rely on photoactivatable tags. In PhADE (PhotoActivation, Diffusion, and Excitation) (112), a protein of interest is fused to a photoactivatable protein and introduced to its surface-immobilized substrate. After photoactivation of the protein near the surface, rapid diffusion of the unbound proteins away from the detection volume reduces background fluorescence, whereupon the bound molecules are imaged. This method allowed the visualization of the micrometer-scale movement of replication forks, the spatiotemporal pattern of replication initiation along individual DNA molecules, and the dynamics of individual proteins at replication forks in undiluted cellular extracts (112). The drawback of this technique is the need for photoactivatable proteins. In an alternative method, LADye (Local Activation of Dye) (113) relies on the labeling of proteins with fluorophores that are chemically darkened (114). Only those proteins bound to their substrate are selectively activated, via a short-distance energy-transfer mechanism. Although the chemicals used to darken the fluorophores could potentially alter the behavior of the system, this approach has already allowed the observation of the sequence-independent interaction of interferon-inducible protein 16 (IFI16) with DNA and the sliding via diffusion of adenovirus protease (pV1c-AVP) on DNA in the presence of very high, \( \mu \text{M} \) concentrations of protein (113). PhADE and LADye have increased the useful concentration of proteins in in vitro single-molecule experiments to levels closer to in vivo conditions than ever before, thereby providing new insight into the behavior of DNA-interacting proteins at physiologically relevant concentrations.

The concentrations of most proteins inside living cells are well above the concentration limit that allows visualization using conventional single-molecule imaging methods (16). Therefore, similar techniques to reduce background fluorescence are used in vivo. In PAINT (Point Accumulation for Imaging in Nanoscale Topography) (115), the objects to be imaged are continuously
targeted based on many cycles of transient association by fluorescent probes present in the solution, rather than having the fluorescent probe stably bound to the objects. As a result, a fluorescent signal appears as a diffraction-limited spot on the object when a label briefly binds to it and is momentarily immobilized (Figure 2.1E). This method was employed to track endogenous AMPA glutamate receptors (AMPA Rs) on living neurons, revealing high receptor densities and reduced diffusion in synapses (116).

2.3.3 Single-molecule fluorescence resonance energy transfer (smFRET)

Fluorescence (Förster) Resonance Energy Transfer (FRET) is the distance-dependent non-radiative energy transfer between two fluorescent molecules that occurs when the emission spectrum of one fluorophore overlaps with the absorption spectrum of the other. Measuring the FRET efficiency allows the visualization of changes in the distance between fluorophores between ∼1 and 10 nm (117). By attaching two fluorophores with the appropriate spectral properties to two molecules of interest, association events and relative movements can be observed through single-molecule FRET (smFRET) (Figure 2.1F). By labeling a protein with two fluorophores at known positions within the protein, conformational changes and dynamics within a single molecule can be detected (Figure 2.1G). Since the initial development of the method (118), smFRET has rapidly evolved as an experimental platform to answer fundamental questions in all aspects of cellular biochemistry. For example, by labeling the two heads of a kinesin with a FRET pair, it was shown that the kinesin waits for ATP in a one-head-bound state and makes brief transitions to a two-head-bound intermediate as it walks along the microtubule (119).

Further, smFRET has allowed the direct observation of the conformational dynamics of single amino-acid transporters during substrate transport. (120) (121) Also, smFRET studies revealed the real-time dynamics of the conformational change of the β2 clamp, the processivity factor in the DNA replication machinery, during loading onto DNA. The distance between the clamp and DNA was monitored by attaching a red Cy5 acceptor fluorophore to β2 and a green Cy3 donor fluorophore to the DNA. Three successive FRET states were seen, corresponding to closure of the clamp, followed by clamp release from its loader, and diffusion on the DNA (48).

To enable in vivo fluorescence imaging, proteins are traditionally genetically fused to a fluorescent protein. The spectral properties and poor photostability of these fluorescent proteins, however, make their use in smFRET very challenging. Therefore, observing smFRET in living cells requires new labeling, internalization and imaging strategies. Significant progress in all these areas has been made in the last decade (122). Fluorescently labeled DNA was internalized in living E. coli cells using heat shock (123). By electroporating a large fragment of DNA polymerase I (Klenow fragment, KF), doubly labeled on the fingers and thumb
domains, FRET was measured between internalized, immobile KF molecules. This study shows that the distance between the two domains is preserved in live cells (124).  

### 2.3.4 cryo-Electron Microscopy (cryo-EM)

Perhaps the most rapidly developing single-molecule imaging technique is cryo-Electron Microscopy (cryo-EM). In cryo-EM, rapid freezing techniques (vitrification) provide immobilization of biological samples embedded in amorphous ice, preserving the structure of the samples in their native state. Using electron microscopy, these biological structures can be resolved down to the atomic level. The ability to obtain near-atomic resolution structures using cryo-EM was initially shown almost three decades ago (125). By now, cryo-EM is a firmly established tool to gain structural information on both purified and cellular systems. Recent developments in both sample preparation and detection techniques have given access to resolutions as high as 2.2 Å for proteins as small as ∼100 kDa. (126) (127) (128) 8–9 Å resolution structures of four different states of kinesins bound to microtubules allowed precise docking of a kinesin crystal structure into the map. With this information, structural rearrangements that occur upon binding of the kinesin motor domain to the microtubules could be identified (129). The structure of the Saccharomyces cerevisiae helicase, CMG, was determined by cryo-EM at a resolution of 3.7–4.8 Å, hinting towards a new unwinding mechanism. In this mechanism, two domains of the helicase move in a pumpjack-like motion to translocate on DNA (130). 8 Å resolution structures of DNA-bound and DNA-free states of the *E. coli* polymerase complex revealed previously unknown interactions, thereby shedding light on different operational modes of the polymerase (131).

Cryo-EM and fluorescence microscopy are now being combined into Correlative Light-Electron Microscopy (CLEM) (132). This combination of techniques uses fluorescence microscopy to guide the search for specific features and to locate areas worth recording and examining by cryo-EM. Fluorescence imaging can furthermore provide valuable information about local variations in ice thickness, ice crystal contamination or other defects that could affect cryo-EM data quality. In live CLEM, proteins in a living cell are first observed using FM, followed by the observation of cellular structures, such as organelles or membranes, using cryo-EM in the same cell (133). With the combination of these two techniques, dynamic events can be observed in specific cellular structures. This potentially makes live CLEM a powerful method to provide functional and structural understanding of dynamic and complex events, such as nuclear envelope formation (134).

Summarizing, single-molecule fluorescence imaging methods and fluorescence tagging strategies have matured to the point where they can almost routinely be used to visualize biological processes, often in real time. Methods that allow the detection of individual molecules in high-concentration, crowded...
environments, combined with advances in specific and selective fluorescent labeling, pave the way to a precise interrogation of molecular processes inside living cells. Combined with the advent of cryo-EM methods, in particular those that visualize cellular structures, we are now able to visualize the dynamics of a single proteins inside a living cell with access to the structural properties of its immediate environment. These methods will enable the field to study more and more complex systems in increasingly physiologically relevant environments.

### 2.4 Two’s company, three’s a crowd: multi-protein complexes in crowded environments

All molecular processes that support cellular activity arise from an intricate network of macromolecular interactions that take place in complex, crowded environments. It is therefore of fundamental importance to decipher this ‘molecular sociology’ (56, 135) ideally by direct visualization. The great advances that have been made in single-molecule techniques are emphasizing a view of dynamic multi-protein systems that is not linear and deterministic, but highly stochastic (55). In this review, we compared *in vitro* and *in vivo* experiments on cytoskeletal motors. It is clear that increasing the complexity of the system, for example by having multiple kinesins and dyneins acting on the same cargo, changes their dynamics. We have also described the dynamic behavior of the DNA replication machinery (replisome) during DNA synthesis. The composition of the replisome has previously been shown to be very stable and highly resistant to dilution (39, 49, 136). Single-molecule studies on the bacteriophage T7 and *E. coli* replisomes demonstrated that the composition of the replisome is in fact highly dynamic when operating in an environment with replisomal components present in solution, with proteins binding and unbinding extremely rapidly (50, 137). This suggests a mechanism in which, in a low-concentration condition, a protein remains stably bound to a complex, while being exchanged rapidly in the presence of competing protein at high concentration. Such a perhaps counter-intuitive concentration-dependent dissociative mechanism has recently also been reported for replication protein A (RPA) in *S. cerevisiae* (109). Using DNA curtains and fluorescently labeled RPA, it was shown that RPA remains bound to ssDNA for long periods of time when free protein is absent from solution. In contrast, RPA rapidly dissociates from ssDNA when free RPA or free SSB (*E. coli* Single-Stranded DNA Binding protein) is present in solution allowing rapid exchange between the free and bound states (Figure 2.3G). Further, in a study on the binding and unbinding kinetics of DNA transcription regulators in living *E. coli* cells, the kinetics of dissociation from chromosomal recognition sites was shown to be concentration-dependent (138).

The apparent paradox between stability under high dilution and plasticity at high concentrations can be rationalized through a network of many weak interactions (Fig. 4). Under dilute conditions, stochastic, transient disruptions of any one of the interactions within a protein complex will not result in dissociation of the
protein, as it is held to the complex via the other bonds, and the interaction would be rapidly reform (Figure 2.4A). Under more physiologically relevant protein concentrations, however, a protein can bind at a transiently vacated binding site and consequently compete out the original protein (Figure 2.4 B) (139). This phenomenon obeys fundamental chemical and thermodynamic principles and can be mathematically described (140, 141). This multi-site exchange mechanism would allow components of multi-protein complexes to be easily replaced. In the case of the replisome, for example, this mechanism may represent a pathway through which a defective polymerase can easily be replaced, thereby insuring replication with a high fidelity. Furthermore this concentration-dependent exchange could provide easy access to other potential binding partners, like repair polymerases (142). The upregulation of these repair polymerases will increase their copy number and stimulate the dissociation of Pol III* through the multi-site exchange mechanism, thereby guaranteeing fast DNA repair.

Figure 2.4: Stability versus. plasticity. (a) Under dilute conditions, transient disruption of any one of the weak interactions holding a complex together would be followed by its rapid re-formation, preventing complete dissociation of the protein from the complex. This rapid microscopic re-association would allow a protein to remain stably bound to the complex. (b) If, however, there are competing proteins in close proximity to the complex, one of these can bind at a transiently vacated binding site and consequently be at a sufficiently high local concentration to compete out the original protein.

2.5 Outlook

Single-molecule tools have enabled experimental access to the dynamic behavior of complex biomolecular systems under physiologically relevant conditions. An important next direction is to further develop the single-molecule methods to study larger, more complex systems. The in vitro use of force- and fluorescence-based tools described in this review has matured to a point where the complexity of the systems under study seems without limits. Single-molecule studies of complex biochemical systems have already significantly changed our view of the dynamic behavior of molecular systems. The role of stochastic processes in how biological macromolecules move and interact with each other has significant impact on how biochemical processes are controlled. Instead of deterministic pathways, multi-protein complexes seem to perform their tasks by choosing from a multitude of pathways, each made possible by the constellation of weak and strong interactions that hold such a complex together. Applications of these tools within cells
Single-molecule biophysical approaches are still comparatively limited, however, in their ability to monitor structural and functional properties in real time at the single-molecule level. Further development of these tools and new labeling approaches are needed to further elucidate the molecular gymnastics of these complexes *in vivo* and bridge the gap between *in vitro* studies and observations inside living cells.
Single-molecule imaging at high fluorophore concentrations by Local Activation of Dye
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Single-molecule fluorescence microscopy is a powerful tool for observing biomolecular interactions with high spatial and temporal resolution. Detecting fluorescent signals from individual labeled proteins above high levels of background fluorescence remains challenging, however. For this reason, the concentrations of labeled proteins in in vitro assays are often kept low compared to their in vivo concentrations. Here, we present a new fluorescence imaging technique by which single fluorescent molecules can be observed in real time at high, physiologically relevant concentrations. The technique requires a protein and its macromolecular substrate to be labeled each with a different fluorophore. Making use of short-distance energy-transfer mechanisms, only the fluorescence from those proteins that bind to their substrate is activated. This approach is demonstrated by labeling a DNA substrate with an intercalating stain, exciting the stain, and using energy transfer from the stain to activate the fluorescence of only those labeled DNA-binding proteins bound to the DNA. Such an experimental design allowed us to observe the sequence-independent interaction of Cy5-labeled interferon-inducible protein 16 with DNA and the sliding via one-dimensional diffusion of Cy5-labeled adenovirus protease on DNA in the presence of a background of hundreds of nanomolar Cy5 fluorophore.

I developed the protocol for the chemical caging of fluorophores and subsequent uncaging using UV light
3.1 Introduction

Recent developments in single-molecule fluorescence microscopy have allowed remarkable insight into the dynamic properties of biomolecular processes. The high spatial and temporal resolution of fluorescence microscopy has enabled the visualization of intermediates and time-dependent pathways in biochemical reactions that were difficult or impossible to extract from experiments at the ensemble-averaged level. However, one of the important technical challenges in single-molecule fluorescence imaging is the visualization of individual fluoroscencely labeled molecules at high concentrations. Using conventional diffraction-limited optics, the fluorescence of individual molecules can only be resolved if the molecules are farther apart than the diffraction limit, \( \sim 250 \text{ nm} \) in the lateral and \( \sim 500 \text{ nm} \) in the axial direction. As a consequence, the highest concentration at which single fluorescently labeled molecules can still be resolved at a sufficiently high signal/background ratio is on the order of 10–100 nM. This concentration limit reduces the applicability of single-molecule fluorescence imaging to the study of biomolecular interactions with dissociation constants in the nanomolar range or tighter (105). A common and straightforward strategy to circumvent this limitation is to use a partially labeled population of the molecules of interest and supplement with a high concentration of unlabeled molecules. However, when complicated pathways that involve many binding partners or rare molecular transitions are studied, there is a need for approaches that allow the visualization of all events instead of merely a small fraction.

Several recent experimental approaches in single-molecule fluorescence imaging have overcome this concentration limit (143) by confinement of the molecules (144), reduction of the fluorescence excitation volume (145), or temporal separation of fluorescent signals (112). Confinement of labeled molecules in a closed volume, considerably smaller than the diffraction limit, enables the detection of single molecules at concentrations much higher than the fluorescence concentration limit. As an example, trapping of proteins inside nanovesicles with a volume of \( \sim 5 \times 10^{19} \text{ L} \) allows single molecules to be visualized at an effective protein concentration of \( \sim 3 \mu\text{M} \) (146). An alternative is to reduce the excitation volume itself to below the diffraction limit. For example, zero-mode waveguides are widely employed nanophotonic devices that enable effective excitation of a volume much smaller than the diffraction limit and support single-molecule detection at fluorescence concentrations of up to 10 \( \mu\text{M} \) (145). Another emerging approach for visualizing biomolecular interactions at high concentrations leverages the stability of biomolecular complex formation. In the technique known as photoactivation, diffusion, and excitation (PhADE), photoactivatable fluorescent proteins in the detection volume are activated and subsequently imaged after first allowing the activated proteins that did not bind the surface-immobilized substrate to diffuse away. This approach allowed the visualization of micrometer-scale movement of single molecules on replicating DNA templates at concentrations up to 2 \( \mu\text{M} \) (112). Although all of the above-mentioned techniques have dramatically pushed the limits of
Local Activation of Dye

single-molecule imaging at high concentrations, experimental difficulties and temporal limitations have hindered the development of a generally applicable method of observing single-molecule dynamics at high fluorescent background concentrations. The trapping of molecules in nanovesicles or nanophotonic devices allows the fluorescence of single molecules amid a high background concentration to be detected at high temporal resolution, but the spatial confinement precludes the visualization of large-scale movements of the fluorescently labeled species. Whereas the PhADE technique removes these spatial constraints, it introduces limits on time resolution as a result of the time needed for activated but noninteracting proteins to diffuse away from the observation volume.

Here, we present a fluorescence imaging technique that is based on the incorporation of an activator molecule into the binding target of a molecule, and we use energy transfer to activate the fluorescence of only those molecules that bind the target. The free molecules remain in their dark state, and only the molecules involved in complex formation are switched on and their fluorescence observed. We demonstrate our method by visualizing large-scale motions of individual DNA-binding proteins at protein concentrations exceeding the previous concentration limit by an order of magnitude.

3.2 Materials and methods

3.2.1 Dyes and proteins

Recombinant interferon-inducible protein 16 (IFI16) was synthesized in Escherichia coli, purified, and subsequently labeled with the Cy5 dye by maleimide chemistry, as described previously (147). Cy5-IFI16 was used at a concentration of 1 nM in combination with the M13 DNA template and at 30 nM in the experiments with λ-DNA.

The gene for arginine vasopressin (AVP) was expressed in E. coli and the resultant protein was purified as described previously (148, 149). AVP concentrations were determined using a calculated extinction coefficient (150) of 26,510 M\(^{-1}\)cm\(^{-1}\) at 280 nm. The 11-amino acid peptide pVlc (GVQSLKRRRCF) was purchased from Invitrogen (Carlsbad, CA), and its concentration was determined by titration of the cysteine residue with Ellman’s reagent (151) using an extinction coefficient of 14,150 M\(^{-1}\)cm\(^{-1}\) at 412 nm for released thionitrobenzoate. Octylglucoside was obtained from Fischer Scientific (Faden, NJ) and endoproteinase Glu-C from Sigma (St. Louis, MO). Disulfide-linked AVP-pVlc complexes were prepared by overnight incubation at 4°C of 75 µM AVP and 75 µM pVlc in 20 mM Tris-HCl (pH 8.0), 250 mM NaCl, 0.1 mM EDTA, and 20 mM \(\beta\)-mercaptoethanol. Initially, during overnight incubation, the \(\beta\)-mercapto-ethanol reduces most oxidized cysteines in AVP and in pVlc. Then, the \(\beta\)-mercaptoethanol evaporates, thereby allowing Cys-104 of AVP and Cys-10’ of pVlc to undergo oxidative condensation (152,153).
Disulfide-linked AVP-pVIc complexes, 75 µM, were labeled in 25 mM HEPES (pH 7.0), 50 mM NaCl, and 20 mM ethanol by the addition of Cy5 maleimide (GE Healthcare, Piscataway, NJ) to 225 µM. Labeling reactions were incubated at room temperature in the dark for 2.5 h. Excess reagents were removed from the labeled sample by passage through Bio-Spin 6 chromatography columns (Bio-Rad, Hercules, CA) equilibrated in the labeling buffer. The degree of labeling was determined using molar extinction coefficients of 26,510 M$^{-1}$cm$^{-1}$ for AVP at 280 nm and 250,000 M$^{-1}$cm$^{-1}$ for Cy5 at 649 nm, with a correction factor at 280 nm of 0.05. The ratio of labeled AVP-pVIc to total AVP-pVIc was determined to be ∼0.8. The labeled materials were characterized by matrix-assisted laser desorption ionization time of flight mass spectrometry.

Specific enzymatic digestions followed by matrix-assisted laser desorption ionization time-of-flight mass spectrometry were used to locate cysteiny-Cy5 conjugates in AVP-pVIc complexes. Labeled AVP-pVIc complexes, 1.2 µg, were digested by incubation with 0.01 µg endoproteinase Glu-C or trypsin at 21°C in 25 mM Tris-HCl (pH 7.5). At 1, 2, 4, and 22 h, 0.5 µL of each reaction was removed and added to 4.5 µL of a saturated matrix solution (α-cyano-4-hydroxycinnamic acid) in 50% acetonitrile and 0.1% trifluoroacetic acid. The matrix-analyte solution was then immediately spotted onto a 100-well stainless steel sample plate. The sample plate was calibrated using Applied Biosystems peptide calibration mixtures 1 and 2. Mass spectrometric characterization was carried out on a Voyager-DE Biospectrometry Workstation (Applied Biosystems, Foster City, CA). The m/z peak list generated for each chromatogram was analyzed by the FindPept Tool (154). The Cy5 modification was entered as a posttranslational modification. AVP-pVIc complexes were found to be labeled at Cys-199 (data not shown).

Cy5 monoreactive NHS ester (GE Healthcare) was dissolved in dimethyl sulfoxide and stored at −20°C. For the high Cy5 background experiments, 270 nM of this Cy5 was caged with 1 mg/mL NaBH$_4$ and added to the single-molecule imaging buffer.

### 3.2.2 DNA construct

A biotinylated 60-basepair (bp) duplex oligo DNA with a 3’ amine-end modification was purchased from Integrated DNA Technology (Coralville, IA). The amine group of the oligo was covalently linked to Cy5 monoreactive N-hydroxysuccinimide (NHS) ester (GE Healthcare) by adding a 125-fold excess of Cy5 to the oligo in reaction phosphate-buffered saline (pH 7.5) at room temperature. The labeling reaction was performed for 1 h. Unreacted fluorophores were removed by immediately running the reaction products over a NAP5 column (GE Healthcare). The degree of labeling, determined by absorbance spectroscopy, was 0.8 fluorophores/oligo.

Single-stranded M13mp18 (New England Biolabs, Ipswich, MA) was bi-
otinylated by annealing a complementary biotinylated oligo to the M13 template. Subsequently, the primed M13 was filled in by adding T7 DNA polymerase (New England Biolabs), dNTPs, and a replication buffer containing MgCl₂. Replication proteins were removed from the filled-in DNA products by phenol/chloroform extraction and stored in 10 mM Tris-HCl and 1 mM EDTA (TE) buffer (pH 8.0) (155).

λ-DNA substrates were constructed by standard annealing reactions. The linearized DNA had 12-nucleotide single-stranded overhangs at each end. To the 5’ end of the λ-DNA, a biotinylated oligo was annealed to allow surface attachment to the functionalized glass coverslip (155).

### 3.2.3 Experimental setup

Single-molecule measurements were performed on an Olympus IX-71 microscope equipped with a 100x total internal reflection fluorescence (TIRF) objective (UApO, NA 1.49 (oil), Olympus, Center Valley, PA). The sample was continuously excited with a 154 W·cm⁻² 643 nm laser (Coherent, Santa Clara, CA) and pulsed photoactivation was applied with a 0.49 W·cm⁻² 532 nm laser (Coherent) and a 62 W·cm⁻² 404-nm laser (Cube) controlled by a home-built shutter program. Images were captured with an EMCCD camera (Hamamatsu, Hamamatsu City, Japan) using Meta Vue imaging software (Molecular Devices, Sunnyvale, CA) with a typical frame rate of 5 frames/s for the Cy5-oligo DNA and Cy5-IFI16 experiments and 32 frames/s for the Cy5-pVlc-AVP measurements. The gray scale is rescaled in all images to provide best contrast; thus, intensity values do not directly reflect numbers of photons.

All experiments were performed in home-built flow cells. PEG-biotin functionalized coverslips were treated with a streptavidin solution to enable DNA template binding (156). A polydimethylsiloxane flow cell with 0.5-mm-wide channels was adhered to the top of the glass coverslip and inlet and outlet tubes were inserted into the polydimethylsiloxane. After thoroughly washing the flow cell, the DNA was flushed through and the reaction buffer was subsequently flowed through at 10 μL/min. When the reaction buffers entered the flow cells, fluorescence imaging was started.

### 3.2.4 Buffers for single-molecule measurements

Local activation of dye (LADye) requires the predarkening of the Cy5 fluorophore, which was achieved by caging with 1 mg/mL NaBH₄ in 20 mM Tris at pH 7.5, 2 mM EDTA, and 50 mM NaCl before the fluorescent imaging experiments. The buffers used in the single-molecule imaging experiments were designed to suppress blinking and reduce photobleaching rates in caged Cy5 and Cy5-labeled proteins. The experiments on Cy5-oligo-DNA and Cy5-IFI16 switching were performed in a 20 mM Tris at pH 7.5, 2 mM EDTA, and 50 mM NaCl buffer, and the Cy5-pVlc-AVP experiments were performed in 10 mM Hepes at pH 7.0, 2
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mM NaCl, 5% glycerol, 20 mM EtOH, and 50 µM EDTA buffer. To increase Cy5 photostability and facilitate switching, all buffers contained 0.45 mg/mL glucose oxidase, 21 µg/mL catalase, 10% (w/v) glucose, 1 mM Trolox (157), and 143 mM β-mercaptoethanol (BME). In addition, 50 nM Sytox Orange (Molecular Probes, Eugene, OR) was added to the reaction buffers to stain the DNA to enable Cy5 switching.

3.3 Results

Our approach to visualizing bimolecular interactions at high fluorophore concentrations is based on generating fluorescence from only those molecules that have formed a bimolecular interaction; no other fluorophores will fluoresce. As a switchable label fluorophore we use Cy5, a red carbocyanine dye that has been shown to act as an efficient reversible single-molecule photoswitch supporting hundreds of cycles of switching between a dark and a bright state (158,159). Our method is based on the selective activation of only the fluorescence of those few molecules that successfully associate to a target substrate, with the remainder of the fluorophores left in their dark state. As such, at the start of an imaging experiment, all fluorophores need to be placed in a dark, fluorescently inactive state. Darkening of Cy5 can be achieved chemically upon interaction with NaBH₄ (114), phosphine tris(2-carboxyethyl)phosphine (160), or primary thiols combined with red-light illumination (161). These chemicals presumably bind to the polymethine bridge of Cy5, resulting in disruption of the conjugated π-system and a drastic blue shift of the Cy5 fluorescence (160). The bright red-emitting state of Cy5 is recovered upon dissociation of the chemical darkening moieties, an event that can be triggered by irradiation at shorter wavelengths (158) or by excitation of a nearby secondary fluorophore whose emission spectrally overlaps with the Cy5 absorption (159, 162). Excitation of such a secondary fluorophore offers the opportunity to specifically recover the bright state of only those Cy5 molecules in close proximity to that secondary fluorophore. We present here the use of a DNA-intercalating stain to locally activate only those Cy5 fluorophores that are close to a DNA template while leaving the background population of Cy5-labeled proteins in their dark state (Figure 3.1a). Such a local activation of dye (LADye) allows the selective activation of fluorescence of only those labeled proteins that are bound to a DNA substrate molecule. The short activation distance of ∼1 nm (159) results in very small effective excitation volumes. This small excitation volume makes it possible to perform single-molecule experiments on DNA-interacting proteins in the presence of high background concentrations of labeled proteins and to still follow the large-scale motions of the protein on DNA.

As a proof of principle, we labeled a 60-bp double-stranded (ds) DNA oligonucleotide with the DNA-intercalating stain Sytox Orange and used its fluorescence emission to photoactivate a dark Cy5 fluorophore that is covalently coupled to the same DNA (Figure 3.1b). Darkening of the Cy5 fluorophore with 1 mg/mL NaBH₄ was found to be 69% efficient (Figure 3.4 in the Supplementary information). The
ability of the Cy5 molecule to switch on was studied both by direct activation upon irradiation with 404-nm light and by indirect, proximal activation upon excitation of the Sytox Orange with 532-nm light. Throughout the entire experiment, the sample was continuously excited with 643-nm laser light, resulting in the emission of red fluorescence whenever the Cy5 was present in the photoactivated state. This same wavelength in the presence of BME eventually resulted in darkening of Cy5. Repeats of this sequence made it possible to reactivate the Cy5 and prolong its imaging. Both 404-nm (62 W·cm⁻²) and 532-nm (0.49 W·cm⁻²) laser pulses, given every 8 s for a duration of 0.4 s, resulted in similar recoveries of the red Cy5 fluorescence, indicating that photoactivation of Cy5 is equally efficient for direct activation by 404-nm irradiation and for indirect activation by Sytox Orange (Figure 3.1b). Analysis of single-molecule fluorescence trajectories indicates efficient activation of Cy5 in 34 of 56 404-nm pulses and in 36 of 57 532-nm pulses, indicating a switching efficiency of 61% and 63%, respectively (see Figure 3.1c, black trace). As a control, the experiment was run in the absence of Sytox Orange (Figure 3.1c, red trace), and no Cy5 switching was observed for 532 pulses, though 404-nm pulses remained effective in Cy5 activation (45% per single 404-nm pulse). Observation of 11 different Cy5-labeled oligos for 264 532-nm pulses in total did not show any fluorescence recovery of the Cy5 fluorophores. Assays in the absence of thiols (BME) completely eliminated Cy5 switching for both 404-nm and 532-nm pulses (Figure 3.1c, blue trace).

Next, we investigated whether excitation of an intercalating stain bound to DNA could result in the activation of the fluorescence of a Cy5-labeled, DNA-bound protein. As a model system, we studied the DNA-dependent fluorescent activation of Cy5-labeled IFI16, an 82-kDa human protein that acts as a cytosolic viral DNA sensor. The physiological role of IFI16 includes nonspecific binding to cytosolic foreign dsDNA, which triggers an innate immune response that activates cell death (163). We labeled IFI16 with NaBH₄-darkened Cy5 and allowed it to bind nonspecifically to a circular dsDNA template (based on phage M13 DNA, with a circumference of 7.3 kb) that had been coupled to a glass surface and stained with Sytox Orange (Figure 3.2a). Applying pulsed excitation of the DNA stain with 532-nm light while continuously irradiating the sample with 643-nm light resulted in fluorescence activation and visualization of the Cy5-labeled proteins, as can be seen by the appearance of fluorescent spots. Repeated photoactivation of one or more Cy5-IFI16 proteins per single DNA template is shown in Figure 3.2b. Investigation of the fluorescence intensity of the black trace in Figure 3.2b uncovered a number of discrete intensity levels, with each level an integer multiple of a constant intensity (5900 ± 1300 counts), suggesting the binding of an integer number of individual molecules to the DNA (Figure 3.2c). Next, we imaged individual Cy5-IFI16 proteins on flow-stretched λ-phage DNA to visualize the spatial distribution and movement of the proteins on longer DNA substrates (164). Continuous illumination of the Cy5-IFI16 by 643-nm light and pulsed excitation of the DNA stain by 532-nm laser light allowed the activation and visualization of individual IFI16 proteins bound to the DNA (Figure 3.2d). Upon continuous 532-nm excitation, the total number of fluorescently labeled
**Figure 3.1:** Fluorescence switching of Cy5 bound to stained DNA. (a) Schematic representation of local activation of dye (LADye). Before the experiment, the entire population of Cy5 molecules is darkened. Green excitation (532 nm) allows the DNA-bound intercalating stain to fluoresce, which in turn results in photoactivation of the DNA-proximal Cy5 molecules with BME present in solution. Subsequently, Cy5 is visualized using red laser light (643 nm), which eventually brings the Cy5 molecules back to the dark state when BME is present. (b) Single-molecule Cy5 fluorescence recovering upon a 0.4 s pulse with either 404-nm light, causing direct activation of the Cy5 fluorescence (not visualized in a), or 532-nm laser light, leading to selective activation of only those Cy5 molecules close to the DNA. Shown is the Cy5 fluorescence before (left) and right after (right) the laser pulse (Cy5 fluorescence is excited at 643 nm). Scale bar, 1 µm. (c) Reversible activation of Cy5 upon alternating 404-nm (purple bars) and 532-nm laser pulses (green bars). Black trace (lower) represents a Cy5 fluorescence trajectory in the regular reaction buffer (see paragraph 3.2: Materials and methods), whereas the red (middle) and blue (upper) traces represent Cy5 fluorescence in a reaction buffer lacking Sytox Orange and BME, respectively. The lack of photoactivation by 532-nm excitation in the absence of Sytox Orange or BME confirms the role of Sytox Orange as a local activator.
proteins observed on individual DNA molecules was increased fivefold over the number of proteins activated with pulsed 532-nm excitation (Figure 3.2e). This increase in the detected number of fluorescent proteins demonstrates that the illumination conditions (intensity and pulse duration) can be optimized to maximize the probability of photoactivation while keeping fluorescence background to a minimum.

Next, we set out to determine whether LADye can be used to visualize single labeled proteins in the presence of a high concentration of fluorophore. As a proof of principle, we imaged individual Cy5-labeled DNA-binding proteins interacting with DNA in the presence of several hundreds of nanomolar free Cy5 in solution. A key requirement to visualizing single fluorophores amid high backgrounds is the efficient initial darkening of the entire population of fluorophores in solution. As such, only those molecules that are switched to the bright state by energy transfer from the DNA intercalating stain will contribute to the observed fluorescence. Darkening of a solution of Cy5 (114) by NaBH₄-mediated caging resulted in a fluorescence reduction of 97% in comparison to conventional imaging of uncaged Cy5 at the same concentration. This efficient darkening allowed for the visualization of the fluorescence of single surface-bound Cy5 molecules in the presence of 270 nM Cy5 in solution (Figure 3.3a, right), conditions that are not compatible with conventional single-molecule fluorescence imaging (Figure 3.3a, left).

As a model system to visualize proteins moving along DNA amid a high background of Cy5, we chose the adenovirus protease AVP, which is a protein able to diffuse one-dimensionally along dsDNA after association with the 11-amino-acid peptide pVlc (165). The pVlc-AVP complex binds to DNA without any sequence specificity and performs a one-dimensional random walk along the duplex to locate and process DNA-bound protein substrates (165). Using darkened Cy5-labeled pVlc-AVP and pulsed 532-nm photoactivation, we specifically visualized the Cy5-pVlc-AVP bound to DNA, even in the presence of 270 nM Cy5 in solution (Figure 3.3b). The kymograph shows the spatiotemporal behavior of the protein complex as it moves along the DNA. The time-dependent position of four different Cy5-pVlc-AVP proteins along the DNA was tracked by determining the center of a two-dimensional Gaussian function fitted to the fluorescent spot at every frame. Subsequently, the diffusion constant of the Cy5-pVlc-AVPs was calculated by fitting the mean-square displacement of the Cy5-pVlc-AVPs over time, and their average was found to be $(2.3 \pm 0.2) \times 10^7$ bp²/s (Figure 3.3c). This diffusion constant agrees well with a previously obtained pVlc-AVP diffusion constant of $(2.1 \pm 0.2) \times 10^7$ bp²/s (165), demonstrating the applicability of LADye to investigation of binding kinetics and activity of individual molecules in the presence of high fluorescent background concentrations.
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3.4 Discussion

Single-molecule fluorescence microscopy has provided remarkable insights on how biological macromolecules interact. However, the application of this technique to systems with labeled molecules at their concentrations inside the cell (105) has been made difficult due to high background fluorescence. Here, we describe a new approach to circumvent this concentration limit by selectively visualizing only the subpopulation of labeled proteins that have productively bound to a substrate and leaving the unbound population in a nonfluorescent, dark state. Chemically darkened Cy5 fluorophores coupled to proteins of interest were triggered to recover their bright state by excitation of the spectrally overlapping DNA intercalating stain Sytox Orange, resulting in the activation of only those Cy5-labeled proteins proximal to a DNA substrate. This local activation of Cy5 dyes allowed us to observe in real time the interaction of single proteins with DNA at concentrations of several hundreds of nanomolar of fluorophores in solution.

TIRF microscopy is commonly used in single-molecule fluorescence imaging to limit the penetration depth of the excitation light to ~100 nm above the coverslip surface to reduce fluorescence contributions from the rest of the solution. However, long DNA molecules that are surface-anchored on one end and stretched by flow are tilted away from the surface sufficiently so that for most of their length the DNA is >100 nm away from the coverslip. To allow visualization of the full length of these molecules, instead of using a TIRF-based excitation scheme, we had to apply a near-TIRF geometry with the laser light entering the flow cell at a very steep angle of only a few degrees off with respect to the plane of the surface. Thereby, the detection volume has diffraction-limited dimensions of 250 × 250 × 500 nm$^3$ under the experimental conditions used here, fivefold larger than the detection volume achieved in TIRF imaging. Despite such a significantly larger detection volume, we demonstrate here the visualization of single molecules bound to DNA in the presence of 270 nM fluorophores in solution. This concentration implies the ability of our LADye technique to resolve single labeled molecules even when background concentrations are as high as 1 µM in a TIRF scheme with a 6.25 × 10$^{-6}$ nm$^3$ detection volume.

Figure 3.2 (preceding page): Photoactivation of Cy5-labeled IFI16 proteins bound to DNA. (a) Cy5-coupled IFI16 proteins (1 nM) in the dark state bind the circular double-stranded M13 DNA template (left) and are switched to a bright state upon a 0.4-s 532-nm pulse (right). Scale bar, 1 µm. (b) Fluorescence intensity over time of Cy5-labeled IFI16 on individual M13 dsDNA templates. Every 4 s, a 0.2-s green pulse is applied to recover the bright state of the Cy5 fluorophores (vertical green bars). (c) Histograms of the Cy5 fluorescence intensity traces in b. Multiple Gaussian fits (red) revealed different fluorescence intensity levels corresponding to IFI16 proteins binding to the M13 DNA. (d) Schematic of local activation of Cy5-labeled IFI16 proteins on a λ-phage DNA template upon application of a 532-nm laser pulse. (e) Kymographs depicting the positions of Cy5-labeled IFI16 (20 nM) as a function of time on individual flow-stretched λ-phage DNA templates. Photoactivation was achieved by pulsed excitation of the Sytox Orange (upper) or by continuous excitation followed by pulsed 532-nm illumination (lower).
Figure 3.3: Visualization of single Cy5-labeled adenovirus protease (Cy5-pVlc-AVP) molecules sliding along DNA. (a) Caging of Cy5-pVlc-AVP and Cy5 in solution drastically reduces the fluorescence intensity. Conventional imaging of 270 nM Cy5 resulted in saturation of the camera (left), whereas caging of the Cy5 in solution allows single nonspecifically surface-bound molecules to be resolved under the same illumination and acquisition conditions (right). (b) Kymograph of the sliding motion of individual Cy5-pVlc-AVP molecules on λ-phage DNA over time. DNA-bound Cy5-pVlc-AVP was visualized by repeated photoactivation, whereas the 270-nM caged-background Cy5 remained dark. (c) Mean-square displacement of four sliding Cy5-pVlc-AVP proteins over time. The diffusion constants of the labeled pVlc-AVPs (red values) were determined by linear fitting of the data.
We demonstrate here efficient fluorescence activation of a darkened Cy5 molecule coupled to a stained dsDNA molecule. However, switching was found to be less efficient for Cy5-labeled proteins interacting with stained DNA. This observation is consistent with previous reports that the switching efficiency of Cy5 has a distance dependence much shorter and steeper than that reported for Förster resonance energy transfer (159). The physical size of the protein places the Cy5 at a slightly larger distance away from the DNA, thereby reducing the efficiency of fluorescence activation by the DNA-bound intercalating stain. However, the previously demonstrated linear dependence of switching efficiency on intensity and duration of the activation beam (159) provides a readily accessible experimental parameter to optimize the extent of switching in a population of labeled molecules (Figure 3.2e). An experimental concern in the application of fluorescence microscopy is the photoinduced degradation of biomolecules. In particular, excitation of intercalating stain has been shown to induce DNA cleavage through free-radical formation (166). However, at the low intensity of 532-nm illumination required for excitation of the intercalating stain and photo-activation of Cy5 (0.49 W·cm\(^{-2}\) at 532 nm), no DNA degradation was detected for tens of minutes.

At this point, the NaBH\(_4\) caging efficiency determines the upper limit of experimentally usable fluorescent concentration. The 97% darkening efficiency implies an upper dye concentration of \(\sim 1 \mu M\) for which individual fluorophores can still be resolved. However, the steep distance dependence of the Cy5 switching efficiency upon Sytox Orange excitation drastically reduces the volume in which Cy5 fluorescence can be activated to a cylinder around the DNA with a radius of \(\sim 1–2\) nm. Theoretically, this activation volume allows for the observation of single molecules in the presence of up to millimolar concentrations of fluorophores in solution. In comparison, FRET read-out lengths are limited to a radius of \(\sim 5\) nm (167) implying an upper concentration limit for single-molecule detection of 85 \(\mu M\).

In principle, LADye offers a generally applicable method to study biomolecular processes including, but not limited to, DNA-based systems. The method requires only a substrate labeled with a switchable fluorophore and an immobilized binding partner coupled to a fluorophore that spectrally overlaps with the substrate’s fluorophore. LADye could, for example, be employed to visualize the movement of actin- or microtubule-based motor proteins by staining the filaments with the activator dye. Alternatively, binding of ligands to transmembrane proteins could be visualized by placing activator dyes in the membrane. LADye could also be used to complement switchable FRET (168) studies not only by allowing the observation of subunit interactions within the molecular complex, but also by enabling the visualization of recruitment of subunits from solution. The ability to specifically visualize only those fluorescently labeled molecules that interact with their binding partners while the fluorescent molecules in solution remain dark enables real-time, single-molecule observations of low-affinity biomolecular
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interactions under equilibrium conditions that approach the \textit{in vivo} concentration of the reactants.

\section*{3.5 Supplementary information}

Figure 3.4: Darkening efficiency of Cy5 bound to DNA oligonucleotides. The images on the left show the fluorescence of the Cy5 fluorophores, darkened with 1 mg/mL NaBH$_4$. On the right, the recovery of the Cy5 fluorescence is shown after several activation pulses of 532 and 404 nm. Peaks were detected by fitting 2D Gaussians and resulted in 337 Cy5 fluorophore spots after activation pulses versus 71 spots prior to the experiment for the first field of view and 179 Cy5 spots after activation versus 90 prior to the experiment. Taken together, the darkening of the Cy5 fluorophores bound to the DNA oligonucleotides has been found to be successful for 355 of the 516 Cy5 fluorophores, equal to 69\% darkening efficiency.
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Despite the longstanding existence of liposome technology in drug delivery applications, there have been no ligand-directed liposome formulations approved for clinical use to date. This lack of translation is due in part to the absence of molecular tools available for the robust quantification of ligand density on the surface of liposomes. Here, we report for the first time the quantification of proteins attached to the surface of small unilamellar liposomes using single-molecule fluorescence imaging. Liposomes were surface-functionalized with fluorescently-labeled human proteins previously validated to target cancer cell surface biomarkers: plasminogen activator inhibitor-2 (PAI-2) and trastuzumab (TZ, Herceptin). Protein-conjugated liposomes were visualized using a custom-built wide-field fluorescence microscope with single-molecule sensitivity. By counting the photobleaching steps of the fluorescently-labeled proteins, we calculated the number of attached proteins per liposome, which was in the range of 1–11 proteins for single-ligand liposomes. Imaging of dual-ligand liposomes revealed stoichiometries of the two attached proteins in accordance with the molar ratios of protein added during preparation. Preparation of PAI-2/TZ dual-ligand liposomes via two different methods revealed that the post-insertion method generated liposomes with a more equal representation of the two differently-sized proteins, demonstrating the ability of this method to control protein densities. We conclude that the single-molecule imaging method presented here is an accurate and reliable quantification tool for determining ligand stoichiometry on the surface of liposomes. This method has the potential to allow for comprehensive characterization of novel ligand-directed liposomes and may improve the translation of these nanotherapies through to the clinic.
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Ligand stoichiometry on liposomes

4.1 Introduction

Liposomes have been utilized as delivery systems for drugs and other molecules in vivo for several decades (169). In the context of cancer therapy, liposome-based drug formulations have demonstrated distinct advantages over free drug, including the improved solubility of encapsulated drugs, increased in vivo circulation time, reduction in systemic toxicity of the drug and increased delivery to the tumor site (170). The superior activity of drug-loaded liposomes relies on a multi-step process involving both passive and active targeting mechanisms. Passive targeting is primarily mediated by the enhanced permeability and retention effect (171). This phenomenon is characterized by the extravasation and retention of small particles into the tumor interstitial space due to highly porous tumor vasculature and poor lymphatic drainage from the tumor site (172). The prolonged retention of liposomes in the vicinity of the tumor increases the local drug concentration, either when drug released from the liposomes is taken up by tumor cells, or when liposomes containing the drug are internalized by tumor cells (173). Passive targeting, therefore, reduces off-target effects by preferentially accumulating drug-loaded liposomes in the vicinity of the tumor while reducing the exposure of normal cells to the cytotoxic drug.

Active targeting is achieved via conjugation of one or more ligands to the liposome surface, with that ligand binding to a target receptor(s) expressed on the tumor cell surface (174). Following liposome extravasation into the tumor interstitial space, subsequent ligand-directed surface binding and internalization (usually via receptor-mediated endocytosis) promotes liposome and drug entry into specific cell types (175). As actively targeted liposome formulations combine both passive and active drug-delivery mechanisms, actively targeted liposomes can show superior drug delivery to non-targeted liposomes (176). Liposomes with one or more targeting moieties that facilitate active uptake into cells are termed ligand-directed liposomes. In the context of cancer therapy, the development of dual-ligand-directed liposomes that can actively target more than one tumor cell subtype and/or stromal cell populations may help overcome therapeutic limitations caused by the intratumoral heterogeneity of cancer (177, 178). Despite extensive research and development of nanoparticle-based therapeutics, all clinically approved liposome formulations are non-ligand-directed, with efficacies relying solely on passive targeting and accumulation (179). A comprehensive list can be found elsewhere (180). Active targeting strategies using liposomes have been extensively explored in the preclinical setting, particularly liposomes targeting tumor-associated receptors, with many reported formulations demonstrating improved efficacy over non-ligand-directed liposomes (181, 182). Given the general movement in the field towards actively targeted nanotherapeutics, the lack of translation of ligand-directed liposome formulations into clinical practice is surprising (183).

The absence of molecular tools for the robust characterization of complex liposomes may be contributing to this deficiency. Specifically, no methodology exists
to quantify the number of ligands covalently bound to the surface of liposomes. Estimation of ligand conjugation is possible based on preparation parameters, but no methods exist to obtain direct information. Direct measurement of total protein in an actively targeted liposome formulation using biochemical assays is challenging due to phospholipid interference in the measurement of very low protein concentrations (184). Further, while such measurements could potentially quantify the total protein in a sample, they cannot provide information about the number of ligands per liposome in a formulation. Flow cytometric methods that detect the insertion of fluorescently labeled micelles into liposomes as a proxy for successful liposome functionalization have been reported, but are indirect and semi-quantitative (185). The lack of quantitative methodology poses a particular challenge for the development of liposomes with more than one surface-bound ligand, since the determination of ligand stoichiometry is important for controlling for batch-to-batch variability in the lab and for clinical production. The absence of rigorous quantification protocols hinders high-quality large-scale manufacturing of ligand-directed liposome formulations, which may introduce regulatory barriers and slow down their introduction to the clinic.

We describe here the use of single-molecule methods to enable the quantitative characterization of ligand-coupled liposomal drug delivery systems. By removing ensemble averaging, single-molecule approaches allow the direct visualization of population distributions and the precise characterization of sub-populations. These methods have already proven to be important biophysical tools to study a wide variety of biological processes (186–188). Single-molecule microscopy remains, however, an underutilized technique in therapeutics development. In this study, we report the quantification of protein attachment to the surface of single and dual ligand-directed liposomes using single-molecule fluorescence microscopy. This method allows the detection and quantification of the density of proteins attached to liposomes, facilitating the characterization and translation of ligand-directed liposomes for targeted cancer therapy, and other, applications.

### 4.2 Results and discussion

To visualize proteins attached to liposomes, we labeled 45 kDa human recombinant plasminogen activator inhibitor-2 (PAI-2, SerpinB2) with a small red fluorophore (CF647, 0.8 kDa). The degree of labeling (DOL) was determined by visualizing single proteins using Total Internal Reflection Fluorescence (TIRF) microscopy (Figure 4.7). Figure 4.1a shows a typical field of view of individual labeled PAI-2 proteins immobilized on a microscope coverslip. TIRF microscopy allows for the selective excitation of only the fluorescent species on the cover-slip surface and imaging of fluorescence from the surface-immobilized proteins with high contrast and low background. The intensity of the signal of every individual protein can be measured over time (Figure 4.1b, black line). These intensity trajectories show a stepwise decay towards zero, due to the photobleaching of the fluorophores on the protein. The height of a single step corresponds to the intensity of a single fluorophore. Using an unbiased change-point step-fitting
algorithm (52, 189) (Figure 4.1b, red line), we determined the intensity of a single fluorophore (Figure 4.1c). By dividing the total intensity per protein by this single-fluorophore intensity we found that there are $1.5 \pm 1.2$ fluorophores per protein (Figure 4.1d), with the width of the distribution in line with that expected for a Poisson distribution. These values were confirmed by electrospray ionization mass spectrometry (ESI-MS), which found an average of 3, and up to 6 total, fluorophores per protein (Figure 4.6). The same analysis was performed for PAI-2 proteins labeled with a small green fluorophore (CF488, 0.9 kDa) and we obtained an average of $4.5 \pm 2.2$ fluorophores per protein (Figure 4.1e). Liposomes functionalized with red labeled PAI-2 were prepared via the post-insertion method, whereby micelles containing cysteine-reactive

![Figure 4.1: Measurement of the number of fluorophores per protein by TIRF microscopy.](image)

(a) Typical field of view — red labeled PAI-2 proteins were immobilized on cleaned coverslips. (b) Example intensity trajectories of individual labeled proteins (black line). The individual steps were identified using the change-point algorithm (magenta line) (52, 189). (c) Histogram of the intensity of a single CF647 fluorophore, fitted with a Gaussian distribution. The intensity for a single fluorophore is $3.0 \pm 0.1 \times 10^3$ (mean $\pm$ s.e.m.). (d) Histogram of the number of CF647 fluorophores per protein, fitted with a Poisson distribution. The number of fluorophores is $1.47 \pm 1.21$ (mean $\pm$ s.d.). (e) Histogram of the number of CF488 fluorophores per protein, fitted with a Poisson distribution. This histogram was obtained in the same way as described for CF647 labeled proteins. The intensity for a single fluorophore is $1.2 \pm 0.6 \times 10^4$ (mean $\pm$ s.e.m.) and the number of fluorophores per protein is $4.5 \pm 2.2$ (mean $\pm$ s.d.).

poly (ethylene glycol) (maleimide-PEG2000-DSPE) are reacted with protein to form functionalized micelles, before being incubated with pre-formed liposomes to promote insertion of the protein-PEG2000-DSPE conjugate into the outer leaflet
of the liposome (190). Liposomes were visualized using TIRF microscopy under the same conditions that were used to determine the number of fluorophores per protein. To confirm that the fluorescence signal observed in these experiments originates from proteins bound to single liposomes, we prepared the liposomes in the presence of the fluorophore R18 (Octadecyl Rhodamine B Chloride) so that the encapsulated R18 acts as a marker for only those liposomes that have an intact lipid bilayer (191). Using optics that split the image in a yellow and a red channel, the R18 labeled liposomes and the red labeled proteins were visualized simultaneously but each on different areas of the camera sensor.
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**Figure 4.2: Visualization of proteins attached to liposomes.** (a) Liposomes labeled with R18 (left) and proteins (middle) were imaged simultaneously. A merge of the two channels (right) showed a high degree of colocalization (white spots). (b) Histogram of the number of proteins per liposome, fitted with a Poisson distribution (black line). (c) Histogram of the diameter of the liposomes measured by dynamic light scattering, fitted with a Gaussian distribution (black line). Bars represent the mean ± s.d. (n = 3).

Figure 4.2a represents a typical field of view showing the R18 fluorescence (left), the signal from the red labeled proteins (middle), and a merge of the two signals (right), with colocalization indicated by white spots. Based on these images, we calculated that 88% of liposomes have at least one protein attached. Liposomes prepared with non-malei-mide-functionalized micelles were used to confirm that only covalently attached proteins colocalize with liposomes in
imaging experiments (Figure 4.8). We then determined the number of proteins per liposome using the fluorescence intensity from the labeled proteins. We divided this intensity by the intensity of a single protein, obtained earlier (Figure 4.1d). We found a density of $11 \pm 4$ (mean ± s.d.) proteins per liposome (Figure 4.2B). Dynamic light scattering revealed a liposome diameter of $153 \pm 56$ nm (mean ± s.d.) (Figure 4.2c). The width of the distribution of the number of proteins per liposome correlates with the intrinsic width of the liposome size distribution. Therefore, the width of the distribution for the number of proteins per liposome is determined by the heterogeneity in liposome size.

**Figure 4.3: Quantification of the number of proteins per liposome.** (a) Typical field of view showing dual-ligand immobilized liposomes. The green (left) and red dyes (middle) were visualized simultaneously. When the two channels are merged, colocalized spots show up as white (right). (b) Histograms of the measured fraction of green and red labeled proteins per liposome, when equal amounts of each were used during preparation. The fraction of green labeled proteins is $0.49 \pm 0.02$ and the fraction of red proteins is $0.51 \pm 0.02$. (c) Measured ratio of the fraction of red labeled proteins over the fraction of green labeled proteins as a function of the molar ratio used during preparation. The errors in the molar ratio are pipetting errors. The errors in the measured ratio are the s.e.m.

To explore the ability of single-molecule imaging to quantify differences in protein density, we varied the stoichiometry of two differently labeled proteins and quantified their ratio on the liposome surface. To negate any potential effects that would arise from using two different proteins, such as size and reactivity, we used...
only PAI-2 proteins. Dual-ligand liposomes were prepared via the post-insertion method, using red and green labeled PAI-2 at molar ratios of 1:1, 2:1, 5:1 and 10:1, while keeping the total amount of protein added constant. The two proteins were visualized simultaneously using dual-color imaging (Figure 4.3a) and the protein density was determined as above. At a 1:1 molar ratio, we found 51 ± 2% of the total number of proteins per liposome had a red label and 49 ± 2% had a green label (Figure 4.3b). This observation indicates that the fluorophores do not affect protein attachment, and that the two proteins are incorporated in the same 1:1 ratio as their input stoichiometry in the formulation process. Further analysis revealed that changing the ratios of the two labeled proteins during preparation similarly altered the ratios of proteins incorporated into the liposome (Figure 4.3c, Figure 4.9).

**Figure 4.4: Conventional and post-insertion methods for dual-ligand liposome preparation.** The conventional method involves the incorporation of polyethylene glycol (PEG) chains with a terminal maleimide functional group (maleimide-PEG-DSPE) into the lipid bilayer of the liposome during formation. Pre-formed liposomes are then incubated with two different thiolated proteins (represented by green and magenta stars) at 25°C, which attach covalently to the liposome surface via the maleimide moiety. The post-insertion method involves the creation of maleimide-PEG-DSPE micelles to which proteins are covalently attached as per the conventional method. Micelles are then incubated with pre-formed liposomes at a temperature of 60°C to facilitate the transfer of the micelle PEG-DSPE and attached ligands into the outer leaflet of the liposome bilayer. Figure not to scale.

These results highlight the accuracy of the single-molecule measurements, and illustrate the ability of this method to report on small differences in protein densities and ratios. Finally, we demonstrated the utility of single-molecule quantification in the characterization of novel clinically-relevant ligand-directed liposomes. Dual-ligand liposomes were prepared via both the conventional and the post-insertion method.
Figure 4.5: Comparison of the number of proteins per liposome prepared via the conventional and post-insertion methods. When using a 1:1 ratio of trastuzumab antibody to PAI-2 protein in the conventional preparation method, the number of PAI-2 proteins per liposome (b) was \( \sim 17 \) times higher than the number of trastuzumab antibodies (a). These numbers were much more similar when the post-insertion method was used (c) and (d). The black lines represent Poisson distribution fits to the histograms. Due to the large number of proteins in panel B, heterogeneities within the sample broaden the histogram and obscure the Poisson distribution. This histogram was therefore fitted with a Gaussian distribution.

methods of liposome functionalization (Figure 4.4). PAI-2 and trastuzumab (TZ, Herceptin, 145 kDa) were labeled with red and green dyes, respectively, and added to pre-formed liposomes in a 1:1 molar ratio. Imaging and data analysis were performed as outlined above. Using our single-molecule imaging approach, we determined that the ratio of the PAI-2 and TZ incorporated into liposomes was closer to 1 for liposomes prepared via the post-insertion method (ratio = 2.1 ± 2.5) than for liposomes prepared via the conventional method (ratio = 17 ± 18) (Figure 4.5). The conventional method involves incubation of a small protein and a large antibody with pre-formed liposomes, where differences in protein size and reactivity may affect their equal incorporation into the liposomes. In contrast, the post-insertion method helps negate effects of these protein differences through the simultaneous insertion of two separate protein-functionalized micelles (192). These results provide a rationale for use of the post-insertion method in the production of dual-ligand liposomes functionalized with two very different proteins in...
terms of their size and/or reactivity. The application of the single-molecule quantification informing on the preparation protocol allows for a better control of the stoichiometry of the liposomes produced.

4.3 Conclusion

In conclusion, we have demonstrated the practical utility of single-molecule fluorescence imaging in the quantification of the density of ligands attached to the surface of liposomes. This method enables the quantitative characterization of protein densities and the ability to detect changes therein, and permits future experiments to elucidate further characteristics of ligand-directed liposomes, including the quantification of inner leaflet and outer leaflet labeling of liposomes using environmentally sensitive dyes (193). The use of single-molecule imaging as a quantification technique is expected to improve the characterization of preclinical ligand-directed liposomes, assist with large-scale manufacturing processes and allow for batch-to-batch quality control in a commercial production setting. Using this technique, we showed that the post-insertion method of ligand-coupled liposome preparation is the preferred method for dual-ligand liposomes when using proteins of different sizes — an aspect relevant to the clinical setting, where liposomes used to target heterogeneous tumor cell populations would likely bear two different targeting ligands. By enabling the quantification of surface-bound ligands, and informing on optimal preparation protocols for ligand-directed liposomes, this single-molecule quantitative approach may help improve the translation of targeted liposomal drug delivery systems from the laboratory through to clinic use.

4.4 Materials and Methods

4.4.1 Labeling proteins with fluorophores.

Human recombinant plasminogen activator inhibitor-2 (PAI-2, SerpinB2), produced in-house by previously published methods (194), and trastuzumab (TZ, Herceptin; Genentech, CA, USA) were labeled with CF488 or CF647 succinimidyl ester fluorescent dyes (Sigma-Aldrich, MO, USA) as per the manufacturer’s instructions. Absorbance at 280 nm (protein) and 488 nm or 647 nm (dye) was used to calculate the protein concentration and degree of labeling (DOL). DOL was further confirmed by electrospray ionization mass spectrometry (ESI-MS).

4.4.2 Electrospray ionization mass spectrometry (ESI-MS).

Positive ion mass spectra of unlabeled and labeled proteins were acquired on a quadrupole time of flight mass spectrometer (Q-TOF-MS) (Micromass Q-TOF Ultima; Waters, MA, USA) fitted with a Z-spray ionization source. Samples in phosphate-buffered saline (PBS, pH 7.4) were exchanged into deionized water containing 0.1% formic acid and made up to a final concentration of approximately
10 μM. The mass spectra were acquired with a capillary voltage of 2.6 kV, cone voltage of 50 V, source block temperature of 40°C, and a resolution power of 5000 Hz. Cesium iodide was used for external calibration. The mass spectrum data are presented as raw data, on an m/z scale. Mass was calculated using MassLynx MS V4.1 (Waters, MA, USA).

Figure 4.6: Positive ion ESI-MS spectra of unlabeled PAI-2 (top) and CF647 labeled PAI-2 (bottom). The difference in mass for each species represents the molecular weight of PAI-2 plus CF647 (~0.8 kDa). A = mass of PAI-2, B = mass of PAI-2 + 1 CF647 dye molecule, C = mass of PAI-2 + 2 CF647 dye molecules, and so on. Mass was calculated using MassLynx V4.1 (Waters, MA, USA).

4.4.3 Preparation of liposomes.

Liposomes were prepared using the thin film hydration method as described previously (195). Dipalmitoylphosphatidylcholine (DPPC), cholesterol, 1,2-distearoyl-sn-glycero-3-phosphoethanolamine-N-[(polyethylene- glycol)-2000] (mPEG2000-DSPE) and 1,2-distearoyl-sn-glycero-3-phos- phoethanolamine-N-[maleimide(polyethylene glycol)-2000] (Avanti Polar Lipids, AL, USA) in a
20:10:0.8:0.2 molar ratio (conventional method) or DPPC, cholesterol and mPEG2000-DSPE in a 20:10:0.6 molar ratio (post-insertion method) were dissolved in chloroform/methanol (2:1 v/v). For colocalization experiments, liposomes were labeled with Octadecyl Rhodamine B Chloride (R18; Invitrogen, CA, USA) by adding R18 to the chloroform/methanol solution in a 160:1 molar ratio (liposome phospholipid:R18). Organic solvents were removed by rotary evaporation and subsequent freeze drying to form a lipid film. Phospholipids were reconstituted in degassed HEPES buffer (115 mM NaCl, 20 mM HEPES, 2.4 mM K₂PO₄, 1.2 mM CaCl₂, 1.2 mM MgCl₂; pH 7.4) at a concentration of 20 mM. Once reconstituted, liposomes were passed once through a 0.22 µm PVDF membrane (Merck Millipore, MA, USA) and then serially extruded 11 times through a 0.1 µm PVDF membrane using a syringe-driven extruding apparatus (Avanti Polar Lipids, AL, USA) at a temperature of 50°C (above the phase-transition temperature of DPPC). Liposomes were analyzed by dynamic light scattering to determine particle diameter using a Zetasizer APS (Malvern Instruments, Malvern, UK). Liposomes were surface-functionalized with CF647 labeled PAI-2 and/or CF488 labeled PAI-2 or TZ using either the conventional method or the post-insertion method. For the conventional method, pre-formed liposomes were incubated with thiolated labeled PAI-2 or TZ (at a molar ratio of 3333:1 liposome phospholipid:protein) for 2 hours at room temperature. For the post-insertion method, micelles composed of 0.8 mM mal-PEG2000-DSPE and 0.2 mM mPEG2000-DSPE were prepared as per previously reported methods (196), and labeled PAI-2 or TZ added to the micelles (at a molar ratio of 10:1, mal-PEG2000-DSPE:protein) to form functionalized micelles. Functionalized micelles were added to pre-formed liposomes and heated to 60°C for 1 hour to facilitate post-insertion of micelle lipids into the outer leaflet of the liposomes. Following the liposome functionalization steps, unbound protein was removed from liposomes via repeated centrifugation at 20,000 x g for 1.5 hours at 4°C. Liposomes were resuspended in HEPES buffer (pH 7.4) for single-molecule imaging.

4.4.4 Intensity measurements for labeled proteins.

Microscope coverslips were thoroughly cleaned to remove any hydrophobic and hydrophilic contaminants that could cause background fluorescence from the glass. They were first sonicated for 30 min in ethanol (Chem-Supply, SA, AUS) and then rinsed with deionized water. Subsequently they were sonicated for 30 min in 1 M potassium hydroxide (KOH; Sigma-Aldrich, MO, USA) and rinsed with deionized water again. After these sonication steps were repeated, the coverslips were dried with N₂ (155). CF labeled proteins were diluted to a concentration of approximately 10 pM and immobilized on the surface of the cleaned microscope coverslip for visualization on an inverted microscope (Nikon Eclipse Ti-E) with a CFI Apo TIRF 100x oil-immersion TIRF objective (NA 1.49, Nikon) (Figure 4.7). The green and red labeled proteins were excited at 1.5 W cm⁻² with 488 nm
Figure 4.7: Schematic overview of the single-molecule fluorescence microscope. Laser light of a specific wavelength is coupled into the microscope objective. The fluorescence signal from the sample is detected with an EMCCD camera.

(Coherent, Sapphire 488-200 CW) and 647 nm (Coherent, Obis 647-100 CW) lasers, respectively (Figure 4.7). The signals were separated via dichroic mirrors (Photometrics, DVΛ Multichannel Imaging System) and appropriate filter sets (Chroma). The imaging was done with an EMCCD (Photometrics, Evolve 512 Delta). Using ImageJ (National Institutes of Health, USA) with in-house built plugins, we calculated the integrated intensity for single CF dyes over time, after applying a local background subtraction. Using a change-point step-fitting algorithm, we calculated the intensity distributions for a single CF fluorophore (Figure 4.1b).21,22 The histograms obtained were fit with a Gaussian distribution function using MATLAB 2014b, to give a mean intensity of 2030 ± 40 for the CF647 (Figure 4.1c) and 1340 ± 50 for the CF488. To measure the number of fluorophores per protein, we divided the initial fluorescence intensity per protein by the intensity of a single fluorophore (Figure 4.1d, e).
Figure 4.8: Imaging of liposomes labeled with R18 (yellow) and prepared with red labeled PAI-2 (magenta) in the absence of maleimide-PEG2000-DSPE in micelles. Liposomes (left) do not colocalize with PAI-2 proteins (middle). This is shown by a merge of the two channels (right), which does not show the white colocalization spots seen in Figure 4.2. The lack of colocalization demonstrates that nonspecific binding of PAI-2 proteins to liposomes is minimal.

4.4.5 Measurement of protein density on liposomes.

To find the number of proteins per liposome, we imaged the liposomes under the same conditions and calculated the fluorescence intensity per liposome analogously. We obtained the number of proteins per liposome by dividing these intensities by the intensity of a single protein (Figure 4.1).
Figure 4.9: Histograms of the number of labeled PAI-2 proteins per liposome. Histograms of the number of red (magenta) and green (green) labeled proteins per liposome using (a) 1 to 1, (b) 2 to 1, (c) 5 to 1 and (d) 10 to 1 molar ratio of red labeled protein to green labeled protein during preparation. The black lines represent Gaussian fits to the data.
The *Escherichia coli* DNA replication machinery has been used as a road map to uncover design rules that enable DNA duplication with high efficiency and fidelity. Although the enzymatic activities of the replicative DNA Pol III are well understood, its dynamics within the replisome are not. Here we test the accepted view that the Pol III* holoenzyme remains stably associated within the replisome. We use *in vitro* single-molecule assays with fluorescently labeled polymerases to demonstrate that the Pol III* complex (holoenzyme lacking the β₂ sliding clamp), is rapidly exchanged during processive DNA replication. Nevertheless, the replisome is highly resistant to dilution in the absence of Pol III* in solution. We further show similar exchange in live cells containing labeled clamp loader and polymerase. These observations suggest a concentration-dependent dissociative mechanism providing a balance between stability and plasticity, facilitating replacement of replisomal components dependent on their availability in the environment.
5.1 Introduction

The *E. coli* replisome requires participation of 13 different proteins. Ten of them form the DNA polymerase III (Pol III) holoenzyme (HE), which is arranged into three functionally distinct and stably-bound subassemblies: $\alpha\epsilon\theta$ forms the Pol III core that has DNA polymerase activity; $\beta_2$ is the sliding clamp needed for stable association with the primer-template DNA; and $\tau_n\gamma(3\delta)(\delta\chi\psi)$ where $n = 2$ or $3$ in the HE) is the clamp loader complex (CLC) that loads $\beta_2$ onto DNA and is the central organizer of the replisome (Figure 5.1a) (15, 16, 197). The CLC interacts...
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with two or three Pol III cores via the α–τ interaction, forming stable complexes termed Pol III* (i.e., HE lacking only the sliding clamp). Pol III* ensures the organization of the cores needed for coordinated DNA synthesis on the two template strands (198, 199) and is essential for cell survival (200). Although physical coupling of leading and lagging strand cores in one HE particle requires the lagging strand polymerase to undergo cycles of release and rebinding from one Okazaki fragment to the next, the molecular mechanisms underlying its cycling are still debated (201). There is, however, consensus that Pol III is reused rather than replaced for successive Okazaki fragment synthesis (14, 136, 202–204). Thus, the replisome is believed to be a highly stable entity. The key observations that support efficient Pol III recycling derive from in vitro replication assays in the absence of free polymerase (136, 203, 204), and are consistent with the high stability of the α–τ interaction that binds cores to the CLC ($K_D = 0.3$ nM; $t_{1/2} = 29$ min in 300 mM NaCl) (205). Nevertheless, the introduction of high concentrations of catalytically dead Pol III* (still able to bind primed DNA) inhibits ongoing replication (130). Reconciling these different observations, we here demonstrate the presence of a novel exchange mechanism that allows Pol III* to remain stably associated with the replisome under conditions of high dilution, yet facilitates rapid exchange at nanomolar concentrations.

5.2 Results

5.2.1 In vitro single-molecule observation of Pol III dynamics

We use a single-molecule approach to directly visualize the dynamics of Pol III complexes at the replication fork (14, 206). A rolling-circle DNA amplification scheme is used to observe highly processive DNA synthesis in real time, while imaging Pol III complexes entering and leaving the replisome. Using the minimal set of 12 proteins required to support coupled leading and lagging strand synthesis, we allow active replisomes to self assemble onto pre-formed replication forks (14, 202). A 5′-flap within a 7.2 kb double-stranded (ds) circular DNA substrate is anchored to the surface of a microfluidic flow cell and replication is initiated by introducing a laminar flow of buffer with the components required for coupled leading and lagging strand synthesis (Figure 5.1b). As replication proceeds, the newly synthesized leading strand becomes part of the circle and later acts as a template for lagging strand synthesis. With the lagging strand attached to the surface and the continuously growing DNA product stretched in the buffer flow, the dsDNA circle moves away from the anchor point. Replication is visualized by real-time near-TIRF fluorescence imaging of stained dsDNA (Figure 5.2a, Figure 5.11). This strategy allows quantification of the rates of individual replisomes and their processivities (Figure 5.2b). We fluorescently labeled the Pol III α subunit following its fusion to a SNAP tag (Figure 5.7) and covalently coupled it separately in >80% yields to red and green fluorophores (206). Fluorescently labeled Pol III cores were reconstituted from individual SNAP-α, ε and θ subunits and isolated chromatographically (202), then assembled into single-color Pol III*s in situ with separately-isolated τ3-CLC (202). The labeled Pol III*s were active in
Figure 5.2: Real-time fluorescence imaging of coupled DNA replication.  
(a) Kymograph of an individual DNA molecule undergoing coupled leading and lagging strand replication. The grey scale indicates the fluorescence intensity of stained DNA. (b) Single-molecule trajectory obtained from the kymograph in (a), used to quantify the rates and processivities of replication events. The magenta box represents an example line segment used to determine rates. (c) Kymograph of the dynamics of red-labeled Pol IIIs on an individual DNA molecule. The Pol III moves with the replisome in the direction of flow as it elongates the DNA, visible as a bright magenta spot moving away from the surface anchor point. Additional Pol IIIs are left behind the moving replisome, seen as horizontal lines on the kymograph. (d) Histograms of the rate of replication for wild-type Pol III (492 ± 23 bp s\(^{-1}\)) and red Pol III (561 ± 27 bp s\(^{-1}\)) fit to Gaussian distributions. (e) Kymograph of the distribution of red Pol III on an individual DNA molecule in the presence of 150 nM Pol I and 100 nM DNA ligase. Prolonged Pol III spots behind the replisome are no longer observed due to the action of Pol I in Okazaki fragment processing. (f) Fluorescence intensity as a function of time of individual red Pol IIIs immobilized on the surface of a coverslip (lower trace; black line is an exponential fit with lifetime = 14.1 ± 0.4 s), and of the replisomal spot in (c) (upper trace). The fluorescence lifetime of red Pol III at the replisome is much longer than the photobleaching lifetime of the dye. The errors represent the standard errors of the mean.

coupled DNA replication, producing Okazaki fragments of similar sizes to wild-type polymerase (Figure 5.8b). A kymograph (Figure 5.2c) shows the fluorescence of the red Pol III* during rolling-circle replication; it supports replication at rates similar to the untagged wild-type enzyme (Figure 5.2d). Simultaneous imaging of the stained DNA and red Pol III* shows that the polymerase spot is located at the tip of the growing DNA, confirming that the labeled Pol III is a functional component of reconstituted replisomes (Figure 5.12). We also observe Pol III that remains bound to the DNA on the lagging strand behind the replication fork, evident as horizontal lines in Figure 5.2c. We reasoned that these correspond to polymerases bound to the 3'-termini of Okazaki fragments. We repeated the experiment in the presence of Pol I and/or DNA ligase; Pol I replaces RNA primers with DNA and ligase seals the remaining nick. In the presence of Pol I (with or without ligase), Pol III binding behind the replisome is no longer observed (Figure 5.2e), consistent with Pol I efficiently displacing Pol III during Okazaki fragment
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maturation. Surprisingly, the fluorescent Pol III at the growing tip of the rolling circle is highly resistant to photobleaching. Its fluorescence in the replisome has a much longer lifetime compared to that of labeled Pol III cores immobilized on a surface and subjected to the same excitation intensity (Figure 5.2f). Since the experiments in Figure 5.2 are performed with 6.7 nM Pol III* in solution, this observation suggests that the polymerase exchanges into the replisome from solution to replace photobleached Pol III.

5.2.2 Exchange of Pol III* complexes in vitro

Figure 5.3: Pre-assembled Pol III* complexes do not exchange Pol III core. (a) Red and green Pol III* are separately pre-assembled by treatment at 37°C for 15 min (30 nM Pol III core and 10 nM τ3-CLC). These are then mixed in equal ratios and kept at 37°C for 1 hour prior to dilution to 6 pM Pol III* for imaging. (b) Red Pol III* complexes and green Pol III* complexes do not co-localize to produce any white spots as seen in Figure 5.18, demonstrating the α–τ interaction within the Pol III* complex remains intact for the duration of the DNA replication assays. (c) Pre-assembled red and green Pol III* complexes that have participated in DNA replication (at 3.3 nM of each) do not co-localize, demonstrating that the Pol III cores within a Pol III* do not exchange with cores from other Pol III* s at the replication fork during active DNA synthesis. White scale bars represent 5 µm.

To characterize the dynamic behavior of Pol III at the fork and directly visualize its exchange in real time, we used mixtures of red and green Pol III*. To demonstrate that green Pol III cores in a Pol III* complex do not exchange with the red ones from another Pol III*, we combined them in a 1:1 ratio for 1 hour at 37°C (Figure 5.3a), then imaged the mixture on the surface of a coverslip at the single-molecule level (Figure 5.3, Figure 5.19). Consistent with the stable interaction between α in the core and τ in the CLC, exchange of Pol III cores was not observed. It remained possible, however, that the nature and strength of the α–τ interaction is different at a step in lagging strand replication that involves exchange of Pol III cores within the Pol III* complex (207). To test this possibility, we mixed pre-assembled red and green Pol III* complexes in a 1:1 ratio and used them in a bulk rolling-circle replication experiment in an 8-fold molar excess
Polymerase exchange over 5′-biotinylated flap-primed dsDNA template. Under these conditions, most Pol III*s will have participated in replication at the fork, as long leading strand and shorter lagging strand products are generated. Next, the newly synthesized DNA was removed from proteins by its immobilization on streptavidin beads, and subsequent single-molecule imaging of the released protein fraction on the surface of a coverslip, showed no co-localization of red and green Pol III cores (Figure 5.3). This result confirms that the functional unit exchanging at the replication fork is the entire Pol III* complex; the interaction between the \( \tau \) subunit of the CLC and \( \alpha \) of Pol III must remain intact during DNA replication, thus challenging the previously suggested model of a \( \tau \) processivity switch on the lagging strand (207). We visualized exchange of Pol III* at the replication fork by measuring the fluorescence intensity at the replisome spot as a function of time using 1:1 mixtures of red and green Pol III*s (Figure 5.4A,B, Figure 5.19). At a total Pol III* concentration of 6.7 nM, the replisomal spot exhibits fast dynamics displaying both colors, while at a lower concentration of 0.3 nM, the dynamics appear slower and distinct exchange events are visible. The longer persistence of a single color at the lower concentration demonstrates that Pol III* exchange is concentration dependent. Given that Pol III* remains intact on time scales much longer than the duration of our experiment, these observations can only be explained by wholesale exchange of Pol III* at the replication fork. Our demonstration of rapid exchange of entire Pol III*s, however, seems difficult to reconcile with observations that both leading and lagging strand Pol III cores remain stably associated during coupled DNA replication (136, 203, 204). Those studies used assays in which replisomes were assembled, replication initiated, and the reactions rapidly diluted to measure the stability of synthesising replisomes on DNA. To place our observations of dynamic exchange of Pol III* in context of the previous work, we carried out single-molecule pre-assembly replication assays (136, 203) using the red Pol III*. In this experiment, the replisome is pre-assembled onto the rolling-circle template in solution. Subsequently, the template is attached to the surface of a flow cell, which is then washed to remove all unbound proteins. Replication is initiated by introduction of a replication solution that omits Pol III* and helicase. Since the absence of free Pol III* in solution makes polymerase exchange impossible, we hypothesized that Pol III would be recycled within the replisome, enabling its sustained participation in processive DNA replication. These conditions indeed support highly processive DNA replication (Figure 5.4c), with synthesis rates and processivities identical to a situation with Pol III* in solution and consistent with values reported previously (14, 203, 206, 208) (Figure 5.4d,e). Further, we observed photobleaching without recovery, consistent with the original, pre-assembled Pol III* remaining stably associated within the replisome. As further confirmation of the robustness of the pre-assembled replisome in the absence of competing polymerases and the easy displacement of Pol III* upon challenge, we initiate replication by pre-assembly of replisomes, normally supporting highly processive synthesis, and challenge them with Pol III core. The observation of a sharp reduction in processivity is consistent with the displacement of the Pol III* from the replication fork by the Pol III cores, which are unable to support coordinated leading and lagging strand synthesis (198) (Figure 5.20).
Figure 5.4: Rapid and frequent exchange of Pol III* is concentration dependent. (a) and (b) Kymographs of the distributions of red Pol III* (magenta) and green Pol III* (green) on an individual DNA molecule at a total Pol III* concentration of 6.7 (A) or 0.3 nM (B). Co-localization of the two signals is shown as a bright white fluorescent spot. (c) Kymograph of a pre-assembled replisome containing red Pol III*. The intensity of the signal from the replisomal spot decreases after a Pol III* is left behind. It subsequently bleaches and the signal does not recover. (d) Histograms of the processivity of replication with Pol III* present in solution (73 ± 25 kb) and under pre-assembly conditions (76 ± 26 kb), each fit with a single exponential decay function. (e) Histograms of the rates of replication with Pol III* present in solution (561 ± 27 bp s\(^{-1}\)) and under pre-assembly conditions (445 ± 33 bp s\(^{-1}\)), each fit to a Gaussian distribution. (f) Histograms of the stoichiometry of Pol III* at the replication fork, fit to four (6.7 nM) or three (0.3 nM) Gaussians centred at integral numbers of Pol III* calculated from single Pol III core intensities (Figure 5.15). The black lines represent the sums of these distributions. The errors represent the standard errors of the mean.

5.2.3 Quantification of exchange time of Pol III* in vitro

To quantify the concentration-dependent exchange times of Pol III* during coupled DNA replication, we performed in vitro single-molecule FRAP (fluorescence recovery after photobleaching) experiments. We visualized red Pol III* entering and leaving the replication fork at different concentrations using the same rolling-circle amplification scheme as described in Figure 5.1b. Instead of continuous imaging at constant laser power, we periodically bleached all Pol III* at the replication fork using a high laser power (Figure 5.5a). By bleaching the fluorescence signal of Pol III* complexes, we can monitor the recovery of the fluorescence signal as unbleached Pol III*s from solution exchange into the replisome (Figure 5.5b). We monitored the recovery of the fluorescence signal and calculated the average intensity after each FRAP pulse over time (Figure 5.5c).
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Figure 5.5: Quantification of Pol III* exchange time using single-molecule FRAP. (a) (Top Panel) Imaging sequence used during the FRAP experiments. Periodically, a FRAP pulse of high laser power was used to rapidly photobleach all the Pol III* in the field of view. (Bottom panel) A representative kymograph of red Pol III*s at the replication fork. After each FRAP pulse (indicated by the magenta line) all Pol III*s have bleached, but the fluorescence intensity recovers as unbleached Pol III*s exchange into the replisome. (b) Normalized intensity over time for an individual replisome in the presence of 3 nM Pol III* in solution. (c) The average intensity over time from 23 replisomes with 3 nM Pol III* in solution. (d) The three recovery phases in (c) were averaged again to give the final averaged normalized intensity over time after a FRAP pulse. This curve was then fit to provide a characteristic exchange time. This was done for four concentrations of Pol III* ranging from 13–0.03 nM. (e) Exchange time as a function of Pol III* concentration.

By measuring the single-molecule FRAP of Pol III* over a concentration series spanning four orders of magnitude and fitting the rate of signal recovery, we obtained the characteristic exchange time of Pol III* into active replisomes (Figure 5.5d). At a total Pol III* concentration of 13 nM, the fluorescence signal recovers rapidly (characteristic exchange time, $\tau = 1.85$ s), while at 30 pM the fluorescence signal is 20-fold slower to recover ($\tau = 42$ s). These observations are in agreement with our previous two-color experiments, indicating that the rate of exchange is dependent on Pol III* concentration.

5.2.4 Exchange of Pol III* complexes in live cells

Inspired by our observations of rapid exchange of Pol III* in vitro, we used in vivo single-molecule measurements to determine whether Pol III* exchange also occurs in live E. coli cells. We imaged cells in which the clamp loader and core
Polymerase exchange complexes were labeled at their C-termini with yellow and red fluorescent proteins, respectively (τ-YPet, ε-mKate2). As observed previously, these fusions remain fully functional (108) (Figure 5.16). These cells were immobilized on a (3-aminopropyl)triethoxysilane-treated coverslip and τ-YPet and ε-mKate2 foci were imaged simultaneously. Fluorescent proteins bound to large structures such as the nucleoid diffuse slowly and thus present in our images as diffraction-limited foci, whereas the signal from proteins freely diffusing through the cytosol blurs over the entire cell (110). To monitor exchange of polymerase molecules at replisomes, the fluorescence intensity of individual replication foci was tracked over time. We noticed that once the population of fluorescent molecules had become partially nonfluorescent by irreversible photobleaching, instances of synchronized intensity fluctuations of τ-YPet and ε-mKate2 within the replisome foci could be observed (Figure 5.6a). To determine whether these intensity fluctuations were truly correlated, i.e. whether they could be explained by the exchange of Pol III*, we used cross-correlation analysis, a powerful unbiased method that enables the calculation of (i) the extent of similarity between two fluctuating signals and (ii) at which timescales that similarity occurs. The average cross-correlation function calculated for 1210 foci in 480 cells showed a clear positive cross-correlation peak, consistent with synchronous exchange of τ-YPet and ε-mKate2 (Figure 5.5b, black line). To show that this peak arises due to protein dynamics, we fixed cells with formaldehyde to arrest all cellular processes and demonstrate the absence of a cross-correlation peak (Figure 5.6b, gray line). To eliminate the possibility of correlated intensity changes due to laser fluctuations, we calculated the cross-correlation function for random pairs of τ-YPet and ε-mKate2 within the same field of view. Also here, no cross-correlation peak was detected (Figure 5.6b, red line). Our experimental data cannot be explained by exchange of core only, the uncoupled exchange of both ε and τ, or even the complete absence of exchange (Figure 5.21). In support of Pol III* exchange, a positive cross-correlation peak can, however, be explained by simultaneous exchange of ε and τ (Figure 5.21). We then calculated the in vivo exchange time by fitting the cross-correlation function with an exponential decay. From this we found an exchange time of 4 ± 2 s (5.6C), consistent with measurements performed under similar experimental conditions (Beattie et al., 2017). Furthermore, the concentration of ε and τ was determined in the cell (Figure 5.17). Similarly to previous observations (108), we found under our experimental conditions a total concentration of 72 ± 3 nM of ε and 67 ± 5 nM of τ. Assuming all ε and τ form functional Pol III* complexes within the cell, these concentrations of ε and τ would correspond to ≈23 nM Pol III* per cell. These in vivo measurements are consistent with exchange times measured for the highest concentration of Pol III* in vitro (a few seconds at 13 nM). Given these observations, we conclude that Pol III* exchange occurs during coupled DNA replication in vivo.
Figure 5.6: Visualization of Pol III* exchange in vivo. (a) Left: image of $\tau$ (orange) and $\epsilon$ (blue) foci within a single E. coli cell, averaged over 40 s. Co-localization of the two signals is shown as a white spot. Middle: bright field image of the same cell. Right and below: fluorescence intensity of $\tau$ (orange) and $\epsilon$ (blue) over time. The trajectories are averaged using a 2-s moving average filter. (b) Averaged, normalized cross-correlation functions. The cross-correlation function of 1210 pairs of foci in living cells shows a clear positive peak (black line). The cross-correlation function for 297 pairs of foci in fixed cells (grey line) and the cross-correlation function of 1210 pairs of foci, randomized within the same field of view (red line) show no positive cross correlation. Cross-correlation functions have been vertically offset for clarity. (c) Exponential fit (red) to the cross-correlation function in (b). We obtained an exchange time scale of $\tau = 4 \pm 2$ s. The error represents the error of the fit.

5.3 Discussion

We conclude that the E. coli replisome strikes a balance between stability and plasticity. In the absence of Pol III* in solution, it retains its original polymerase and forms a highly stable complex resistant to dilution. In its presence, Pol III*
readily exchanges into the replisome at a rate that is dependent on its concentration. Such a concentration dependent dissociative mechanism seems counterintuitive, but can be rationalized through a complex protein–protein and protein–DNA interaction network controlled and maintained by multiple dynamic interactions. Under dilute conditions, transient disruption of any one of these interactions would be followed by its rapid re-formation, preventing dissociation. If, however, there are competing Pol III* in close proximity to the fork, one of these can bind at a transiently vacated binding site (e.g., on the \( \beta_2 \) sliding clamp or DnaB helicase) and consequently be at a sufficiently high local concentration to compete out the original Pol III* for binding to the other sites. Such concentration dependent exchange has recently been reported for other systems (50, 109, 137, 138, 209) and mathematically described by multisite competitive exchange mechanisms (140, 141). Further evidence for a multisite mechanism comes from comparison of the number of Pol III* in or near the replisome at different concentrations. We quantified the number of Pol III* at the replication fork in the in vitro experiments by normalizing the fluorescence intensity of the replosomal spot to the intensity of a single Pol III* (Figure 5.13). The peaks of the distributions are at one Pol III* per replisome (Figure 5.4F), consistent with in vivo observations (108). Nevertheless, we find that often more than one Pol III* is present in the replisome. As its concentration increases, the binding equilibria are pushed towards occupancy of all binding sites and more than one Pol III* is associated with the replisome. At lower concentrations, Pol III* still exchanges, but the average number of Pol III* is reduced. Our observation of Pol III* exchange in living cells shows that such a multisite exchange mechanism is a physiologically relevant pathway accessible to the replisome during coupled DNA replication. Such a mechanism may have direct implications to the mechanisms used by the replisome to deal with obstacles such as DNA damage and transcription. The ability for the replisome to rapidly exchange components in the presence of competing factors in a concentration-dependent manner could allow for components to be easily replaced from solution and provide frequent but limited access to other binding partners, such as translesion synthesis polymerases (142), without violating fundamental chemical and thermodynamic principles.

### 5.4 Materials and Methods

#### 5.4.1 Protein expression and purification

_E. coli_ DNA replication proteins were produced as described previously: the \( \beta_2 \) sliding clamp (210), SSB (211), the DnaB\(_6\)/(DnaC)\(_6\) helicase–loader complex (212), DnaG primase (213), the Pol III \( \tau_{n}\gamma(3n)\delta\delta'\chi\psi \) clamp loader (202) and Pol III \( \alpha\epsilon\theta \) core (202). Highly purified _E. coli_ Pol I and DNA ligase A were gifts of Yao Wang (214).
5.4.2 Expression plasmids

Construction of plasmid pBOB1 (encoding w.t. \( \alpha \)): The tac promoter plasmid pND517 contains the dnaE gene between a pair of BamHI restriction sites (215). In addition, the BamHI site following the gene overlaps with an Ncol site such that previous digestion with Ncol eliminates it. To incorporate an Ndel site at the start codon of dnaE, pND517 was used as template for PCR amplification of the 5′-portion of dnaE gene using primers 671 (5′-AAAAAGGATCTAAGGAGGGTTTGCAATATGTCTGAACCACGTTTC; the BamHI and Ndel sites are italicized, ribosome-binding sites are underlined) and 673 (5′-CGTTTGGCGATCTCAACGGGTG-3′). The PCR product (Fragment I; 522 bp) was isolated from an agarose gel following digestion with BamHI and XhoI. Next, pND517 was digested with Ncol, and the purified linearized product digested independently with XhoI to generate Fragment II (3063 bp) and with BamHI to yield Fragment III (5129 bp). Fragments I–III were ligated to yield pBOB1.

Construction of plasmid pJSL2197 (encoding SNAP-\( \alpha \)): A modified snap 26 b gene was amplified from pSNAP-tag(T7)-2 (New England Biolabs) by strand overlap PCR. In the first PCR, an NdeI site was incorporated at the start codon and an internal MluI site was removed by silent mutation using primers 728 (5′-AAAAAAAACATATGGACAAAGATTGCGAA) and 729 (5′-TGAAAATAGGCGTTCAGCGCGGTCGCC), yielding Fragment I. A second PCR used primers 730 (5′-TGGCTGAACGCCTATTTTCATCAGCGGAAGC) and 732 (5′-AAAAAGGATCCGATAGAGCCAGACTCACGCGTCCAGACCGGG-3′) to generate Fragment II, removing the TGA stop codon and incorporating a sequence encoding a flexible peptide linker (sequence: TRESGSIGS (216)) flanked by MluI and BamHI sites at the 3′ end of snap26b\( \Delta \). Equimolar amounts of isolated Fragments I and II were then used as templates for PCR with the outside primers 728 and 732 to generate a product that was digested with Ndel and BamHI and isolated from a gel. This fragment was ligated with the 502 bp BamHI–XhoI fragment of pKO1479wt (217) encoding the N-terminal segment of \( \alpha \) and the large Ndel–Xhol fragment of pBOB1, encoding the remainder of \( \alpha \), to generate pJSL2197, which directs overproduction of SNAP-\( \alpha \). Plasmid constructions were confirmed by nucleotide sequence determination.

5.4.3 Expression and purification of SNAP-\( \alpha \)

An affinity resin for purification of full-length (unproteolysed) \( \alpha \) was prepared by conjugation of biotinylated \( \tau_C \)16 (\( \alpha \)-binding domain V of \( \tau \)) (205) to high-capacity streptavidin-agarose (Pierce Biotechnology). Biotinylated \( \tau_C \)16 (15 ml; 12 mg) was added dropwise with gentle stirring into a suspension of 6 ml of resin in 11 ml of 50 mM Tris–HCl pH 7.6, 2 mM dithiothreitol, 1 mM EDTA, 50 mM NaCl at 6°C over 20 min. Unconjugated streptavidin-agarose resin (2 ml) was added to a column and allowed to settle, then the suspension of \( \tau_C \)16-conjugated resin was poured over it. The column (1 x 10 cm) was then washed with 150 ml of 50 mM Tris–HCl pH 7.6, 2 mM dithiothreitol, 1 mM EDTA, 50 mM NaCl and stored at 4°C in 50 mM Tris–HCl, 5 mM dithiothreitol, 1 mM EDTA, 50 mM NaCl, 0.03% NaN3. E. coli strain BL21(\( \lambda \)DE3)recA/pJSL2197 was grown at 30°C in LB medium sup-
plemented with thymine (25 mg l\(^{-1}\)) and ampicillin (100 mg l\(^{-1}\)). Upon growth to \(A_{600} = 0.6\), 1 mM isopropyl-\(\beta\)-D-thiogalactoside (IPTG) was added and cultures were shaken for a further 3.5 h, then chilled in ice. Cells (30 g from 6 l of culture) were harvested by centrifugation, frozen in liquid \(N_2\) and stored at -80\(^\circ\)C. After thawing, cells were lysed and SNAP-\(\alpha\) was purified through Fraction IV essentially as described for wild-type \(\alpha\) (215). Fraction IV (50 ml) was dialysed against two changes of 2 l of buffer \(C\) \(\alpha\) (25 mM Tris–HCl pH 7.6, 2 mM dithiothreitol, 1 mM EDTA, 10\% (v/v) glycerol) and applied at 1 ml min\(^{-1}\) onto a column (2.5 \(\times\) 12 cm) of heparin-Sepharose (215) that had been equilibrated with buffer \(C\)\(\alpha\). The column was washed with 30 ml of buffer \(C\)\(\alpha\) and proteins were eluted using a linear gradient (150 ml) of 0–400 mM NaCl in buffer \(C\)\(\alpha\). SNAP-\(\alpha\) eluted as a single peak at \(~40\) mM NaCl. Fractions were collected and pooled to yield Fraction V, which was applied directly at 1 ml min\(^{-1}\) onto the column of \(\tau\)C16-agarose affinity resin that had been equilibrated in buffer \(D\)\(\alpha\) (50 mM Tris–HCl pH 7.6, 10 mM dithiothreitol, 1 mM EDTA, 5\% (v/v) glycerol) containing 20 mM MgCl\(_2\). After the column had been washed with 15 ml of buffer \(D\)\(\alpha\) + 0.6 M MgCl\(_2\) and unbound proteins had been washed away, SNAP-\(\alpha\) was eluted using a linear gradient (20 ml) of 0.6–4.0 M MgCl\(_2\) in buffer \(D\)\(\alpha\). SNAP-\(\alpha\) eluted as a single peak at \(~2.8\) M MgCl\(_2\) (Figure 5.7). Fractions under the peak were immediately pooled and dialysed against two changes of 2 l of buffer \(E\)\(\alpha\) (50 mM Tris–HCl pH 7.6, 1 mM EDTA, 3 mM dithiothreitol, 100 mM NaCl, 20\% (v/v) glycerol) to give Fraction VI (40 ml, containing 68 mg of protein; Figure 5.7). Aliquots were frozen in liquid \(N_2\) and stored at -80\(^\circ\)C.

![Figure 5.7: Separation of proteolytic fragments of SNAP-\(\alpha\) from full-length SNAP-\(\alpha\). (a) SDS-PAGE of final fraction from the \(\tau\)C16 affinity chromatography, pooled from successive samples from the peak in the chromatography profile in (b).](image-url)
5.4.4 Fluorescent labeling of SNAP-α

Two different fluorescent probes, SNAP-Surface 649 (red) and SNAP-Surface Alexa Fluor 488 (green; New England Biolabs), were used to label SNAP-α. All labeling reactions were carried out using a 2-fold molar excess of dye with 27 µM SNAP-α in 1 ml of 50 mM Tris–HCl pH 7.6, 2 mM dithiothreitol, 100 mM NaCl, 5% (v/v) glycerol (buffer Fα) for 2 h at 23°C, followed by 6°C overnight with gentle rotation. Following the coupling, the reaction mixture was supplemented with 1 mM EDTA and excess dye was removed by gel filtration at 1 ml min⁻¹ through a column (1.5 Å 10 cm) of Sephadex G-25 (GE Healthcare) in buffer Fα + 1 mM EDTA. Fractions containing the labeled SNAP-α were pooled and dialysed against 2 l of buffer Eα, frozen in liquid N₂, and stored in aliquots at –80°C. The degree of labeling was measured to be 90% for SNAP-α649 and 83% for SNAP-α488 by UV/vis spectrophotometry.

5.4.5 Ensemble strand-displacement DNA replication assays

The flap-primed ssDNA template was made as previously described (212). Conditions for the standard coupled strand extension and Pol III strand-displacement (SD) reaction were adapted from described methods (212). Briefly, reactions contained 2.5 nM primed DNA template, 1 mM ATP, 0.5 mM of each dNTP, 30 nM τδδ′χψ, 150 nM Pol III (wild-type or SNAP-labeled), 200 nM β₂ and 800 nM SSB₄ in 25 mM Tris–HCl pH 7.6, 10 mM MgCl₂, 10 mM dithiothreitol and 130 mM NaCl, in a final volume of 13 µl. Components (except DNA) were mixed and treated at room temperature, then cooled in ice for 5 min before addition of DNA. Reactions were initiated at 30°C, and quenched at time points by addition of EDTA to ~100 mM and SDS to ~1%. Products were separated by agarose gel electrophoresis and stained with SYBR-Gold (Invitrogen) (Figure 5.8a).

5.4.6 Ensemble leading and lagging strand DNA replication assays

Coupled leading and lagging strand DNA synthesis reactions were set up in replication buffer (25 mM Tris–HCl pH 7.9, 50 mM potassium glutamate, 10 mM Mg(OAc)₂, 40 µg/ml BSA, 0.1 mM EDTA and 5 mM dithiothreitol) and contained 1.5 nM of a 2-kb circular dsDNA template, 1 mM ATP, 250 µM CTP, GTP, and UTP, and 50 µM dCTP, dGTP, dATP, and dTTP, 6.7 nM wild-type or SNAP-labeled Pol III*, 30 nM β₂, 300 nM DnaG, 100 nM SSB₄, and 30 nM DnaB₆(DnaC)₆ in a final volume of 12 µl. Components (except DNA) were mixed and treated at room temperature, cooled in ice for 5 min before addition of DNA. Reactions were initiated at 30°C, and quenched after 30 min by addition of 7 µl 0.5 M EDTA and 6 µl DNA loading dye (6 mM EDTA, 300 mM NaOH, 0.25% (v/v) bromocresol green, 0.25% (v/v) xylene cyanol FF, 30% (v/v) glycerol). The quenched mixtures were loaded into a 0.6% (w/v) agarose gel in alkaline running buffer (50 mM NaOH, 1 mM EDTA). Products were separated by agarose gel electrophoresis at 14 V for 14 h. The gel was then neutralized in 1 M Tris–HCl, pH 7.6, 1.5 M NaCl and stained with SYBR Gold. Okazaki fragment length distribution was calculated by
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(a) Image of gel showing mobility of DNA fragments over time with different polymerases.

(b) Graph showing normalized intensity vs. length for different polymerase treatments.
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normalizing the intensity as a function of DNA length (Figure 5.8b). Conditions for testing the stability of the \( \alpha - \tau \) interaction in Pol III* during replication were performed as above with modifications. First, 125 \( \mu \)g streptavidin-coupled magnetic beads (Invitrogen) were washed and equilibrated in replication buffer containing 200 \( \mu \)M AMP-PNP (replication buffer B). DnaB\(_6\)(DnaC)\(_6\) was first loaded at the fork by incubation of 7.5 nM rolling-circle DNA and 75 nM DnaB\(_6\)(DnaC)\(_6\) (reaction A) at 37°C for 5 min in replication buffer B (40 \( \mu \)l), before being immobilized on streptavidin-coupled magnetic beads for 30 min at room temperature (reaction B). Unbound DNA was removed by washing reaction B three times in 200 \( \mu \)l replication buffer B. Replication was initiated by resuspending reaction B in replication buffer containing 1.25 mM ATP, 250 \( \mu \)M CTP, GTP and UTP, 200 \( \mu \)M dCTP, dGTP, dATP and dTTP, 3.35 nM each of red and green labeled Pol III, 200 nM \( \beta \), 300 nM DnaG, 50 nM SSB\(_4\), and 30 nM DnaB\(_6\)(DnaC)\(_6\), and allowed to proceed for 20 min at 37°C. Reactions were quenched with 2.1 \( \mu \)l 2.5 M NaCl and 5 \( \mu \)l 0.5 M EDTA. Following quenching, the supernatant was removed, diluted 100-fold in replication buffer then imaged on the surface of a coverslip at the single-molecule level. The remaining DNA products coupled to the beads were washed three times in replication buffer, then resuspended in replication buffer (23 \( \mu \)l) and 7 \( \mu \)l DNA loading dye then heated to 70°C for 5 min. The DNA was loaded onto the alkaline agarose gel, which was run under the same conditions as before (Figure 5.9).

---

**Figure 5.8 (preceding page):** Comparison of activities of wild-type and SNAP-labeled Pol III cores. (a) Agarose gel of products of Pol III strand-displacement (SD) DNA synthesis, a demanding assay for Pol III* activity (212). The time course of flap-primer extension on M13 ssDNA depicts products larger than unit length of dsDNA (TFII) products generated by SD DNA synthesis. (b) Alkaline agarose gel of coupled DNA replication. Reactions were performed on a 2-kb circular dsDNA template with wild-type (WT) Pol III*, WT Pol III* + SYTOX Orange, red SNAP-labeled Pol III*, and green SNAP-labeled Pol III*. (Left panel) The gel was stained with SYBR-Gold. (Right panel)Intensity profiles of lanes 2–5 of the left panel. The Okazaki fragment size distribution is centred at 1.3 ± 0.4 kb. Intensity profiles have been corrected for the difference in intensity of different size fragments using the ladder as a standard.
Figure 5.9: Alkaline gel showing leading- and lagging-strand products using pre-assembled red and green Pol III*’s. Reactions were performed on a 2-kb circular dsDNA template without dNTPs (lanes 1 and 2) and with dNTPs (lane 3). Lane 3 shows long leading strand and shorter lagging strand products are generated after 20 min; the leading strand products remain bound to beads in the well. The gel was stained with SYBR-Gold.

5.4.7 In vitro single-molecule rolling-circle DNA replication assay

To construct the rolling circle template (14), a 66-mer 5′-biotin-T36AATTC GTAATCATGGTCATAGCTGTTTC-3′ (IDT) was annealed to M13 mp18 ssDNA (NEB) in TBS buffer (40 mM Tris–HCl pH 7.5, 10 mM MgCl2, 50 mM NaCl) at 65°C. The primed M13 was then extended by adding 64 nM T7 polymerase gp5 (New England Biolabs) in 40 mM Tris–HCl pH 7.6, 50 mM potassium glutamate, 10 mM MgCl2, 100 µg ml⁻¹ BSA, 5 mM dithiothreitol and 600 µM dCTP, dGTP, dATP and dTTP at 37°C for 60 min. The reaction was quenched with 100 mM 72

Figure 5.10: Schematic overview of the single-molecule fluorescence microscope. Laser light of a specific wavelength is coupled into the microscope objective. The fluorescence signal from the sample is detected with a EMCCD or sCMOS camera. (Inset) Micro-fluidic flow cell schematic. A PDMS lid containing three flow chambers is placed on top of a PEG-biotin-functionalized microscope coverslip. Tubing is inserted into 1 mm holes in the PDMS.
EDTA and the DNA was purified using a PCR Purification Kit (Qiagen). Microfluidic flow cells were prepared as described (51). Briefly, a PDMS flow chamber was placed on top of a PEG-biotin-functionalized microscope coverslip (Supplementary Figure 5.10 inset). To help prevent non-specific interactions of proteins and DNA with the surface, the chamber was blocked with buffer containing 20 mM Tris–HCl pH 7.5, 2 mM EDTA, 50 mM NaCl, 0.2 mg/ml BSA, and 0.005% Tween-20. The chamber was placed on an inverted microscope (Nikon Eclipse Ti-E) with a CFI Apo TIRF 100x oil-immersion TIRF objective (NA 1.49, Nikon) and connected to a syringe pump (Adelab Scientific) for flow of buffer. Conditions for coupled DNA replication under continuous presence of all proteins were adapted from previously described methods (14, 202). Briefly, 30 nM DnaB6(DnaC)6 was incubated with 1.5 nM biotinylated ds M13 substrate in replication buffer (25 mM Tris–HCl pH 7.9, 50 mM potassium glutamate, 10 mM Mg(OAc)2, 40 μg ml−1 BSA, 0.1 mM EDTA and 5 mM dithiothreitol) with 1 mM ATP at 37°C for 30 s. This mixture was loaded into the flow cell at 100 μl min−1 for 40 s and then at 10 μl min−1. An imaging buffer was made with 1 mM UV-aged Trolox, 0.8% (w/v) glucose, 0.12 mg ml−1 glucose oxidase, and 0.012 mg ml−1 catalase (to increase the lifetime of the fluorophores and reduce blinking), 1 mM ATP, 250 μM CTP, GTP, and UTP, and 50 μM dCTP, dGTP, dATP, and dTTP in replication buffer. Pol III* was assembled in situ by incubating τδδ′ψ (410 nM) and SNAP-labeled Pol III cores (1.2 μM) in imaging buffer at 37°C for 90 s.

Figure 5.11: Representative field of view of SYTOX Orange-stained dsDNA from the single-molecule rolling-circle DNA replication assay. (a) Efficient DNA replication proceeds in the presence of the full complement of replication reaction mix, including the reconstituted E. coli replisome, NTPs and dNTPs. Note both the length and number of products. (b) No DNA products are evident in the entire flow cell in the absence of dNTPs from the replication reaction mix. Note some rolling-circle templates become linearized due to photodamage, visible as lines shorter than 7 kb (2.1 μm).

Replication was initiated by flowing in the imaging buffer containing 6.7 nM Pol III* (unless specified otherwise), 30 nM β2, 300 nM DnaG, 250 nM SSB4, and 30
nM DnaB₆(DnaC)₆ at 10 µl min⁻¹. Reactions were carried out 31°C, maintained by an electrically heated chamber (Okolab). Double-stranded DNA was visualized in real time by staining it with 150 nM SYTOX Orange (Invitrogen) excited by a 568-nm laser (Coherent, Sapphire 568-200 CW) at 150 µW cm⁻² (Figures 5.10 and 5.11). The red and green Pol III* were excited at 700 mW cm⁻² with 647 nm (Coherent, Obis 647-100 CW) and 488 nm (Coherent, Sapphire 488-200 CW) lasers, respectively (Figures 5.12 and 5.19). The signals were separated via dichroic mirrors and appropriate filter sets (Chroma). Imaging was done with either an EMCCD (Photometrics, Evolve 512 Delta) or sCMOS camera (Andor, Zyla 4.2). The analysis was done with ImageJ using in-house built plugins. The rate of replication of a single molecule was obtained from its trajectory and calculated for each segment that has constant slope. Conditions for the pre-assembly replication reactions were adapted from published methods (136, 204). Solution 1 was prepared as 30 nM DnaB₆(DnaC)₆, 1.5 nM biotinylated ds M13 substrate and 1 mM ATP in replication buffer. This was incubated at 37°C for 3 min. Solution 2 contained 60 µM dCTP and dGTP, 6.7 nM red Pol III*, and 74 nM β₂ in replication buffer (without dATP and dTTP). Solution 2 was added to an equal volume of solution 1 and incubated for 6 min at 37°C. This was then loaded onto the flow cell at 100 µl min⁻¹ for 1 min and then 10 µl min⁻¹ for 10 min. The flow cell was washed with replication buffer containing 60 µM dCTP and dGTP. Replication was finally initiated by flowing in the imaging buffer containing 50 nM β₂, 300 nM DnaG and 250 nM SSB₄ at 10 µl min⁻¹.

5.4.8 Measurement of the stoichiometry of Pol III* at the replisome.

The average intensity of a single labeled Pol III core (6 pM) was calculated by immobilization on the surface of a cleaned microscope coverslip in imaging buffer. The imaging was under the same conditions as used during the single-molecule
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rolling-circle experiments. Using ImageJ with in-house built plugins, we calculated the integrated intensity for every Pol III core in a field of view after applying a local background subtraction. The histograms obtained were fit with a Gaussian distribution function using MATLAB 2014b, to give a mean intensity of $5100 \pm 2000$ for the red Pol III core and $1600 \pm 700$ for the green Pol III core (Figure 5.13).

![Figure 5.13: Histograms of the intensity distribution of single Pol III cores. The histograms are fit with Gaussian distribution functions to give a mean intensity of $5100 \pm 2000$ for the red Pol III core and $1600 \pm 700$ for the green Pol III core. The errors represent the standard errors of the mean.](image)

To measure the intensity of the fluorescent spot at the replication fork, we tracked its position and integrated the intensity for both colors simultaneously over time. Given there is no decay in fluorescence intensity of labeled Pol III cores as a function of DNA length under near-TIRF imaging conditions during DNA replication (Figure 5.14), we calculated the total number of Pol III*’s at every time point during coupled DNA replication by dividing these intensities by the intensity of a single Pol III*. Subsequent histograms were fit to four (6.7 nM) or three (0.3 nM) Gaussians centred at integral numbers of Pol III* (Figure 5.15) using MATLAB 2014b.

![Figure 5.14: Fluorescence intensity of replicating Pol III* complexes does not change at longer DNA lengths under near-TIRF imaging conditions. The fluorescence intensity of labeled Pol III* complexes does not change as a function of DNA length during single-molecule rolling-circle DNA replication under constant flow. The errors represent the standard deviation.](image)
Figure 5.15: Histograms of the stoichiometry of Pol III* at the replication fork. (a) Intensity distribution at 6.7 nM Pol III* and (b), intensity distribution at 0.3 nM Pol III*. The histograms are fit with either four (6.7 nM) or three (0.3 nM) Gaussian distribution functions centred at integral numbers of Pol III*.

5.4.9 Fluorescent chromosomal fusions.

The strain EAW192 (dnaQ-mKate2) was constructed using a modified version of the λ RED recombination system (218), introducing a mutant FRT–KanR–wtFRT cassette. To select for recombinants, cells were plated on LB-agar supplemented with 40 µg ml\(^{-1}\) of kanamycin and grown over-night. Kanamycin-resistant strains were further screened for ampicillin sensitivity, to ensure that cells had been cured of the λ RED plasmid pKD46. The two-color strain EAW203 (dnaX-YPet, dnaQ-mKate2) was constructed by P1 transduction. JJC5945 cells (dnaX-YPet) (110) were treated with pLH29 (218) first to remove existing KanR markers, then infected with P1 grown on EAW192 (dnaQ-mKate2) cells. Positive transductants were isolated by selecting for kanamycin resistance.

5.4.10 Growth rates of fluorescent chromosomal fusions.

Single colonies of wild-type *E. coli* MG1655 and derivatives containing the C-terminal chromosomal dnaQ and dnaX fusions were used to inoculate 5 ml of LB broth (with 34 µg mL\(^{-1}\) kanamycin, if required) and grown at 37°C with shaking overnight. LB broth (100 ml) was inoculated with 1.0 · 10\(^5\) cells ml\(^{-1}\) from overnight cultures. Subsequent growth of each strain was monitored at 37°C with shaking by determining OD\(_{600}\) every 30 min for 9.5 h. The doubly labeled dnaX-YPet dnaQ-mKate2 cells grew only slightly slower than wild-type cells (division time = 33 ± 4 min cf. 33 ± 8 min) (Figure 5.16), indicating that labeling the ε and τ components of the replisome does not significantly disrupt DNA replication.
5.4.11 In vivo single-molecule visualization assays.

The cells were grown at 37°C in EZ rich defined medium (Teknova) that included 0.2% (w/v) glucose. For imaging, a PDMS well was placed on top of a coverslip that was functionalized with 3-aminopropyl triethoxy silane (BioScientific) (110). The cells were immobilized on the surface of the well, which was then placed on the heated stage (Okolab) of the microscope. Imaging was done at 37°C. The \( \tau \)-YPet and \( \epsilon \)-mKate2 were excited at 0.03 mW cm\(^{-2}\) with 514 nm (Coherent, Sapphire 514-150 CW) and 3 W cm\(^{-2}\) with 568 nm (Coherent, Sapphire 568-200 CW) lasers, respectively. The signals were separated via a beam splitter (Photometrics, DV\( \Lambda \) Multichannel Imaging System) and appropriate filter sets (Chroma). Imaging was done with an EMCCD camera (Photometrics, Evolve Delta). The image processing was done with ImageJ using in-house built plugins. The concentrations for \( \epsilon \) and \( \tau \) were determined as described (110) by measuring the total fluorescence within each cell and dividing by the mean intensity of a single molecule. To measure the total fluorescence, we first imaged 141 wild-type MG1655 cells to determine the cellular autofluorescence (Figure 5.17A). We found the autofluorescence to be constant for the duration of our measurements. We then imaged 273 \( \tau \)-YPet, \( \epsilon \)-mKate2 cells in 20 fields of view. The background fluorescence from the microscope coverslip was determined by fitting the photobleaching per field of view with a single-exponential decay (Figure 5.17B). The mean cellular intensities were corrected for the background and cellular autofluorescence. We then fitted individual cell photobleaching curves to obtain the amplitudes (Figure 5.17c). To find the intensity of a single-molecule photobleaching trajectories of single foci were determined. The \( \epsilon \) and \( \tau \) foci were identified by making average projections of movies. The intensity over time trajectories for each focus as it photobleached was measured. Next, the local background fluorescence around each focus was subtracted. Trajectories showed step-wise intensity transitions corresponding to photobleaching of single fluorescent molecules (Figure 5.17d inset).
Figure 5.17: Measurement of concentrations of $\epsilon$ and $\tau$ in live cells. (a) Mean fluorescence signal during photobleaching of wild-type MG1655. (b) Bleaching of the coverslip background signal within a single field of view. (c) Bleaching of $\epsilon$-mKate2 fluorescence within a single cell, corrected for the cellular autofluorescence (a) and the background fluorescence of the coverslip (b). This was fit with a single exponential decay (black line) to determine the maximum intensity. (d) Histogram of the single-molecule intensities obtained from the change-point step-fitting algorithm (inset). This was fit to a Gaussian distribution to find the mean intensity of a single mKate2 molecule.

These transitions were fit by change-point analysis (189), (52). A histogram of the step sizes, showed a relatively narrow distribution (Figure 5.17). We found the mean intensity of a single molecule by fitting with a Gaussian distribution. These were $158 \pm 2$ for $\epsilon$ and $130 \pm 5$ for $\tau$ (mean ± s.e.m). To find the total fluorescence intensity per cell, the mean cell intensity was multiplied by the area of the cell. This was then divided by the single-molecule intensity. It was determined that there are $104 \pm 3$ copies of $\epsilon$ and $96 \pm 6$ copies of $\tau$ per cell. This corresponds to a concentration of $72 \pm 3$ nM for $\epsilon$ and $67 \pm 5$ nM for $\tau$. If we assume that all $\epsilon$ and $\tau$ are part of a Pol III* complex this tells us that there is 23 nM Pol III* in the cell. The intensities of the foci were measured by integrating the intensity of the peak and subtracting the mean local background intensity. The average cross-correlation functions were calculated using MATLAB 2014b (Mathworks). The cross-correlation was fit with an exponential decay and gave a characteristic time scale of $4 \pm 2$ s (mean ± error of the fit) 5.6.
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Figure 5.18: Pol III* complexes of mixed Pol III core composition show co-localization. (Right) Red and green Pol III cores are mixed before adding the CLC (30 nM Pol III core and 10 nM τ3-CLC). Pol III* is formed by treatment at 37°C for 15 min. Complexes are then allowed to equilibrate for 1 hour at 37°C prior to dilution to 6 pM for imaging. (Left) Red and green Pol III cores co-localize (white spots). White scale bar represents 5 µm.

Figure 5.19: Example kymographs. Kymographs of the distributions of red Pol III* (magenta) and green Pol III* (green) on individual DNA molecules at a total Pol III* concentration of 6.7 (a–c) or 0.3 nM (d–f). Co-localization of the two signals is shown as a white fluorescent spot.
Figure 5.20: Histograms comparing pre-assembly conditions with chasing with Pol III core. Histograms for conditions with pre-assembled replisomes (no polymerases in solution) (76 ± 26 kb) and under conditions where pre-assembled replisomes are challenged with 10 nM Pol III core (3.5 ± 0.6 kb), each fit with a single exponential decay function. The data show that actively replicating Pol III* can be easily displaced when challenged with entities that bind to the replisome, but cannot support coordinated leading and lagging strand synthesis. The errors represent the errors to the fit.

Figure 5.21: Cross-correlation analysis of simulated intensity trajectories for pairs of ϵ and τ foci. Individual intensity trajectories for 300 ϵ and τ foci were simulated in MATLAB 2014b. The simulation allows us to set $k_{on}$ and $k_{off}$ (in units of frames⁻¹) for ϵ exchanging into Pol III*, and $k_{on}$ and $k_{off}$ for Pol III* exchanging into the replisome. By changing these rate constants we can simulate different exchange mechanisms. The black line represents the average cross-correlation function for Pol III* exchange (both ϵ and τ). Here $k_{on}$ and $k_{off}$ for Pol III* were set to 0.01 and the rate constants for ϵ were set to $k_{on} = 1$ and $k_{off} = 1$ to simulate stable binding of core to Pol III*. A clear positive peak can be seen. The green line represents the average cross-correlation function for simulated trajectories without any exchange. Here $k_{on} = 1$ and $k_{off} = 1$ for all rate constants, to simulate stable binding to the replisome. In this case there is no positive cross correlation. The grey line represents the average cross-correlation function for core exchange. In this case $k_{on} = 1$ and $k_{off} = 1$ for Pol III* and $k_{on}$ and $k_{off}$ for ϵ were set to 0.01. Again, we do not observe a positive cross correlation. Cross-correlation functions have been vertically offset for clarity.
Single-molecule visualization of SSB dynamics shows a competition between an internal-transfer mechanism and external exchange.
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Single-stranded DNA-binding proteins (SSBs) are integral to DNA replication by protecting single-stranded DNA (ssDNA) from nucleolytic attacks, preventing intra-strand pairing events, and playing many other regulatory roles within the replisome. Recent developments in single-molecule approaches have led to a picture of the replisome that is much more dynamic in how the complex retains or recycles protein components. Here we use *in vivo* and *in vitro* single-molecule fluorescence imaging to show that the replisome does not exclusively recruit new SSBs from solution to coat newly formed single-stranded DNA on the lagging strand, but is also able to recycle SSBs from one Okazaki fragment to the next. We show that this internal transfer mechanism is balanced with recruitment from solution in a manner that is concentration dependent. By visualizing SSB dynamics in life cells, we show that both internal transfer and external exchange mechanisms are physiologically relevant.

*I carried out and analysed all in vitro and in vivo single-molecule experiments and drafted the manuscript.*
6.1 Introduction

Almost all processes associated with DNA metabolism involve the generation of single-stranded DNA (ssDNA). As a transient species to be reconverted into more stable dsDNA, ssDNA acts as a substrate for a large number of pathways. A key protein in the initial steps of ssDNA processing is the Single-Stranded DNA-binding protein (SSB), a protein that coats naked ssDNA and thus protecting it from nucleolytic attacks and preventing intra-strand pairing events such as hairpin formation. Further, it plays a critical role in the organization of protein-protein and protein-DNA interactions within the replisome, the protein machinery responsible for DNA replication (31,32,219,220).

In *Escherichia coli* (E. coli), SSB is a stable homotetramer with each 18.9-kDa subunit consisting of 177 amino acids and separated into two distinct domains (221). The N-terminal domain (112 residues) forms an oligonucleotide-binding (OB) fold responsible for ssDNA binding (33). The C-terminal residues form a highly conserved acidic tail, which serves as an interaction site to many binding partners (31,32,35,222). Through its four ssDNA-binding domains, SSB can bind to ssDNA in different modes depending on the concentration of cations and the SSB/ssDNA stoichiometry (223). The prevalent binding modes as observed in *in vitro* studies are the SSB$_{65}$, and SSB$_{35}$ forms, corresponding to the binding of 65 and 35 nucleotides to each individual SSB tetramer, respectively (Figure 6.1b, left) (34). In the SSB$_{65}$ mode, favored by moderately high salt concentrations (37), all four ssDNA-binding sites are bound to ssDNA. In the SSB35 binding mode (favored in low salt concentrations (224)), however, only two ssDNA-binding sites are occupied (Figure 6.1B, right) (33).

During DNA replication, ssDNA is produced when the helicase unwinds the parental double-stranded DNA (dsDNA). On one of the ssDNA daughter strands, the leading strand, new DNA is synthesized continuously by a copy of the DNA Polymerase III (Pol III) core closely tracking and traveling in the same direction as the helicase (Figure 6.1A), thereby minimizing the amount of time ssDNA is exposed. On the other strand, the lagging strand, DNA is synthesized discontinuously. Due to the opposite polarities of the two DNA strands and the inability of polymerases to synthesize in both direction, the Pol III core on the lagging strand synthesizes DNA in a direction opposite to that of the moving fork (6,225). As a result, stretches of ssDNA are generated on the lagging strand that are not converted into dsDNA until the next Okazaki fragment is primed and synthesized. During the period these stretches of ssDNA are exposed, SSB is bound to them to prevent formation of secondary structure and nucleolytic digestion. As new DNA is synthesized on the lagging strand, SSB has to be displaced, likely through an interaction of the C-terminal tail of SSB with the $\chi$ subunit of the Pol III complex (226,227).

Biochemical studies performed in the last decades suggest two different models of the dynamics of SSB binding to and dissociating from ssDNA within the
replication complex. In the first model, newly exposed ssDNA is bound by SSBs from the cytosol. It has been shown that SSB binds to free ssDNA in a fast diffusion-controlled process (38, 228). With the estimated in vivo SSB concentrations of 300–600nM (16, 221, 229–231), such a rapid binding process would give rise to an efficient coating of newly exposed ssDNA within milliseconds. In this model, subsequent displacement of SSB during filling in of the gap by the lagging-strand Pol III core will cause the SSB to diffuse back into the cytosol.

In an alternative model, SSB is effectively recycled within the replisome through an internal-transfer mechanism. Using Surface Plasmon Resonance (SPR) and nano-electrospray ionization mass spectrometry (nano-ESI-MS), it was shown that the SSB mode supports transfer of SSB tetramers between discrete oligonucleotides. (211). The timescales observed in stopped-flow experiments demonstrate similar behavior, suggesting that transfer occurs without proceeding through a protein intermediate that is free from DNA. Instead, transfer involves a transiently paired intermediate during which SSB is 'handed' from the first to the second ssDNA while going through a state in which the tetramer is bound to two strands simultaneously (Figure 6.1B, right) (38). These observations have led to speculations on the existence of a direct-transfer or internal-transfer mechanism, in which transfer of SSBs could occur from in front of the Pol III to newly exposed ssDNA behind the helicase (Figure 6.1a). The biochemical studies that have led to the kinetic detail supporting these models have been performed on short oligonucleotides, outside the context of active replisomes. While they have provided invaluable insight into the basic molecular mechanisms underlying the interactions between SSB and ssDNA, they have been unable to directly visualize the dynamic behaviour of SSB within the replisome. As a result, it is unknown how the replication machinery recruits SSB and whether it may retain it during multiple cycles of Okazaki-fragment synthesis. It is unclear whether the approximately 1,000 copies of SSB available within the cell (16, 221, 229–231) are sufficient to support rapid coating of all ssDNA during fast growth, with up to 12 replisomes active simultaneously (232), or whether internal recycling mechanisms are operative that enable a replisome to maintain its own local pool of SSBs.

We report here the use single-molecule fluorescence imaging to visualize the dynamics of SSB during active DNA replication, both in vitro in a reconstituted replication reaction and inside living bacterial cells. We rely here on the strength of the single-molecule approach to visualize transient intermediates and acquire detailed kinetic information that would otherwise be hidden by the averaging nature of ensemble measurements (186,233–235). Particularly, we show that SSB is recycled within the replisome on time scales corresponding to the synthesis of multiple Okazaki fragments, verifying the existence of a mechanism that uses internal transfer to retain SSBs at the fork. At higher SSB concentrations, however, we see that this mechanism is in competition with external exchange to and from solution. Using in vivo single-molecule imaging, we show that both processes occur at the replication fork. Our observations suggest that the interactions control-
ling association and dissociation of SSB within the replisome provide a balance between plasticity and stability, enabling rapid exchange of protein factors while ensuring stability in the absence of available factors in the cellular environment.

Figure 6.1: E. coli replisome (a) Schematic representation of the organization of the E. coli replication fork. The DnaB helicase encircles the lagging strand, facilitates unwinding of dsDNA through ATP hydrolysis, and recruits DnaG primase for synthesis of RNA primers that initiate synthesis of 1–2 kb Okazaki fragments on the lagging strand. The Pol III holoenzyme (HE) uses the ssDNA of both strands as a template for coupled, simultaneous synthesis of a pair of new DNA duplex molecules. The β2 sliding clamp confers high processivity on the Pol III HE by tethering the αϵθ Pol III core onto the DNA. The clamp loader complex (CLC) assembles the β2 clamp onto RNA primer junctions. Up to three Pol III cores interact with the CLC through its τ subunits to form the Pol III* complex, and the τ subunits also interact with DnaB, thus coupling the Pol III HE to the helicase. The ssDNA extruded from the DnaB helicase is protected by SSB. (15, 236) (b) Different DNA-binding modes of SSB. In the SSB65 mode all four OB domains are bound to DNA (left). In the SSB35 mode only two DNA-binding sites are occupied. The observation of transfer of SSB between discrete oligos in this mode, suggests a possible internal-transfer mechanism.

6.2 Results

6.2.1 Vizualisation of SSB in vitro

We use a single-molecule fluorescence imaging approach to directly visualize DNA replication in real time and monitor the dynamics of SSB at the replication
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fork. We performed single-molecule rolling-circle assays, a method that provides information on the rate of production of new DNA by individual replisomes (14) while simultaneously enabling the visualization of fluorescently labeled replisome components (50, 236). A 5′-flap within a 3.0-kb double-stranded (ds) circular DNA substrate is anchored to the surface of a microfluidic flow cell (Figure 6.2a). Replication is initiated by introducing a laminar flow of buffer, containing the minimal set of 12 replication proteins required for coupled leading- and lagging-strand synthesis (Figure 6.1a). Replicosomes will assemble onto the fork structure within the circle and initiate unwinding and synthesis (14, 202). As replication proceeds, the newly synthesized leading strand becomes part of the circle to then act as a template for lagging-strand synthesis. The net result of this process is the generation of a dsDNA tail that is stretched in the buffer flow and whose growth moves the tethered dsDNA circle away from the anchor point at a rate equal to the replication rate (Figure 6.2a). Replication is visualized by real-time near-TIRF fluorescence imaging of stained dsDNA (Figure 6.2b). Quantification of the instantaneous rates of individual replisomes resulted in an average single-molecule rate of 626 ± 73 bp/s with a distribution that reflects intrinsic difference between individual replisomes (Figure 6.1e). These results are similar to those that have been obtained before in ensemble (237) and single-molecule experiments (14, 236).

To visualize the behavior of SSB during rolling-circle replication, we labeled a mutant of SSB containing a single cysteine, SSB-K43C (211), with a red fluorophore (AlexaFluor 647). The labeled SSB was active in coupled leading- and lagging-strand synthesis, producing Okazaki fragments of size distributions identical to those obtained with wild-type SSB in an ensemble-averaging solution-phase reaction (Figure 6.6c). We then used the fluorescently labeled SSB at a concentration of 20 nM (tetrameric concentration) in the rolling-circle assay. Simultaneous imaging of the stained DNA and labeled SSB shows that the SSB is located at the tip of the growing DNA, consistent with the labeled SSB integrated into active, reconstituted replisomes (Figure 6.1c). The single-molecule replication rates obtained in the presence of the labeled SSBs are similar to the rates obtained using the unlabeled wild-type SSB (Figure 6.2 d,e), in agreement with our ensemble assays showing that the label does not affect the behavior of SSB in a fully reconstituted DNA-replication reaction, supporting coupled leading- and lagging-strand synthesis. We have reported previously that, under the same conditions, polymerases bind to gaps between Okazaki fragments behind the replication fork (236). Interestingly, we do not observe SSB signals on stationary positions on the product DNA, behavior that would be expected to result in horizontal lines in the kymographs as observed before for labeled Pol III* (236). Our observation of the absence of SSB in gaps left behind the replisome is still consistent with a model in which a replication loop is released before the Okazaki fragment is finished (52).

To be able to resolve SSB left in the wake of the replisome at unfinished Okazaki fragments separately from SSB at the fork, the two populations would have to be separated well beyond the diffraction limit of the microscope used, or at least
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500 nm (equal to \( \sim 1,800 \) bp). During the time it takes the replisome to cover this distance, polymerases will have finished the previous Okazaki fragment. Our observation also suggests that upon completion of an Okazaki fragment, there is no ssDNA gap remaining between Okazaki fragments sufficiently large (>35 nt) for SSB to bind.

The intensity of the fluorescence signal from the SSBs at the replisome remains constant throughout the experiment (Figure 6.1d). If all SSBs were internally recycled and retained in the replisome, the fluorescence intensity should decay at the characteristic timescale of photobleaching. Given that the photobleaching lifetime of the fluorophores is \( 9.5 \pm 0.8 \) s under these conditions (Figure 6.6b), at least some SSBs at the replication fork are replaced by new proteins from solution. This exchange needs to take place at a rate that is high enough to keep the steady-state level of unbleached SSBs sufficiently high to be observable in the imaging.

6.2.2 Dynamic behaviour of SSB in vitro

To quantify the dynamic behavior of SSB during DNA replication, we performed in vitro single-molecule FRAP (Fluorescence Recovery After Photobleaching) experiments (236). We used the same rolling-circle scheme as described in Figure 6.1a. Instead of continuous imaging at constant laser power, we periodically bleached all SSBs in our field of view using 100-fold higher laser power (Figure 6.3a, left). Due to the buffer flow and high diffusional mobility, bleached SSBs that are free in solution will rapidly move away and will be replaced by unbleached, bright SSBs. After the photobleaching pulse, we monitor the recovery of the fluorescence signal at the replisome as a readout for the kinetics of introduction of new, unbleached SSB into the replisome. This measurement allows us to distinguish between internal transfer and external exchange of SSB, as they should result in a different recovery behavior. If SSBs are transferred internally and retained at the fork, the fluorescence should not recover after photobleaching.

Figure 6.2 (preceding page): Visualization of SSB in the single-molecule rolling-circle assay. (a) Schematic representation of the experimental design. 5′-biotinylated circular DNA is coupled to the passivated surface of a microfluidic flow cell through a streptavidin linkage. Addition of the \( E. \ coli \) replication proteins and nucleotides initiates DNA synthesis. The DNA products are elongated hydrodynamically by flow, labeled with intercalating DNA stain, and visualized using fluorescence microscopy (14). (b) Kymograph of an individual DNA molecule undergoing coupled leading- and lagging-strand replication. The gray scale indicates the fluorescence intensity of stained DNA. (c) Representative kymograph of simultaneous staining of double-stranded DNA and fluorescence imaging of labeled SSB (red) in real time. The kymograph demonstrates the fluorescent spot corresponding to SSB co-localizes with the tip of the growing DNA product where the replication fork is located (See also Figure 6.6). (d) Kymograph of the red-labeled SSBs on an individual DNA molecule. The intensity of the SSB signal remains constant for the duration of the experiment, indicating at least some SSBs are exchanged. (e) Histograms of the rate of replication for wild-type SSB (626 ± 73 bp/s) and labeled SSB (720 ± 55 bp/s) fit to Gaussian distributions. The similarity between these rates show that the label does not affect the behavior of SSB during replication.
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(Figure 6.3a, top right); if dark, bleached SSBs are exchanged with fluorescent SSBs from solution, however, we should observe a recovery of the fluorescence intensity at the replication fork. Figure 6.3b shows a kymograph of a FRAP experiment using 10 nM labeled SSB. The vertical lines correspond to the high-intensity FRAP pulses.

Figure 6.3: Quantification of the SSB exchange time using single-molecule FRAP. (a) Schematic representation of the FRAP experiments. SSBs are initially in a bright state (top left). After a high intensity FRAP pulse all SSBs in the field of view are photobleached (bottom left). If SSBs are internally transferred, no fluorescence recovery should be observed (top right). If SSBs are externally exchanged the fluorescence should recover rapidly (bottom right). (b) Imaging sequence used during the FRAP experiments (Top Panel). A representative kymograph of labeled SSBs at the replication fork (Bottom panel) in a FRAP experiment. After each FRAP pulse (indicated by the vertical red line) all SSBs have bleached. The fluorescence intensity recovers as unbleached SSBs exchange into the replisome. (c) The average intensity over time from 20 replisomes with 10 nM SSB in solution. (d) The three recovery phases in (c) were averaged again to give the final averaged normalized intensity over time after a FRAP pulse. This curve was then fit to provide a characteristic exchange time. This was done for four concentrations of SSB ranging from 100–2 nM. (e) Exchange time as a function of SSB concentration shows a concentration dependent exchange time.

After each FRAP pulse, the fluorescence of the SSB spot decreases to zero and the population is bleached. This bleaching is followed by a gradual increase in intensity, indicating that SSBs from solution associate with the replisome. We determined the intensity after each FRAP pulse over time by averaging over 24 replisomes (Figure 6.3c). At this SSB concentration of 10 nM, we find that the recovery time is 10 ± 1 s (Figure 6.1d). We then repeated this measurement for SSB concentrations varying from 2 nM to 100 nM (Figure 6.3e). At a total SSB concentration of 2 nM, the fluorescence signal recovers slowly (characteris-
tic exchange time, $\tau = 20 \pm 7$ s, $N = 20$), while at a concentration of 100 nM, the fluorescence signal is $\sim 10$ fold faster to recover ($\tau = 2.9 \pm 1.7$ s, $N = 18$). These data show that SSB exchange is concentration dependent, with faster exchange at high concentrations and slower at low concentrations.

6.2.3 SSB is recycled for many Okazaki fragments

Having obtained information on the timescale of SSB turnover at the replisome, we then set out to characterize the number of Okazaki fragment priming and synthesis cycles that occur during that time window. We did so by determining rates of replication and the lengths of the Okazaki fragments. First, we used the single-molecule rolling-circle assay to obtain the DNA replication rates for the different SSB concentrations we used in the FRAP experiments (Figure 6.7). At all concentrations of SSB, the replication rate was 750 bp/s, with no statistically significant differences in rate for the various SSB concentrations. The observation that SSB recovery times can be as high as tens of seconds (Figure 6.3e) suggests that the protein is recycled within the replisome for a period that corresponds to the synthesis of many thousands of base pairs. With an Okazaki-fragment length of 1–2 kb (198), our observations suggest that the replisome retains the SSB for a duration that may very well be beyond the time need to synthesize an Okazaki fragment. Such a long retention time can only be explained by a mechanism that would allow internal transfer of SSBs from one Okazaki fragment to the next. To verify this interpretation, we measured the length of Okazaki fragments generated under our experimental conditions, using both an ensemble-averaging biochemical approach and direct single-molecule observation. It has previously been reported that the SSB concentration has an effect on Okazaki-fragment length (238). To recapitulate this concentration effect, we first performed ensemble rolling-circle replication experiments. Replication reactions containing all proteins required to support coupled leading- and lagging-strand synthesis, with SSB at different concentrations, were allowed to proceed for 30 min. The resulting products were run on a denaturing alkaline agarose gel and stained with an ssDNA stain for visualization (Figure 6.4a). The intensities distributions were normalized to correct for the fact that the intensity per mole of product DNA scales linearly with length. The product length distributions show that the Okazaki fragments are shorter for lower SSB concentrations ($1.4 \pm 0.2$ kn at 2 nM versus $2.8 \pm 1.0$ kn at 200 nM), a factor of two difference in product length for a 100-fold change in SSB concentration.
Figure 6.4: Internal transfer of SSB. (a) Alkaline agarose gel of coupled DNA replication for concentrations of SSB used in the FRAP experiments (left panel). Intensity profiles of lanes 2–5 of the left panel. The Okazaki fragment size distributions are centered at 1.4 ± 0.2 kb, 1.5 ± 0.3 kb, 2.0 ± 0.6 kb and 2.8 ± 1.0 kb, in the presence of 2 nM, 10 nM, 20 nM, and 100 nM SSB respectively (mean ± standard deviation). Intensity profiles have been corrected for the difference in intensity of different size fragments using the ladder as a standard. (b) Representative images showing SSBs bound in the gaps between Okazaki fragments. Replication was performed using a polymerase pre-assembly assay, with different concentrations of labeled SSB (top: 200 nM, bottom: 2 nM). Since there is no polymerase in solution to fill in the gaps between nascent OF fragments, SSB will bind there. Therefore the distance between two SSB spots is a measure for OF length. All unbound proteins were washed out for imaging. (c) Comparison of Okazaki-fragment lengths measured in the ensemble assay described in panel (a) (black) and at the single-molecule level (red, Figure 6.9). (d) The number of Okazaki-fragment synthesis cycles that are supported by the same pool of SSB, as a function of SSB concentration. The numbers were obtained by dividing the SSB recovery times in Figure 6.3e, by the time it takes to synthesize one Okazaki fragment using the lengths found in (c). (e) Kymograph of the simultaneous imaging of DNA and SSB with SSB pre-assembled, but not present in solution during replication. Leading- and lagging-strand synthesis continues after the SSB signal disappears, suggesting that SSB is still present at the fork. (f) Representative examples of long DNA products with labeled SSB present at the fork upon conclusion of an SSB pre-assembly experiment.

It can be argued that the effect of SSB concentration on the Okazaki-fragment length may be different when using the single-molecule assay. In the single-molecule experiments, SSB is continuously replenished through the buffer flow, whereas in an ensemble experiment SSB is sequestered from solution as more ssDNA is generated. To test whether such a difference exists, we set out to measure the Okazaki-fragment lengths in our single-molecule assays. However,
in our continuous-flow rolling-circle experiments using DNA staining, we do not have the spatial resolution to observe the gaps between Okazaki fragments in the product DNA. Furthermore, as discussed above, DNA polymerase activity in solution will rapidly fill in the gaps between the Okazaki fragments, making them too small for SSB to bind, and preventing us from using fluorescent SSBs to detect junctions between Okazaki fragments. To resolve this issue, we use conditions for our single-molecule rolling-circle assay that prevent free polymerases from filling in Okazaki-fragment gaps. We achieve this by performing pre-assembly experiments, in which polymerases are present in solution during the initial phase of establishing replisomes at the forks, but left out of the solution during the phase in which the pre-assembled replication complexes produce DNA. Such a design forces the replisome to retain the polymerase holoenzyme (236) and allows labeled SSB to bind ssDNA gaps between the Okazaki fragments without being displaced by other DNA polymerases (Figure 6.4b). The distance between the SSB spots can then be used as a measure for Okazaki-fragment length. By measuring the distances between many pairs of SSB spots \((N = 239)\), we obtain distributions of distances for different SSB concentrations. The distributions were fitted with single-exponential decay functions to obtain the Okazaki-fragment lengths (Figure 6.9). These lengths are similar to those measured in the ensemble experiment, showing that the Okazaki-fragment distributions are identical between the ensemble and single-molecule experiments, with the same dependence on SSB concentration (Figure 6.4c).

We can now use the single-molecule observations of Okazaki-fragment length for different SSB concentrations to directly compare the time required for the replisome to synthesize a single fragment to the SSB recovery time. Converting the information on Okazaki-fragment lengths (Figure 6.4) into times by using the replication rate (Figure 6.7), and by dividing SSB recovery times (Figure 6.3e) by this Okazaki-fragment time, we visualize the number of Okazaki-fragment synthesis cycles that are supported by the same pool of SSB (Figure 6.4d). This analysis shows that at low concentrations, SSBs are retained within the replisome for the duration of multiple \((\sim 10)\) Okazaki fragments. This number decreases as the SSB concentration is increased, suggesting a competition between internal transfer and external exchange.

As SSBs are continuously displaced from the ssDNA by the lagging-strand polymerase, retention must mean that SSBs are transferred internally to newly exposed ssDNA behind the helicase. To see if we could push the equilibrium between internal transfer and external exchange completely towards internal transfer, we performed a pre-assembly experiment eliminating all free SSBs from solution. In this assay, replication was initiated in the presence of SSB and allowed to proceed for 1 min. We then switched to a buffer containing all replication proteins, but omitting SSB and thereby preventing any external exchange of SSB. Simultaneous imaging of the stained product DNA and the labeled SSB shows that the DNA tail keeps growing after the SSB signal disappears due to photo bleaching of the dye (Figure 6.4e). We conclude that under these conditions, the lifetime of
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SSB on ssDNA is longer than the photo-bleaching lifetime of many tens of seconds. In support of this observation, we detect long DNA product molecules with SSB foci at the tip when we apply excitation light and visualize products not until after the replication reaction has finished (Figure 6.4f). To calculate the number of SSBs present on the end of these product molecules, we measured the intensity of these spots. When we divide their average intensity by the intensity of a single SSB (Figure 6.8a), we find that the average number of SSBs stably bound at the end of the DNA products corresponds to \(35 \pm 3\) SSBs (Figure 6.8b). This number of SSB tetramers corresponds to a ssDNA footprint of slightly more than 1 kb (assuming 35 nt per SSB tetramer), the same length scale as an Okazaki fragment. Remarkably, this observation suggests that upon removal of SSB from solution, the replisome retains its original complement of SSBs for many 10s of kbs of synthesis, supporting highly efficient internal transfer.

6.2.4 Dynamic behavior of SSB in vivo

Inspired by our in vitro observations of the competition of internal transfer and external exchange processes for SSB in the replisome, we set out to study the dynamics of SSB in live *E. coli* cells. To this end, we used in vivo single-molecule FRAP experiments. In vivo FRAP has previously been used to measure the dynamics of other replisome components such as the Pol III holoenzyme and the DnaB helicase (239). We used *E. coli* cells in which the chromosomal SSB gene is replaced by a gene that generates a C-terminal fusion of the protein with a yellow fluorescent protein (YPet) (108). To verify that the fluorescent protein does not affect the function of SSB, we show that the growth rate of the SSB-YPet cells is similar to wt *E. coli* cells (Figure 6.10). Furthermore, to confirm that the labeled SSBs form part of active replisomes, we performed colocalization experiments using a dual-color strain with DnaQ-mKate2, producing red-labeled Pol III polymerases, and SSB-YPet. We find that as much as 100% and on average 67% of DnaQ foci per cell colocalize with SSB foci (\(N = 65\) cells). Measurement of the fluorescence recovery of SSB within single cellular foci requires the ability to specifically bleach the fluorescence within a single replisome focus without bleaching the SSB in the rest of the cell. To this end, we placed a pinhole in a motorized filter wheel in the excitation path, producing a tight, diffraction-limited excitation focus (Full Width at Half Maximum = 500 nm). Using this pinhole and a high (200 W/cm\(^2\)) laser power, we can bleach a single focus with high spatial specificity (Figure 6.5a). The subsequent fluorescence recovery was visualized by lowering the laser power (2 W/cm\(^2\)) and by moving the pinhole out of the beam path. Figure 6.5b shows bleaching and recovery of an SSB-YPet focus within a single cell (green arrow). The first frame was acquired before applying the FRAP pulse. The image acquired immediately after the pulse (\(t = 0\) s) shows that the fluorescence from the single focus has bleached, while the SSBs in the cytosol remain fluorescent. In subsequent frames, we see that the fluorescence recovers, indicating that non-bleached SSBs from the cytosol exchange into the focus. To quantify the exchange time, we measure the intensity of the foci over time after the bleaching pulse. An average intensity trajectory (\(N=29\) foci) shows an initial
recovery of the fluorescence after the photobleaching pulse, followed by a decay in intensity (Figure 6.5c). This later decay is due to the rapid photobleaching of the YPet probe during visualization, even at the lower imaging intensities after the high-intensity bleaching pulse. To correct for this, we measured the average photobleaching behavior of the probe by monitoring the fluorescence from other cells within the same field of view (Figure 6.5d). Since these cells were not subject to the high-power bleaching pulse, their fluorescence signals provide an ideal internal benchmark for the gradual photobleaching induced by the lower-power imaging illumination. These photobleaching data were fit with a single-exponential decay function (green line). This fit was then used to correct the FRAP intensity trajectories, with the corrected trajectory showing behavior that now is representative of the recovery of the pool.

Figure 6.5: Visualization of SSB dynamics in vivo. (a) Schematic representation of the in vivo FRAP setup. Using near-TIRF illumination SSB-YPet foci (red) are visualized before FRAP (left). By placing a pinhole in the beam path a single focus will be darkened, without bleaching cytosolic SSB-YPet (middle). After the FRAP pulse the recovery of fluorescence can be monitored. (b) Representative images of in vivo FRAP experiment. At before t = 0 the focus (indicated by the green arrow) is bleached using a high-intensity FRAP pulse. The fluorescence recovers as fluorescent SSBs from the cytosol exchange into the replisome focus. The cell boundaries are indicated by the yellow line. (c) Averaged normalized FRAP intensity trajectory (N = 29). After initial recovery, the fluorescence intensity decreases due to photobleaching. (d) Average intensity over time for SSB-YPet cells outside of the FRAP volume (N = 40). These data were fitted with a single-exponential decay function (green line) to obtain the photobleaching lifetime. (e) Averaged normalized FRAP intensity trajectory, corrected for photobleaching. The green line represents a fit to the data, from which we obtained the characteristic in vivo exchange time for SSB (τ = 2.5 ± 1.7 s).

of unbleached SSB at the replisomal spot (Figure 6.5e). By fitting these recovery data (green line), we obtain a recovery time of 2.5 ± 1.7 s. This value is similar to
the time scale we obtained from the in vitro experiments at high SSB concentrations, a similarity that was expected since the estimated concentration of SSB in vivo is 300–600 nM during mid-log growth phase (16, 221, 229–231). Assuming that Okazaki fragments produced in the cell are 1,000 – 2,000 nt in length (240) and the replication rate is \sim 1000 \text{ bp/s}, such an exchange time would suggest that for every Okazaki fragment cycle, roughly half of the SSB is internally recycled for the next fragment and the other half exchanged with free SSB.

6.3 Discussion

Biochemical studies suggest two different models that describe how SSB binds to and dissociates from ssDNA within the replisome. In the external-exchange model, newly exposed ssDNA is bound by SSBs from the cytosol. In an alternative model, SSB is recycled within the replisome through an internal-transfer mechanism. Using an in vitro single-molecule visualization approach we show here that SSB can be recycled within the replisome on time scales corresponding to the synthesis of multiple Okazaki fragments, thereby verifying the existence an internal-transfer mechanism of SSBs at the fork. At higher SSB concentrations, however, we observe that this mechanism is in competition with external exchange of SSBs with those present in solution. Using single-molecule imaging of labeled SSB in live bacterial cells, we show that both processes occur at the replication fork in a cellular context and that roughly half of the SSB is internally recycled for the next Okazaki fragment.

We conclude that the E. coli replisome strikes a balance between internal transfer and external exchange of SSB. In the absence of SSB in solution, the original population of SSB is retained within the replisome and is efficiently recycled from one Okazaki fragment to the next (Figure 6.4e). The existence of such an internal-transfer mechanism has been hypothesized, as it has been shown that SSBs can be transferred between DNA strands through a transient paired intermediate (16, 38, 211). Internal transfer has, however, not been shown before in the context of active DNA replication. We show here that, in the absence of competing, free SSB in solution), SSBs are recycled by the replisome for many 10s of kb. Estimates of the total concentration of SSB per cell in E. coli have ranged from 50–600 nM (31, 38, 229). The concentrations of available SSB within the cytosol could be significantly lower with SSB bound to the various ssDNA substrates within the cell. At high growth rates, the cell could contain up to 12 active replisomes (232), leaving little free SSB. This lack of readily available SSB may make binding of SSBs from solution too slow to coat the rapidly produced ssDNA, resulting in exposure of vulnerable ssDNA that can be nucleolytically attacked, can form secondary structure, or can act as a substrate for ssDNA-binding proteins that trigger undesired pathways or responses (e.g., RecA). The internal-transfer mechanism could be a way to ensure rapid SSB coating of newly exposed ssDNA, thereby allowing replication to continue at normal rates without creating large amounts of naked ssDNA.
In the presence of competing SSBs in solution, however, this internal-transfer mechanism is in competition with external exchange of SSBs at a rate that is dependent on its concentration in solution (Figure 6.3e). Such a concentration-dependent exchange mechanism has recently been observed for other proteins that form part of multi-protein complexes (50, 109, 138, 209, 236, 241–244). Under highly diluted conditions, these proteins can remain stably bound within the complex for long periods of time. Yet, rapid (subsecond) exchange is observed at nanomolar concentrations. Such concentration-dependent dissociation can be explained (139) and mathematically described (140, 141, 245, 246) by a multi-site exchange mechanism in which a protein is associated with a complex via multiple weak binding sites, as opposed to a single strong one. At low concentrations, the transient disruption of any of these interactions would not result in dissociation, as the protein is still bound to the complex through the other binding sites. When competing proteins are present, however, a protein in close proximity could bind at the transiently vacated site. The competing protein will then eventually displace the initially bound protein, resulting in full exchange of the two. Examples of concentration-dependent exchange mechanisms can be found in the bacterial flagellar motor (241), with DNA-binding proteins such as Fis, HU (209), and RPA (109), and in transcription regulation (138). Similarly, such a multi-site exchange mechanism has been demonstrated for the association of the replicate DNA polymerase with the replisome in the phage T7 and E. coli systems. Instead of a conventional picture in which these proteins are stably bound to the replisome, single-molecule imaging has shown that these polymerases use a multi-site exchange mechanism to rapidly exchange in and out of the replisome at physiologically relevant concentrations (50, 137, 236, 239).

A competition between stability and plasticity that depends on concentration seems harder to comprehend for SSB. Under any circumstance, dilute or not, the SSB–ssDNA interaction has to be disrupted as new dsDNA is synthesized on the lagging strand. Therefore, stability, defined as retention within the replisome, cannot be achieved in the same way as described above, but instead needs to rely on a mechanism of internal transfer. The disruption of the SSB–DNA interaction due to lagging-strand synthesis would be followed by rapid rebinding of SSB to the next Okazaki-fragment template produced behind the helicase, thereby preventing dissociation of the SSB from the replisome. If, however, there are competing SSBs in close proximity to the fork, one of these can bind at the newly exposed ssDNA, thereby blocking that binding site for other SSBs. Consequently, disrupted SSBs from the lagging strand can no longer rebind and are effectively competed out from the replisome.

Our observations of SSB dynamics in living cells show that both internal transfer and external exchange are physiologically relevant pathways accessible to the replisome during coupled DNA replication. In our measurements, during mid-log growth phase (estimated intracellular SSB concentrations of 300–600 nM), the balance seems is towards external exchange, with relatively fast exchange times of 2.5 ± 1.7 s. This timescale is consistent with the timescales we obtained in
our *in vitro* measurements.

A multi-site exchange mechanism confers both stability and plasticity to the replication machinery, allowing the replisome to operate under different cellular conditions. Our work combined with other recently published studies on the replisome presents a much more dynamic picture of the replisome, distinctly different from the deterministic models generated over the last few decades. It is important to point out that the stochasticity and plasticity observed in recent single-molecule experiments are all consistent with fundamental chemical principles and can be readily explained by hierarchies of weak and strong interactions (55). The apparent generality of the models emerging from these studies suggests that the behaviors of other complex, multi-protein systems might also be governed by such exchange processes and might suggest that evolution of complex interaction networks has arrived at an optimal balance between stability and plasticity.

### 6.4 STAR Methods

#### 6.4.1 Experimental model and subject details

*Source organism for DNA replication proteins*

DNA replication proteins were expressed and purified from MG1655 *E. coli* cells.

*Cell lines*

Wild-type (MG1655) and DnaQ-mKate2 (EAW192) *E. coli* cells were cultured in LB. SSB-YPet (JJC5380), DnaQ-mKate2 SSB-YPet (LMS001), and DnaX-YPet (JJC5945) strains were grown in LB supplemented with 25 µg/ml kanamycin.

#### 6.4.2 Method details

*Replication proteins*

*E. coli* DNA replication proteins were produced as described previously: the \( \beta_2 \) sliding clamp (210); SSB (211); the DnaB\(_6\)(DnaC)\(_6\) helicase-loader complex (212); DnaG primase (213); the Pol III \( \tau_3\delta\delta'\chi\psi \) clamp loader (202); and Pol III \( \alpha\epsilon\theta \) core (202).

*Expression and purification of SSB K43C*

Expression and purification procedures of a single cysteine mutant of SSB, SSBK43C were performed as previously described in (211)
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Figure 6.6: Characterization of fluorescent SSB (a) SDS page gel of labeled SSB-K43C. Fluorescence imaging shows no free dye is present after purification. (b) Average photo-bleaching trajectory for SSB-AF647 ($N = 4$ fields of view, 568 molecules) at excitation power density of 700 mW/cm$^2$. From a fit with single-exponential decay function (black line) we obtained a characteristic photobleaching lifetime of $9.5 \pm 0.8$ s. (c) Comparison of activities of wild-type and labeled SSBs. (left) Alkaline agarose gel of coupled DNA replication. Reactions were performed on a 2-kb circular dsDNA template with 2nM and 100 nM of either wild-type (Wt) SSB or red labeled SSB. The gel was stained with SYBR-Gold. (right) Intensity profiles of lanes 3–6. Intensity profiles have been corrected for the difference in intensity of different size fragments using the ladder as a standard.

SSBK43C labeling

Methods described below were adapted from (247). Three different fluorescent probes were used to label SSBK43C: Alexa Fluor 488, 555, and 647 (Invitrogen). First, a total of 6.3 mg of SSB K43C was reduced with 3 mM tris(2-carboxyethyl)phosphine (pH 7.6) in labelling buffer (100 mM sodium phosphate pH 7.3, 200 mM NaCl, 1 mM EDTA, 70% (w/v) ammonium sulphate) at 6°C for 1 h with gentle rotation to yield Fraction I. Fraction I was centrifuged (21,000 x g; 15 min) at 6 °C and the supernatant carefully removed. The precipitate was washed with ice cold labelling buffer that had been extensively degassed by sonication and deoxygenated using Ar gas, then pelleted by centrifugation (21,000 x g; 15 min) at 6 °C and supernatant removed to yield Fraction III. The labelling reaction
was carried out on Fraction III, now devoid of reducing agent, using 40 \( \mu \text{M} \) of maleimide conjugated dyes with 84 \( \mu \text{M} \) SSBK43C in 500 \( \mu \text{L} \) of deoxygenated and degassed buffer (100 mM sodium phosphate pH 7.3, 200 mM NaCl, 1 mM EDTA). The reaction was allowed to proceed for 3 h at 23 \( ^\circ \text{C} \) in the dark. The reaction was subsequently quenched using 30 mM dithiothreitol for 1 h at 6 \( ^\circ \text{C} \) yielding Fraction IV. Fraction IV was applied at 1 ml/min to a column (1.5 x 10 cm) of Superdex G-25 (GE-Healthcare) resin equilibrated with gel filtration buffer (50 mM Tris.HCl pH 7.6, 3 mM dithiothreitol, 1 mM EDTA, 100 mM NaCl). Fractions containing the labelled SSBK43C were pooled and dialysed into storage buffer (50 mM Tris.HCl pH 7.6, 3 mM dithiothreitol, 1 mM EDTA, 100 mM NaCl, 20 \% (v/v) glycerol). The degree of labeling determined by UV/Vis spectroscopy to be between 1 and 2 fluorescent dyes per SSB tetramer.

**Single-molecule rolling-circle assay**

To construct the rolling circle template (14), the 66-mer 5′-biotin-T36AATTGCTAATC ATGTCATAGCTGTTTCCT-3′ (Integrated DNA Technologies) was annealed to M13mp18 ssDNA (NEB) in TBS buffer (40 mM Tris-HCl pH 7.5, 10 mM MgCl\(_2\), 50 mM NaCl) at 65\(^\circ\)C. The primed M13 was then extended by adding 64 nM T7 gp5 polymerase (New England Biolabs) in 40 mM Tris-HCl pH 7.6, 50 mM potassium glutamate, 10 mM MgCl\(_2\), 100 \( \mu \text{g/ml} \) BSA, 5 mM dithiothreitol and 600 \( \mu \text{M} \) dCTP, dGTP, dATP and dTTP at 37\(^\circ\)C for 60 min. The reaction was quenched with 100 mM EDTA and the DNA was purified using a PCR purification kit (Qiagen). Microfluidic flow cells were prepared as described (51). Briefly, a PDMS flow chamber was placed on top of a PEG-biotin-functionalized microscope coverslip. To help prevent non-specific interactions of proteins and DNA with the surface, the chamber was blocked with buffer containing 20 mM Tris-HCl pH 7.5, 2 mM EDTA, 50 mM NaCl, 0.2 mg/ml BSA, and 0.005\% Tween-20. The chamber was placed on an inverted microscope (Nikon Eclipse Ti-E) with a CFI Apo TIRF 100x oil-immersion TIRF objective (NA 1.49, Nikon) and connected to a syringe pump (Adelab Scientific) for flow of buffer.

Conditions for coupled DNA replication under continuous presence of all proteins were adapted from previously described methods (14, 202, 236). All in vitro single-molecule experiments were performed at least four times. Briefly, 30 nM DnaB\(_6\)(DnaC)_6 was incubated with 1.5 nM biotinylated dsM13 template in replication buffer (25 mM Tris-HCl pH 7.9, 50 mM potassium glutamate, 10 mM Mg(OAc)\(_2\), 40 \( \mu \text{g/ml} \) BSA, 0.1 mM EDTA and 5 mM dithiothreitol) with 1 mM ATP at 37\(^\circ\)C for 30 s. This mixture was loaded into the flow cell at 100 \( \mu \text{l/min} \) for 40 s and then at 10 \( \mu \text{l/min} \). An imaging buffer was made with 1 mM UV-aged Trolox, 0.8\% (w/v) glucose, 0.12 mg/ml glucose oxidase, and 0.012 mg/ml catalase (to increase the lifetime of the fluorophores and reduce blinking), 1 mM ATP, 250 \( \mu \text{M} \) CTP, GTP and UTP, and 50 \( \mu \text{M} \) dCTP, dGTP, dATP and dTTP in replication buffer. Pol III\(^*\) was assembled in situ by incubating \( \tau_2\delta\delta\chi\psi \) (410 nM) and Pol III cores (1.2 \( \mu \text{M} \)) in imaging buffer at 37\(^\circ\)C for 90 s. Replication was initiated by flowing in the imaging buffer containing 6.7 nM Pol III\(^*\), 30 nM \( \beta_2 \), 300 nM DnaG,
30 nM DnaB₆(DnaC)₆ and SSB₄ where specified at 10 µl/min. Reactions were carried out 31°C, maintained by an electrically heated chamber (Okolab).

Double-stranded DNA was visualized in real time by staining it with 150 nM SYTOX Orange (Invitrogen) excited by a 568-nm laser (Coherent, Sapphire 568-200 CW) at 150 µW/cm². The red labeled SSBs were excited at 700 mW/cm² with a 647 nm (Coherent, Obis 647-100 CW) lasers. For simultaneous imaging of DNA and SSB, the signals were separated via dichroic mirrors and appropriate filter sets (Chroma). Imaging was done with an EMCCD (Photometrics, Evolve 512 Delta) camera. The analysis was done with ImageJ using in-house built plugins. The rate of replication of a single molecule was obtained from its trajectory and calculated for each segment that has constant slope.

Figure 6.7: Rate of replication is independent of SSB concentration. Replication rate distributions were obtained and fitted as described in Figure 6.2. The points represent the mean of the distribution, the error bars are the s.e.m. The red line represents a linear fit to the data.

Conditions for the pre-assembly replication reactions for the Okazaki fragment length measurements were adapted from published methods (136, 204, 236). Solution 1 was prepared as 30 nM DnaB₆(DnaC)₆, 1.5 nM biotinylated ds M13 substrate and 1 mM ATP in replication buffer. This was incubated at 37°C for 3 min. Solution 2 contained 60 µM dCTP and dGTP, 6.7 nM Pol III*, and 74 nM β₂ in replication buffer (without dATP and dTTP). Solution 2 was added to an equal volume of solution 1 and incubated for 6 min at 37°C. This was then loaded onto the flow cell at 100 µl/min for 1 min and then 10 µl/min for 10 min. The flow cell was washed with replication buffer containing 60 µM dCTP and dGTP. Replication was finally initiated by flowing in the imaging buffer containing 50 nM β₂, 300 nM DnaG and SSB₄ where specified at 10 µl/min. Conditions for the chase replication reactions omitting SSB from solution during replication were set up as a normal continuous flow experiment. Reactions were allowed to proceed for 1 min before a replication reaction omitting only SSB was loaded at 10 µl/min.
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Figure 6.8: Number of SSBs at the fork
(a) Histogram of the intensity distribution of single SSBs. The average intensity of a single labeled SSB was calculated by immobilization on the surface of a cleaned microscope coverslip in imaging buffer. The imaging was under the same conditions as used during the single-molecule rolling-circle experiments. Using ImageJ with in-house built plugins, we calculated the integrated intensity for every SSB in a field of view after applying a local background subtraction. The histogram was fit with a Gaussian distribution function to give a mean intensity of \((1.9 \pm 0.3) \times 10^4\). The error represents the standard error of the mean. (b) Histogram of the number of SSBs at the fork at the conclusion of an SSB pre-assembly experiment. The numbers were obtained by dividing the intensities at the fork, by the intensity of a single SSB found in (a). From Gaussian fit (black line) we find that there are \(35 \pm 3\) (mean ± s.e.m.) SSBs at the fork (N = 31).

Ensemble Okazaki-fragment length measurements
Coupled leading- and lagging-strand DNA synthesis reactions were set up in replication buffer (25 mM Tris-HCl pH 7.9, 50 mM potassium glutamate, 10 mM Mg(OAc)_2, 40 µg/ml BSA, 0.1 mM EDTA and 5 mM dithiothreitol) and contained 1.0–1.5 nM of a 5'-biotinylated flap-primed 2-kb circular dsDNA template, 1 mM ATP, 250 µM CTP, GTP, and UTP, and 50 µM dCTP, dGTP, dATP, and dTTP, 6.7 nM wild-type or SNAP-labeled Pol III*, 30 nM β, 300 nM DnaG, 100 nM SSB4, and 30 nM DnaB_6(DnaC)_6 in a final volume of 12 µl. Components (except DNA) were mixed and treated at room temperature, then cooled in ice for 5 min before addition of DNA. Reactions were initiated at 30°C, and quenched after 30 min by addition of 7 µl 0.5 M EDTA and 6 µl DNA loading dye (6 mM EDTA, 300 mM NaOH, 0.25% (v/v) bromocresol green, 0.25% (v/v) xylene cyanol FF, 30% (v/v) glycerol). The quenched mixtures were loaded into a 0.6% (w/v) agarose gel in alkaline running buffer (50 mM NaOH, 1 mM EDTA). Products were separated by agarose gel electrophoresis at 14 V for 14 h. The gel was then neutralized in 1 M Tris-HCl, pH 7.6, 1.5 M NaCl and stained with SYBR Gold. The Okazaki fragment length distribution was calculated by normalizing the intensity as a function of DNA length.

E. coli strains with fluorescent chromosomal fusions
The strain EAW192 (dnaQ-mKate2) is a fusion of dnaQ with mKate2 with a xx
Figure 6.9: Single-molecule measurement of Okazaki-fragment length for different concentrations of SSB. The histograms represent distributions of distance measured between SSB spots. The black lines are a single-exponential fit to the data. The first bars are not included in the fit to take into account undersampling at distances shorter or comparable to the diffraction limit.

linker (236). The JJC5380 (ssb-YPet) is MG1655 ssb-YPet KanR obtained by P1 co-transduction of the ssb-YPet fusion with the adjacent KanR marker from the AB1157 ssb-YPet KanR strain (248), and was a gift from Bénédicte Michel. The two-color strain LMS001 (ssb-YPet, dnaQ-mKate2) was constructed by P1 transduction. JJC5380 cells (ssb-YPet) were infected with P1 grown on EAW192 (dnaQ-mKate2) cells. Transductants were selected for kanamycin resistance. The strain JJC5945 (dnaX-YPet) MG1655 dnaX-YPet (110)

Growth rates of strains with fluorescent chromosomal fusions
To verify that the C-terminal labeling of SSB does not affect cell growth, we compared growth rates of 5 *E. coli* strains. We compared wild-type *E. coli* cells with DnaQ-mKate2, SSB-YPet, and the doubly labelled DnaQ-mKate2 + SSB-YPet strains. We added the DnaX-YPet as a control. Single colonies of wild-type *E. coli* MG1655 and derivatives containing the C-terminal chromosomal dnaX, dnaQ and ssb fusions were used to inoculate 5 ml of LB broth (with 25 µg/ml kanamycin, if required) and grown at 37°C with shaking overnight. LB broth (100 ml) was inoculated with 1.0 · 105 cells/ml from overnight cultures. Subsequent
growth of each strain was monitored at 37°C on a plate reader (POLARstar Omega, BMG Labtech) determining OD$_{700}$ every 20 min for 10 h. The labeled ssb-YPet and dnaQ-mKate2 cells have similar growth rates to wild-type cells (Figure 6.10), indicating that labeling the SSB and DnaQ components of the replisome does not significantly disrupt DNA replication.

Figure 6.10: Growth curves for *E. coli* strains Wild-type *E. coli* (blue), cells expressing a C-terminal derivatives of ε (dnaQ-mKate2, red), ssb-YPet (yellow), dnaQ-mKate2 + ssb-YPet (purple), and dnaX-YPet (green) subunits under control from their endogenous promoters. Growth curves were measured for 10 h. Experiments were performed in triplicate. The errors represent the experimental variation.

In vivo FRAP measurements
The cells were grown at 37°C in EZ rich defined medium (Teknova) that included 0.2% (w/v) glucose. For imaging, cells were immobilized on coverslips that were functionalized with 3-aminopropyl triethoxy silane (Sigma Aldrich) (Robinson et al., 2015) and then placed on the heated stage (Pecon) of the microscope (Olympus IX81, equipped with UAPON 100XOTIRF). Imaging was done at 37°C. FRAP measurements were performed using an automated fast filterwheel (Olympus U-FFWO) with a 50 µm pinhole in the back focal plane of the microscope. A 514 nm laser (Coherent, Sapphire 514-150 CW) was used for visualization and photobleaching. FRAP pulses were 200 ms at 200 W/cm$^2$ with the pinhole in place. Subsequent visualization without the pinhole was done at 2 W/cm$^2$. Imaging was done with an EMCCD camera (Hamamatsu c9100-13). The FRAP experiments were performed in triplicate, resulting in a total of 30 photobleached foci that were used for analysis. The image processing was done with ImageJ using in-house built plugins.
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The RarA/Mgs1/WRNIP1 protein family is highly conserved from bacteria to humans, yet its cellular function remains enigmatic. We demonstrate that RarA acts directly on the replisome, interrupting replisome activity to generate daughter-strand gaps. Both the gaps and $\beta_2$ sliding clamps are left behind as fork progress continues. *In vivo*, this activity creates substrates for translesion DNA synthesis and RecFOR-mediated daughter-strand gap repair. RarA function ensures optimal rates of replisome progress, and rarA deletion results in a substantial growth defect. Loss of RarA function partially suppresses the sensitivity of $\Delta$recF, $\Delta$recO, or $\Delta$uvrA strains to DNA damage. RarA loss completely suppresses the sensitivity of strains lacking the function of any translesion DNA polymerase to DNA damaging agents. The action of RarA effectively commits the cell to the repair of DNA damage within gaps left behind the replication fork. If gap repair processes are compromised, survival is enhanced by elimination of RarA.
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7.1 Introduction

Replication forks can stall when encountering roadblocks, such as DNA lesions, template-strand breaks or DNA-bound proteins. The outcomes of stalling may include fork collapse and replisome dissociation (249–259), and these outcomes can have catastrophic consequences for genomic integrity and cell viability. Although estimates vary, replication forks in bacteria may stall as often as once per cell generation during normal growth conditions (249,250,260–267). Most of the adverse replication-fork encounters are resolved using a variety of pathways that do not introduce mutations (249–260,268,269).

When bacterial cells are stressed by conditions that inflict higher levels of DNA damage, the SOS response is induced. In the early stages of SOS, nonmutagenic pathways for DNA repair still predominate. If the SOS response is prolonged however, a different set of pathways for DNA damage tolerance becomes more prominent. These pathways involve specialized DNA polymerases that carry out translesion DNA synthesis (TLS) (110,270–284). In E. coli, TLS is carried out by DNA polymerases II, IV, and V (282). In bacteria growing under normal conditions, TLS can become important when non-mutagenic pathways for replication-fork repair are blocked (285).

Unlike DNA polymerase V, DNA polymerases II and IV are present in significant concentrations under conditions of normal cellular growth (30–50 molecules per cell of DNA polymerase II and about 250 molecules of DNA polymerase IV) (286–289). The reason for this constitutive presence of these TLS polymerases has been enigmatic. When growing in log phase, bacterial cells lacking DNA polymerase IV (ΔdinB) function are highly sensitive to the genotoxic agents methyl methanesulfonate (MMS), nitrofurazone (NFZ), and 4-nitroquinoline-1-oxide (4-NQO) (290–295). Loss of DNA polymerase II introduces sensitivity to oxidative DNA damage (287). DNA damage tolerance via TLS has a greater role during normal DNA replication in eukaryotes (296–302). The current study explores the function of the RarA protein. The Escherichia coli RarA protein is a AAA+ ATPase (447 amino acid residues; 49.6 kDa), and is part of a family with close homologs in eukaryotes (Mgs1 in yeast, WRNIP1 in humans). Sequence conservation within the family is extensive, with RarA sharing roughly 40% identity and 56–58% similarity with its Saccharomyces cerevisiae (Mgs1) and Homo sapiens (WRNIP1) homologs (303, 304). This extensive homology suggests a conserved function in DNA metabolism. RarA also shares considerable sequence homology with the τ, δ and δ′ subunits of the DNA polymerase III clamp-loader complex, placing RarA in the clamp-loader AAA+ clade. The protein has also been referred to as MgsA, a reference to its homology with the yeast protein Mgs1 (305). As the RarA designation was proposed first (303), and to avoid confusion with the mgsA acronym previously assigned to the gene encoding methylglyoxal synthase (306), we use the rarA nomenclature. It is well documented that the RarA family of proteins is involved in the maintenance of genome stability in cells, but its function...
and mechanism of action remain uncertain in spite of nearly two decades of work.

Several dozen studies have now been published on the RarA/Mgs1/WRNIP1 protein family. Although these have yielded a complex, and sometimes contradictory plethora of observations, several themes are evident. First, RarA family members localize to the replisome through interactions with either the single-stranded DNA binding protein, SSB (RarA), or ubiquitinated processivity clamp PCNA (Mgs1 and WRNIP1) (303, 304, 307–312). Second, the sequence and structure of RarA (and by extension the other members of this family) place it in the clamp-loader clade of AAA+ ATPases (308). However, it appears to function as a tetramer rather than having the usual pentameric structure (308). Third, RarA has an effect on replisome stability and somehow promotes TLS (305, 313–316). Fourth, RarA, Mgs1, and WRNIP1 all exhibit a DNA-dependent ATPase activity \textit{in vitro} that specifically targets duplex DNA ends and gap boundaries (305, 308, 317–321). Fifth, RarA function appears to complement a range of DNA damage tolerance pathways (304, 305, 317, 318, 322–327). These genetic results suggest that RarA does not belong to any currently defined repair pathway. Using a combination of \textit{in vitro} single-molecule DNA replication assays, single-cell microscopy and cell growth assays, we provide evidence that RarA acts to transiently disengage or inhibit part of the replisome to create gaps in the lagging strand product. \textit{In vivo}, RarA-mediated gap creation results in a situation in which DNA damage must be dealt with in gaps behind the fork, where translesion DNA synthesis plays a major role in damage tolerance. Observations made during previous studies of RarA/Mgs1/WRNIP1 function can be harmoniously reinterpreted from the perspective of catalyzed gap formation.

### 7.2 Results

#### 7.2.1 Rationale and outline

The initial goal of this study was to more directly test a working hypothesis that RarA is involved in a switch between normal and TLS DNA replication. As the work progressed, the hypothesis became more focused: RarA creates gaps behind the replication fork, creating substrates for TLS polymerases and for daughter strand gap repair. The study has both \textit{in vitro} and \textit{in vivo} components. Using an \textit{in vitro} single-molecule assay we directly assessed the effects of RarA action on active DNA polymerase III replisomes. To assess the effects of RarA activity \textit{in vivo}, we have used both direct observation by single-molecule microscopy and a range of additional \textit{in vivo} assays to document the cellular effects of a rarA deletion. These include (a) effects on growth and fitness, (b) suppression of the UV sensitivity of recF and recO mutations, (c) suppression of the sensitivity of cells lacking TLS polymerases to particular DNA damaging agents, and (d) partial suppression of the sensitivity of cells lacking UvrA function to nitrofurazone. These five sets of experiments are considered in succession below.
7.2.2 **RarA in vitro: RarA action creates gaps during DNA polymerase III-mediated DNA synthesis**

To observe the effects of RarA at replication forks, we utilized a single-molecule DNA replication assay (14, 202, 236). This assay employs a rolling-circle DNA amplification scheme, allowing observation of processive DNA synthesis by the *E. coli* replisome in real time (Figure 7.1a). A double-stranded (ds) circular DNA substrate is anchored to the surface of a microfluidic flow cell through a biotinylated 5′-flap. This flap also facilitates loading of the DnaB helicase. Replication is then initiated by introducing a laminar flow of buffer with the components required for DNA synthesis. As replication proceeds, the newly synthesized leading strand becomes part of the circle and later acts as a template for lagging-strand synthesis. With the leading strand attached to the surface and the continuously growing DNA product stretched in the buffer flow, the dsDNA circle moves away from the anchor point. Replication is visualized by real-time near-TIRF fluorescence imaging of stained dsDNA (Figure 7.1b, top). This strategem allows quantification of the instantaneous rates of individual replisomes and their processivities.

![Figure 7.1: RarA induces the formation of ssDNA gaps on the lagging strand.](image)

In the experiments documented in Figure 7.1b, the replisome was pre-assembled onto the rolling-circle template in solution. Subsequently, the template was attached to the surface of a flow cell. The flow cell was then washed to remove
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all unbound proteins. Replication is initiated by introduction of a replication solution that omits Pol III* and helicase, but includes SSB, DnaN (the $\beta_2$ clamp), DnaG primase, rNTPs, and dNTPs. The absence of free Pol III* in solution makes polymerase exchange impossible (236). Nonetheless, these conditions support highly processive DNA replication with synthesis rates and processivities identical to a situation with Pol III* in solution (Figure 7.7) (236) and are consistent with values reported previously (14, 203, 206, 328).

When RarA was included at a concentration of 300 nM (tetramer) in the replication reaction solution, numerous gaps appeared in the rolling circle products synthesized by individual replisomes (Figure 7.1b, bottom, c, middle). The stain used to visualize the duplex DNA binds poorly to single-stranded (ss) DNA. Thus, any gaps in the product can be visualized as breaks in the fluorescence signal along the growing DNA molecules. Introducing the same concentration of an ATPase defective RarA protein (RarA K63R) did not produce gaps and had no evident effect on replisome progress (Figure 7.1c, bottom). Thus, the appearance of gaps is dependent upon both the presence of RarA and its ATPase activity.

RarA and RarA K63R bind to the SSB C-terminus with very similar affinities (Figure 7.9). The absence of gaps when the ATPase mutant is added provides evidence that gap formation is not an artifact of strong binding of RarA to SSB. On average, RarA-induced gaps were $2.2 \pm 0.5$ $\mu$m long (mean $\pm$ s.e.m.) and appeared at an average frequency of once every 78 nm (Figure 7.1b, Figure 7.8). Under the experimental conditions, dsDNA has a length of 3 nt/nm (measured by visualization of tethered 20-kb linear dsDNA under the same conditions). In comparison, ssDNA is much more compact. Based on previous measurements of SSB-coated ssDNA (329), we estimate that the ssDNA within gaps has a length of approximately 12 nt/nm. Applying these length conversions, RarA-induced gaps had an average length of $26 \pm 6$ knt and appeared at a frequency of once every 37 kb (Figure 7.1b, Figure 7.8). These values imply that under these conditions leading- and lagging-strand synthesis become uncoupled for very long periods.

We next examined the dependence of these parameters on the RarA concentration. When RarA was included in the reaction mixture at 100 nM, gaps appeared less frequently (once per 100 kb). However, the lengths of the gaps were unaffected (average length of $1.8 \pm 0.7$ $\mu$m; (Figure 7.8). At 30 nM RarA, few gaps were observed. Thus the gap frequency is dependent on RarA concentration, whereas the gap length is independent. When RarA was included at 300 nM, but a five-fold higher concentration of $\beta_2$ was used, the length of the gaps reduced to $0.95 \pm 0.19$ $\mu$m (Figure 7.8). Based on these observations (together with results described below), we attribute the very long gaps to slow restart of Okazaki-fragment synthesis as a result of slow loading of $\beta_2$ clamps from solution under these experimental conditions.

From our experiments we can discern that the gaps appear exclusively in the
lagging-strand product. A consequence of the rolling-circle construct used in these assays is that any gap formed in the leading-strand product would lead to rapid termination of DNA synthesis. This termination arises because any replisomes that collide with a leading-strand gap on a subsequent trip around the circle would displace the circle from the growing product (Figure 7.14). Any gaps formed in the leading-strand product as a result of RarA action would therefore manifest as a reduction in the overall length of the products observed at the completion of the assay. No such reduction in product length was observed (Figure 7.7). Movies of actively growing DNA molecules indicate that gaps form immediately behind the replication fork (Figure 7.1c). When RarA was added late, at 20 min after most polymerization reactions had been completed, no gaps were observed (Figure 7.15). Thus we conclude that RarA acts directly at the replisome and transiently affects the function of the Pol III engaged in lagging-strand DNA synthesis. There is no nuclease function or contamination in the RarA preparation that would create gaps randomly in the DNA.

The lagging-strand bias demonstrated by RarA can potentially be explained by two different mechanisms. In the first, RarA acts selectively on the lagging-strand polymerase. Strand selectivity could be imparted through the interaction of RarA with SSB, most likely binds exclusively on the lagging-strand template. Among the many proteins that interact with the C-terminal segment of SSB (32), RarA has one of the highest affinities (308). Interestingly, Mgs1 and WRNIP1 have been reported to interact specifically with the eukaryotic lagging-strand DNA polymerase δ (316, 317, 320). In the second mechanism, RarA acts on both the leading- and lagging-strand polymerases. Here, the selectivity is explained by polymerase dissociation having different outcomes on each strand. RarA-mediated disengagement of a Pol III on the lagging strand would result in release of the DNA loop tethering lagging- and leading-strand synthesis, precluding re-assembly of a polymerase at the now distant and exposed 3′ terminus (7.16). Similar disengagement on the leading strand would likely halt the progress of the replisome, allowing rapid re-assembly of another polymerase and resumption of DNA synthesis without producing a gap. In principle the second mechanism would manifest as a reduction in the average rate of the replisome, although the effect could be subtle. There is no evidence in the kymographs of growing DNA molecules (Figure 7.1b, bottom) to suggest that RarA slows the rate of replisome progression.

RarA could act to disengage the Pol III core with its associated β2 clamp from the DNA template, or it could act to separate that Pol III core from its β2 clamp. If RarA disengages both the Pol III core and associated clamp, and both are reused when lagging strand DNA synthesis re-initiates, no β2 clamps would be left behind the fork at RarA-mediated gaps. If, on the other hand, RarA separates Pol III core from its clamp, one would expect that clamps would be left behind at gaps. To distinguish these possibilities, we repeated the rolling-circle assays using fluorescently labeled β2 clamp. As expected, no gaps were observed in the absence of RarA (Figure 7.1d, top). Fluorescently labeled β2 clamps were
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**Figure 7.2: A new model of RarA activity: gap creation.** The data presented in this study show that RarA creates gaps behind the replication fork. This scheme outlines a potential mechanism for this activity and highlights its implications for DNA repair in vivo. In this scheme, polymerase stalling at lesions, or perhaps other barriers, on the lagging strand triggers the action of RarA (i). RarA detaches the lagging strand polymerase from its $\beta$ clamp, allowing replisome to skip over the lesion and leaving a short ssDNA gap in its wake (ii). These lesion-containing gaps are ideal substrates for translesion DNA synthesis by DNA polymerases II, IV and V, or for recFOR-dependent daughter strand gap repair. Unlike lesions at stalled replication forks, lesions within single strand gaps cannot be bypassed through fork regression mechanisms. Thus, TLS and daughter strand gap repair represent the only available options for repair.

only visible at the tips of DNA molecules, corresponding to the position of the replication fork. This indicates that under the conditions of the assay (20 nM $\beta_2$ clamp is provided in the replication solution), clamps are predominantly recycled by Pol III$^*$ during synthesis of each new Okazaki fragment (136). Introduction of 300 nM RarA to the reaction led to products containing numerous gaps, as expected. However multiple $\beta_2$ clamps were now visible on each product DNA (Figure 7.1d, bottom). This indicates that in the rolling-circle assay RarA action disengages Pol III core from the $\beta_2$ clamp which remains associated with the dsDNA upstream of each gap. Many of the abandoned clamps were seen near gaps. It is possible that all of them were thus associated, since gaps of less than 500 nt would not be observed in this experiment. We note that no DNA lesions have been purposefully introduced into these DNA substrates. RarA protein is acting to create gaps behind the replication fork. The levels of RarA employed, and perhaps the absence of other factors that may affect RarA function in the cell, may amplify an activity that normally addresses replisome stress with more targeted precision *in vivo.*
We conclude that RarA has a direct and ATPase-dependent destabilizing effect on the replisome that results in the formation of (in this system) lagging-strand gaps behind the replication fork. A working model for this activity is shown in Figure 7.2. The detailed mechanism remains to be determined, but the simplest interpretation is that gap formation involves transient disengagement of the Pol III responsible for lagging-strand synthesis such that the $\beta_2$ clamp is separated from the polymerase core. In vivo, such an activity would need to be balanced with Pol III function, such that Pol III would only be displaced when a significant barrier was encountered. The remainder of this study involved an examination of the effects of RarA in vivo, focusing on the consequences of deletion of rarA.

### 7.2.3 RarA in vivo

In considering the results below, the implications of gap creation by RarA need to be kept in mind. If RarA creates gaps behind the replication fork, these become substrates for both translesion DNA synthesis and RecA-mediated daughter strand gap repair. The balance between these pathways of DNA damage tolerance could depend upon the type of lesion, levels of DNA damage (and thus numbers of gaps) and the lengths of gaps. Lesions within gaps could not be directly repaired by nucleotide excision repair. However, both translesion DNA synthesis and daughter strand gap repair via recombination would leave the lesion in place and create a substrate for nucleotide excision repair (NER). Thus, nucleotide excision repair would also have a late role in gap repair. Gaps would rapidly become distant from the replication fork as the replisome continues on its way downstream. This would make lesion bypass through fork regression impossible. RecA-mediated daughter strand gap repair would be available, although any lesions within gaps shorter than $\sim 7$ nt presumably could not be repaired in this way because RecA-mediated DNA pairing would be blocked (330–332). The apparent advantage of creating the gaps is to allow optimal progression of the replication fork, with lesion repair occurring behind it. Under normal growth conditions, such gaps may be generated when occasional lesions are encountered, or perhaps at sites where replication pauses for other reasons. Gap generation would increase with DNA damage levels. These gaps would generally go undetected by most methods currently applied to in vivo replication monitoring. When RarA was not present, gap generation would decline. The same barriers would be more likely to stall the replisome, forcing resolution via other pathways such as fork regression. Pathways such as nucleotide excision repair, when available, would address most genomic damage while the stalled fork was resolved. The importance of both TLS and RecFOR-mediated daughter strand gap repair would decline in the absence of RarA. With nucleotide excision repair needed both in the gaps and in the broader genomic DNA, it is hard to predict how elimination of RarA function would affect cells lacking key components of NER. If the DNA damage sensitivity of recFOR or TLS polymerase mutants occurs in whole or in part because their function is required in gaps created by RarA action, a rarA deletion should eliminate most or all of the gaps and thus suppress that DNA damage
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sensitivity while repair was diverted to other slower pathways.

### 7.2.4 RarA in vivo: (a) Effects of rarA deletions on cell growth.

Figure 7.3: Strains lacking rarA exhibit a growth defect compared to wild type MG1655 cells, exhibit smaller cell size and contain a reduced number of replisome foci. (a) Overnight cultures were grown in LB medium, diluted 100-fold and allowed to grow for 1000 min. OD600 values were recorded over this time period. Traces represent OD600 values averaged over a minimum of three biological replicates. (b) Cells lacking the rarA gene are outcompeted by wild type MG1655 cells. Using a growth competition assay, equal amounts of wild type MG1655 and ΔrarA strains are incubated together at t = 0 h. This co-culture was allowed to grow for 48 h, with samples taken at 0, 24, and 48 h. These samples were serially diluted and plated onto tetrazolium agar plates. Deletion of the araBAD operon acts as a marker (*) and is able to be differentiated from araBAD+ cells. This marker was combined with both the wild type and ΔrarA genotypes, with no discernable effect on the growth rate of either strain. Colonies representing each genotypic population were counted and divided by the total number of colonies to determine the percentage of the total population each strain inhabited. These experiments were conducted in triplicate, with error bars representing the standard deviation from the mean. (c) Single-molecule fluorescence imaging of rarA+ (EAW170, top) and ΔrarA (THS04, bottom) strains containing DnaQ-YPet labeled replisomes. Cells were grown at 37°C in flow cells and imaged every 5 min for 180 min. (d) Histograms of DnaQ-YPet replisome foci per cell and cell length for the rarA+ (light gray) and ΔrarA (dark gray) strains. Error bars represent the standard error of the mean values for each bin across at least two replicates. DnaQ-YPet foci per cell for rarA+ cells: mean = 2.8; SEM = 0.03; n = 2738 cells. DnaQ-YPet foci per cell for ΔrarA cells: mean = 1.3; SEM = 0.03; n = 1424 cells. Cell size for rarA+ cells: mean = 5.5; SEM = 0.03 μm in length; n = 2892 cells. Cell size for ΔrarA cells: mean = 3.7; SEM = 0.03 μm in length; n = 1660 cells.

A growth defect. We hypothesize that the main function of a gap creation function is to promote optimal progression of the replication fork when lesions or other
barriers are encountered. Whereas truly stalled forks may occur at most a few times per cell cycle, there may be many more circumstances where lesions or replication pause sites are simply bypassed, leaving daughter strand gaps behind the fork. Loss of RarA function may thus result in a growth defect. No growth or viability phenotype has previously been ascribed to strains with a rarA gene deletion (303–305, 315, 333). However, no growth curves comparing the deletion mutant to wild type cells have been published. Previous work has focused on a modified rarA gene in which a chloramphenicol-resistance cassette replaced either the first 600 nucleotides of the gene (303, 304, 315, 333) or codons 113–349 (305), both in an E. coli AB1157 background. As most of our own constructs are based on E. coli strain MG1655, we constructed a complete rarA gene deletion in the MG1655 background. As detailed below, deletion of rarA resulted in a small cell phenotype and this could be complemented by moderate expression of rarA from an arabinose-inducible plasmid. We compared the growth of the ∆rarA strain to wild-type cells in rich growth medium. The ∆rarA cells grew more slowly than wild-type, exhibiting a doubling time of 42 versus 29 min for the WT cells (Figure 7.3a), a result not previously reported. To determine the relative fitness cost of rarA deletion, we carried out direct competition assays between the wild type strain and the ∆rarA strain using an approach developed by Lenski and colleagues (334) (Figure 7.1b). Wild type or mutant cells were modified to carry a neutral Ara− mutation (which confers a red color on colonies when grown on tetrazolium arabinose, TA indicator plates) to permit color-based scoring of mixed populations. Overnight cultures of the ∆rarA strain were mixed in a 50/50 ratio with isogenic wild type cells carrying the Ara− mutation. The mixed culture was then diluted and grown up again on successive days, with plating to count red and white colonies occurring once each day. Earlier work (334, 335) demonstrated that the Ara− mutation does not affect growth rates by itself. We nonetheless carried out the competitions twice with the Ara− mutation in one strain or the other to control for any anomalous effects the rarA deletion might exhibit in the Ara− background. In both experiments, the wild-type cells outgrew the ∆rarA cells and dominated the mixed cultures almost completely within 48 hours (Figure 7.1b). Based on the 24h time-point, we calculated that ∆rarA had a relative fitness w = 0.5 (336), indicating a significant loss of fitness relative to wild type cells.

Reduced cell size. To investigate why ∆rarA cells grow more slowly than wild type, we carried out single-molecule single-cell microscopy. To see if there were any replication defects, we made use of strains expressing two different replisome markers, fusions of either the ε or τ subunits of the replicative DNA polymerase III holoenzyme complex (dnaQ-YPet or dnaX-YPet, respectively). We compared the number and position of replisome foci in rarA+ and ∆rarA cells. In each case the replisome protein was labeled at its C-terminus with the bright yellow fluorescent protein YPet, and was expressed from its normal chromosomal locus under its native promoter, as in previous work (110). The functionality of these constructs has been assessed in multiple ways. The constructs are modeled after, and the fusion protein sequence identical to, constructs used previously by Sherratt and colleagues (248). Using an AB1157 background, these workers found little or no
effect of the fusions on cell growth rate (in minimal media), DNA content profiles, cell length distributions, or numbers of oriC foci (248). An identical dnaX-YPet derivative of MG1655 (the one also used in the current study) and a similar dnaQ-mKate2 MG1655 derivative (identical but for the nature of the fluorophore) produced no observable growth defect when grown in LB medium (236). In the current study, we again confirmed that the dnaQ-YPet and dnaX-YPet alleles have little or no effect on log-phase growth rates: dnaQ-YPet cells grew only slightly slower than wild type cells, whereas dnaX-YPet cells grew at wild type rates (Figure 7.10).

We observed that ∆rarA cells were substantially smaller than rarA+ cells (3.7 [SEM = 0.03] versus 5.6 [SEM = 0.04] µm in length) and divided less frequently within the flow cell environment used for imaging (division time = 53 [SEM = 2] versus 26 [SEM = 1] min; n = 20 cells each) (Figure 7.1c). Additionally, dnaQ-YPet rarA+ cells had between 0 and 10 replication foci (mean = 2.8; SEM = 0.03; n = 2371) (Figure 7.1d), consistent with multi-fork DNA replication due to growth in rich imaging medium. Cells carrying a rarA deletion (dnaQ-YPet ∆rarA) had fewer foci (mean = 1.2; SEM = 0.03; n = 1116), consistent with their slower growth rate. Approximately 7% of cells contained more than 2 replication foci, indicating that ÏœTrarA cells are capable of multi-fork replication, but grow slow enough that this mode of replication is not usually necessary. Cells carrying a rarA deletion could be complemented with leaky expression of rarA from a pBAD plasmid, returning cells to near wild-type in terms of cell size (mean = 4.0; SEM = 0.17 µm in length; n = 50) and number of DnaQ-YPet foci (mean = 3.0; SEM = 0.2; n = 50) (Figure 7.12). Similar results were obtained using the dnaX-YPet strains (Figure 7.11a,b). We also measured cell size in wild type and ∆rarA cells containing unaltered replisome proteins lacking the YPet fusions (Figure 7.11c), and in each case found the distributions to be essentially identical to those seen for dnaQ-YPet and dnaX-YPet derivatives. The cell size result is not affected by the YPet fusions. The ∆rarA cells did not show any outward signs of replication defects, such as filamentation or abnormal numbers of replication foci relative to cell size. Rather they resemble cells growing in a nutrient-poor medium, showing slower growth and fewer replisomes. The imaging results are consistent with the hypothesis that RarA facilitates optimal rates of replisome progression and that this helps cells to grow quickly.

We also examined cell size using flow cytometry, with results that completely substantiated the results of the microscopy experiments. Forward area light scattering and DNA dye fluorescence were measured for wild type (MG1655) and ∆rarA cells grown in rich medium to exponential phase. Cells were not fixed or synchronized prior to observation by flow cytometry. Data were gated to exclude cell debris and doublets (Figure 7.13a,b). Cell size was significantly reduced in cells lacking RarA, as measured by forward scattering area (Figure 7.13c,e). DNA content was also significantly reduced and exhibited a bimodal distribution in ∆rarA cells as opposed to a unimodal distribution seen in wild type cells (Figure 7.13d,f). These results further underline a model in which RarA function is
7.2.5 RarA in vivo: (b) A rarA deletion suppresses the UV sensitivity of recF and recO mutations.
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Figure 7.4: Deletion of rarA suppresses the sensitivity of $\Delta$recF and $\Delta$recO strains to low levels of ultraviolet light. Indicated strains were grown to exponential growth phase (OD$_{600}$ = 0.2), serially diluted, spot plated onto LB agar plates, and irradiated at a dose of 15 J/m$^2$. (a) $\Delta$recO cells are sensitized to low levels of UV light by 2 orders of magnitude compared to wild type cells. Deletion of rarA results in no observable decrease in cell viability and restores cell viability to wild type levels in a $\Delta$recO background. (b) $\Delta$recF cells are sensitized to low levels of UV light by 1–2 orders of magnitude compared to wild type cells. Deletion of rarA in a $\Delta$recF background restores cell viability to wild type levels.

The RecF, O and R proteins have been implicated in the repair of daughter-strand gaps. These proteins all have a role in the loading of RecA protein onto SSB-coated single-stranded DNA at gaps and in some cases at DNA ends. Loss of function of any of the RecFOR proteins results in sensitivity to UV irradiation (255, 337–340). If a significant proportion of the gaps that act as RecFOR substrates in UV-irradiated cells are created by RarA action (via core polymerase disengagement to leave pyrimidine dimers in gaps), then loss of RarA function could decrease the numbers of UV-associated gaps. Fork stalling would be more likely and UV lesion repair would be channeled into pathways other than RecFOR-mediated daughter-strand gap repair. In this case, a rarA deletion could

required for optimal replication fork progression in vivo.
suppress or partially suppress recFOR mutations, depending upon how much RecFOR function was focused on gap repair. As shown in Figure 7.4, this is indeed the case. When the recO gene was deleted, and cells were subjected to UV irradiation at a dose of 15 J/m², cell survival declined by approximately 2 orders of magnitude relative to wild type cells. Cells lacking the rarA gene exhibited no decline in survival, although the cells grew more slowly as is evident by the colony size in Figure 7.4. When both recO and rarA were deleted, the sensitivity of the ΔrecO cells to UV at this dose was completely suppressed. This indicates that the sensitivity conferred by a lack of RecO function is not due entirely to the absence of RecO, but instead reflects an activity of RarA. This is the result that would be expected if RarA was creating the major substrate for RecO action following UV irradiation. In the absence of RarA, RecO is no longer needed as repair is shunted to alternative (slower) pathways. A similar result was obtained with cells lacking RecF function, although survival in the ΔrecF strain declined somewhat less at this UV dose than was seen with the ΔrecO cells (Figure 7.4). Each of these experiments was repeated 3 times with consistent results.

When the UV dose was increased to 30 J/m², a similar result was obtained (Figure 7.17). Survival by the cells lacking RecO or RecF function declined further at the higher dose, as expected. However, in this case, suppression of the UV sensitivity of the ΔrecO and ΔrecF cells by ΔrarA, although readily apparent, was partial. We attribute this to the creation of substrates requiring RecFOR action by pathways that do not involve RarA at the higher UV dose. These experiments were repeated 3 times with consistent results.

7.2.6 RarA in vivo: (c) A rarA deletion suppresses the DNA damage sensitivity of TLS polymerase mutants. RarA-mediated commitment to translesion DNA synthesis.

Bacterial cells lacking DNA polymerase IV (ΔdinB) function and growing in log phase are highly sensitive to the agents methyl methanesulfonate (MMS), nitrofurazone (NFZ) and 4-nitroquinoline-1-oxide (4-NQO) (290–295). DNA polymerase IV can bypass the lesions at guanine-N2 resulting from treatment with these agents (291,341,342). The sensitivity of dinB mutants to these agents has been parsimoniously interpreted as reflecting the absence of DNA polymerase IV. If RarA is creating suitable substrates for TLS action, eliminating these substrates should eliminate the need for TLS, and a rarA deletion should suppress the sensitivity of dinB mutants to these agents. This is what is observed (Figure 7.5, Figure 7.18); a rarA deletion strain was no more sensitive to NFZ than a wild type control (Figure 7.5). But as in the case of the recO and recF deletions, combining the dinB and rarA deletions led to a complete suppression of NFZ sensitivity normally found in ΔdinB cells. This result implies that the sensitivity of dinB mutants to NFZ is not due simply to the absence of DNA polymerase IV. Instead, the sensitivity of dinB mutants to NFZ reflects a function of the RarA protein. The ATPase function of RarA is required to create suitable substrates for TLS; a RarA mutant that is unable to hydrolyze ATP, K63R, is as effective at suppressing the
sensitivity of dinB mutants to NFZ as complete deletion of the rarA gene (Figure 7.5). This is again consistent with a pathway where RarA creates a substrate for DNA polymerase IV action. When RarA is present but DNA polymerase IV is not, lesions are left behind the replisome in gaps but are not addressed by Pol IV and many cells die. When RarA is not present, the substrates for Pol IV action are not created and alternative pathways act to remove and/or bypass the lesions. The suppression effect of a rarA mutant is not specific to DNA polymerase IV. Mutants of DNA polymerase II (polB) are also sensitive to NFZ (343). Mutants of DNA polymerase V (umuCD) are sensitive to high doses of UV irradiation (344). In both cases, the sensitivity is suppressed by including the rarA deletion, or the rarA K63R mutant, in a Pol II or Pol V deficient background (Figure 7.5). These results indicate that the RarA activity leading to TLS function involves ATP hydrolysis. The lack of specificity for any one of the TLS polymerases, along with the similar effects of rarA deletions in recO and recF backgrounds, make it unlikely that RarA directly recruits TLS polymerases to the replisome (or to the gaps it creates). Instead, RarA is creates a substrate on which TLS polymerases can function; $\beta_2$ sliding clamps left behind at the gaps as a result of RarA action may play a role in recruiting TLS DNA polymerases.

7.2.7 RarA in vivo: (d) A rarA deletion partially suppresses the DNA damage sensitivity of a uvrA deletion mutant.

NER can not address a lesion present in single-stranded DNA, and thus could not function in RarA-generated gaps. However, after the gap DNA is converted to duplex DNA by translesion DNA synthesis or recombination-mediated daughter-strand gap repair, the lesion would still be present and become a substrate for NER. The importance of NER in cells lacking RarA function would then become a complex reflection of the alternatives that might exist for DNA lesion resolution or tolerance in front of the fork. We examined the effects of a rarA deletion on cells that also lack the function of the nucleotide excision protein UvrA. Cells lacking nucleotide excision repair are extremely sensitive to a range of DNA damaging agents. In the case of NFZ, extreme sensitivity led us to utilize a range of nitrofurazone concentrations from 2.5–10 μM. NFZ reduced survival in ΔuvrA cells by approximately 2–5 orders of magnitude, depending on the concentration used (Figure 7.6). There was no reduction in survival in ΔrarA cells, as seen in Figure 7.5, although colonies again grew more slowly. The same ΔrarA deletion modestly suppressed the deleterious effects of the ΔuvrA deletion, improving survival by about 1 order of magnitude at the lowest concentration of NFZ, with slightly less suppression evident at higher levels of NFZ. The cells continued to grow slowly without RarA function. The results indicate that RarA function — creating gaps — is moderately deleterious in cells lacking nucleotide excision repair.
Figure 7.6: Deletion of rarA partially suppresses the sensitivity of a ∆uvrA strain to DNA damage. Cultures of indicated strains were grown to exponential growth phase (OD<sub>600</sub> = 0.2), serial diluted, and spot plated onto LB agar containing indicated concentrations of nitrofurazone (NFZ). Cells lacking the nucleotide excision pathway protein uvrA are highly sensitive to nitrofurazone. As in Figure 7.5, cells lacking the rarA gene are not sensitive to nitrofurazone at concentrations up to 10 µM. At low (2.5 µM) and medium (5 µM) concentrations of nitrofurazone, deletion of the rarA gene in a ∆uvrA background partially suppresses these cells’ sensitivity to NFZ by one order of magnitude. The effect of suppression is diminished at high concentrations (10 µM) of nitrofurazone. In all cases, cell viability in a double rarA/uvrA deletion strain is not restored to wild type levels.

7.3 Discussion

We conclude that the action of RarA generates gaps behind the replication fork. In vivo, RarA activity (a) facilitates normal rates of cell growth and (b) sets the stage for TLS function and daughter strand gap repair requiring the RecFOR proteins. Addition of RarA to a single molecule system of rolling-circle DNA replication leads to the creation of gaps and abandonment of β2 sliding clamps behind the replication fork. Absence of RarA function confers a substantial growth defect in rich medium, albeit without a decline in cell survival. The ∆rarA mutation suppresses the DNA damage sensitivity of both recF/recO and TLS polymerase mutations by eliminating a substrate for TLS and daughter-strand gap repair and channeling DNA damage tolerance into alternative, albeit slower, repair pathways. Our working model for RarA is outlined in Figure 7.2 and provides obvious paths for further experimentation. When a lesion or perhaps another barrier is encountered, the fork may often not stall. Instead, RarA disengages part of the replisome, halting DNA synthesis at that location. DnaG-promoted restart then allows replication to continue upstream, and the lesion or other barrier is left behind in a gap. TLS polymerases can then act to fill in the gap,
or at least the portion containing the lesion. In some instances, the gap may be addressed by RecFORA-mediated daughter-strand gap repair. Nucleotide excision repair can contribute after the single-stranded and lesion-containing gap has been converted to duplex DNA. Notably, whenever a process that potentially contributes to gap repair is compromised, survival is enhanced by eliminating RarA and its gap-generating function. Alternative processes that deal with lesions in front of the fork, possibly including pathways involving fork stalling, collapse, and/or regression, increase chances for survival even while slowing cell growth.

Our model for RarA action has changed. RarA does not promote a switch between normal and TLS replication. Instead, it facilitates a switch between repair in front of the replisome, involving lesions or barriers that might otherwise lead to fork stalling or collapse, to repair in gaps left behind the fork. The repair in both cases is likely to involve both nucleotide excision repair and aspects of recombinational DNA repair. However, the contexts for repair ahead of and behind the fork have notable differences, and repair in gaps may represent a special purview of translesion DNA synthesis. Nucleotide excision repair cannot act in gaps until they have undergone processing by either TLS or recombination-mediated daughter strand gap repair. Recombination pathways could well be overwhelmed by higher DNA damage loads that lead to the generation of many gaps. Recent work has documented that DNA polymerases IV (345) and V (110) spend relatively little time at the replication fork, but instead form foci at many other locations in the genomic DNA. The need for TLS in RarA-generated gaps may explain the enigmatic presence of significant constitutive levels of DNA polymerases II and IV in *E. coli* (286–289). There is no evidence that RarA plays a direct role in TLS polymerase recruitment. Instead, the connection between RarA and TLS appears to be indirect; RarA simply generates an ideal substrate for TLS polymerases to act upon, i.e. one that results in a $\beta_2$ clamp being left behind at the edge of a ssDNA gap that may often include a template lesion (Figure 7.1d).

RarA shows strong lagging-strand bias *in vitro*. We do not know if this bias is real, or if action on the leading strand is obscured by the design of the *in vitro* system. It is possible that lesion skipping takes another form on the leading strand, either with no separate catalyst (275, 346) or with catalysis by an enzyme distinct from RarA. If RarA does maintain a lagging strand bias during its normal operations in cells, this would create specific substrates for TLS on the lagging strand and could conceivably be the origin of the lagging strand bias exhibited by TLS polymerases (347–352).

### 7.3.1 Why do cells maintain a gap creating activity?

The action of RarA necessitates RecF- and O-dependent daughter-strand gap repair, as well as TLS. In the absence of RarA the requirements for these pathways are greatly reduced. In fact, cells appear to survive UV damage somewhat better in the absence of RarA in some experiments (Figures 7.4, 7.5),
although cell growth is greatly slowed. If the gaps disappear and TLS is no longer required, repair would presumably also be less mutagenic. So why would cells maintain an enzyme that creates gaps in the DNA?

Almost all organisms have a gene encoding a RarA homolog, suggesting that gap creation offers a significant advantage. The results of the current study suggest that the advantage endowed by RarA is that it ensures optimal rates of chromosomal replication (allowing lesions to be taken care of behind the fork). *E. coli* mutants lacking RarA activity exhibit a significant growth defect and consequently exhibit reduced fitness relative to wild type cells. Creation of gaps behind the replication fork by RarA may represent a simple trade-off for rapid DNA replication and prolific cell growth.

### 7.3.2 What is the trigger for gap formation?

There are no lesions purposefully introduced into the rolling-circle DNA substrate used in the single molecule experiments of Figure 7.1. Gap creation in this system is a function of RarA concentration, and requires concentrations greater than those likely to be present *in vivo*. At present, the trigger for RarA action is unknown. *In vivo*, there is a clear connection between RarA function and DNA damage. A replisome pause at the site of a lesion is a plausible trigger *in vivo*, and pausing due to other types of barriers could also contribute. *In vitro*, replisome pausing is regularly observed in single molecule studies of replication, even on undamaged templates (52, 353–357). The gap generation of Figure 7.1 may amplify a function that is more focused on pausing at particular types of lesions *in vivo*.

### 7.3.3 Promotion of lagging-strand gap creation

The concept of gap creation as a means of DNA damage tolerance has a five-decade history in the literature of bacterial DNA metabolism (358–362). It was first embodied in the concept of post-replication repair, proposed by Howard-Flanders and colleagues (361, 363). These researchers found that low-level UV irradiation of cells defective in nucleotide excision repair did not entirely block DNA replication, but instead led to the appearance of shorter nascent DNA strands. The lengths roughly corresponded to the inter-lesion distance (364, 365). The observations implied that lesions had been bypassed so as to leave them behind in single-strand gaps to be repaired after replication had moved on. At longer times, the shorter DNAs were gradually incorporated into chromosome-sized DNA molecules. Many predictions of the model were subsequently borne out *in vivo* (366, 367). As the idea matured, it was later called daughter-strand gap repair (367), and it became the basis for studies of RecA-mediated gap repair and the specialized functions of proteins such as RecF, O and R (338, 339, 359, 368–371). The lesions left behind by lesion skipping would be repaired either by TLS (372) or by recombinational DNA repair (362, 373). These ideas, and the interplay between the different paths for
DNA repair in bacteria continue to be explored (264, 274, 282, 366, 374, 375).

In principle, TLS polymerases could act not only in gaps, but also at the replisome itself via polymerase exchange. DNA polymerase switching (from a DNA polymerase core to DNA polymerase II or IV) has been demonstrated by several groups (142, 275, 278, 279) and may also contribute to the bypass of lesions encountered by the replisome. This type of replisomal TLS would circumvent the need for lesion skipping and TLS in the resulting gaps. However, a role for TLS in gaps created by lesion skipping has also become prominent in the recent literature. Marians and colleagues have demonstrated that DNA polymerase III has an inherent capacity to undergo lesion-skipping, focusing primarily on the leading strand, and on a timescale of minutes (256, 275, 346, 376–378). The results of an in vitro study suggest that replisomal TLS and leading strand lesion skipping are competing mechanisms (275). The importance of DNA polymerases II, IV and V to carry out postreplicative TLS in the resulting gaps has been pointed out (272, 274). Recent single-molecule imaging studies (110, 345) have indicated that DNA polymerases IV and V actually spend little time at the replisome, with many non-replisomal genomic foci present under many conditions. The results are consistent with a frequent use of postreplicative TLS-mediated gap filling during cellular replication.

The idea that an enzymatic activity may exist to facilitate lesion skipping on the lagging strand has no precedent, and to our knowledge is unanticipated. Previous studies conducted in vitro have concluded that lagging strand lesion skipping is an inherent property of the replisome (328, 379), but the current study suggests a much different situation. The activities of RecF and RecO become partly dispensable upon deletion of rarA (Figure 7.4), as do the activities of all three TLS polymerases (Figure 7.5). The cells also grow much more slowly. This suggests that in vivo few, if any, ssDNA gaps are formed in the absence of RarA. Conversely, many ssDNA gaps are formed in its presence. In a previous in vivo study, PagÅls and Fuchs found that the presence of a lesion on the lagging strand triggered the formation of a lesion-containing ssDNA gap, but did not hinder the progress of the replisome (372). Since the E. coli strain used in the study (JM103) was rarA+, it now appears likely that the gaps were created by the action of RarA.

In the absence of RarA, lesions on the lagging strand template could stall the replication fork if the lagging strand polymerase were to become stuck and the exchange of Pol III* into the replication fork become limiting. In the absence of exogenous DNA damage, Pol III* exchanges readily in vivo (Beattie et al., 2017, Lewis et al., 2017). Exchange could easily become limiting in the presence of damage, however. There are only ~20 molecules of Pol III* available in each cell (236, 239). If an exchange-driven lesion-skipping mechanism were at play in cells, Pol III* complexes would initially be deposited on lesions left behind the replisome. This would soon deplete the cell’s supply of Pol III* and exchange would cease. By detaching Pol III* from its β2 clamp, RarA could liberate the lagging strand...
polymerase from the lesion and allow the Pol III* complex to progress downstream without exchanging.

### 7.3.4 What is the mechanism of polymerase detachment?

The RarA protein is homologous to clamp loader proteins (308), is present at the replication fork (304), and has an important role in the observed instability of at least two mutant proteins in the replisome (305, 315). All of these observations are consistent with the proposed gap-creation function of RarA. The in vitro single molecule data indicate that RarA does not disassemble the entire replisome, as replication continues apace. The appearance of gaps in vitro requires the RarA ATPase, and thus is not a simple function of SSB binding. Although more work is needed to explore mechanistic details, the simplest model is one where the clamp-loader-like structure of RarA is utilized to separate a Pol III core from its bound β2 clamp. Consistent with this model, in vitro assays (Figure 7.1) showed that β2 clamps are left at gaps behind the fork in the presence of RarA. It has not escaped our attention that the N-terminal portion (NH2-SNLSLDF) of E. coli RarA is reminiscent of a hexapeptide motif present in other proteins to interact with the β2 clamp (e.g. QLSLPL in the E. coli Hda protein; bold characters indicate residues that come into intimate contact with a hydrophobic pocket on the β2 clamp) (Dalrymple et al., 2001, Wijffels et al., 2004). Based on a demonstrated interaction of Mgs1/WRNIP1 with DNA polymerase δ, Enomoto and colleagues suggested that Mgs1 and WRNIP1 might act to detach DNA polymerase δ from PCNA (316).

Detachment of the lagging-strand polymerase from the clamp could have a destabilizing effect on the replisome, and explain why dnaE486 and holD mutants support growth under nonpermissive conditions only when RarA function is absent (305, 315). The dnaE486 variant encodes a temperature-sensitive allele in the α-catalytic subunit of DNA polymerase III (313, 314) that limits growth at 38°C. The loss of rarA function suppresses the lethality of the dnaE486 allele at restrictive temperatures (305). Loss of rarA also suppresses the effects of mutations that inactivate holD (315). These results indicate that RarA is somehow destabilizing the replisome, and that the phenotype of these replisome alterations is dependent on RarA. The holD gene encodes the ψ subunit of DNA polymerase III, which while nonessential, destabilizes the replisome when it is absent (315). When Pol III replisomes are destabilized, TLS polymerase activity can potentially increase to fill the resulting void.

All RarA-family proteins exhibit a DNA-dependent ATPase activity in vitro (305, 308, 317, 318, 380). The DNA interaction underlying the ATPase activity specifically targets duplex DNA ends and gap boundaries (320, 321). Recently, we demonstrated that RarA possesses an ATP-dependent DNA flap creation activity, and proposed a model for how this might facilitate DNA damage tolerance in some situations (321). This activity also provides a molecular basis for an elevated rate of damaged chromatid loss that was recently observed in recA mutants (381).
Although it could be most easily rationalized in the context of the replication fork, and represents another potential link between RarA and the replisome, it is not yet clear how this activity would mesh with the results described here. However, a flap forming activity, particularly one targeted to gaps, might be useful in facilitating aspects of lesion skipping or RecA loading.

### 7.3.5 Implications of gap creation for TLS

The results of the current study raise a host of new questions about the actions of TLS polymerases. To what extent does TLS polymerase activity require RarA? Is RarA action sufficient to form substrates for TLS polymerases in the absence of exogenous DNA damage? What types of DNA lesions are subject to lesion skipping, and what types represent barriers that require replisome stalling and repair by other paths? Does RarA have a lagging strand bias as observed in the *in vitro* assays, and could this explain the tendency for TLS polymerases to act on the lagging strand? Is the SOS response, which is triggered by the formation of RecA* nucleoprotein filaments on ssDNA, in effect governed by RarA activity?

The current study leads us to propose a new idea: that an enzymatic activity exists to facilitate lesion skipping by the replisome. This idea has strong implications for our understanding of TLS, but also more generally for our understanding of how cells channel damaged DNA substrates into different repair pathways. Under normal growth conditions, many more DNA lesions may be encountered by the cellular replication fork than previously appreciated, most of them skipped over in a process undetected by most approaches used to date.

### 7.4 Materials and methods

#### 7.4.1 Replication proteins

*E. coli* DNA replication proteins were produced as described previously: the β2 sliding clamp (210), SSB (211), the DnaB₆(DnaC)₆ helicase–loader complex (212), DnaG primase (213), the Pol III τnγ(3n)δδ′χψ clamp loader (202), Pol III αεθ core (202), and wild type, and K63R mutant RarA proteins (308). All proteins were carefully tested for endo- and exonuclease contamination using gel-based DNA degradation assays utilizing supercoiled and linear dsDNAs and circular and linear ssDNAs. No contaminating endo- or exonucleases were detected. Aliquots of purified proteins were thawed fresh from −80°C stocks prior to each experiment. RarA protein concentration was determined using the native extinction coefficient $\epsilon = 5.44 \cdot 104 \text{ M}^{-1}\text{cm}^{-1}$ (308).

#### 7.4.2 Labeling of β2 with AF647

β2 labeling reactions were carried out at a protein concentration of 140 μM (as a dimer) at room temperature in 500 μL of labeling buffer (50 mM Tris.HCl pH 7.6, 3 mM dithiothreitol, 1 mM EDTA, 100 mM NaCl, 20% (v/v) glycerol). A 4-fold
molar excess of Alexa Fluor 647 carboxylic acid, succinimidy l ester (Invitrogen) dissolved in anhydrous DMSO was added to the protein solution and allowed to react for 1.5 h in the dark, yielding Fraction I. Fraction I was centrifuged (21,000 x g; 15 min) at 6°C and the supernatant carefully removed to yield Fraction II. Fraction II was applied at 1 ml/min to a column (1.5 x 10 cm) of Superdex G-25 resin (GE-Healthcare) equilibrated with gel filtration buffer (50 mM Tris.HCl pH 7.6, 3 mM dithiothreitol, 1 mM EDTA, 100 mM NaCl, 5% (v/v) glycerol) to remove unreacted fluorophores. Fractions containing the labeled $\beta_2$ were pooled and dialyzed into storage buffer (50 mM Tris.HCl pH 7.6, 3 mM dithiothreitol, 1 mM EDTA, 100 mM NaCl, 20% (v/v) glycerol). The degree of labeling was determined by UV/vis spectroscopy to be $\sim 1$ fluorophore per $\beta$ dimer.

### 7.4.3 In vitro single-molecule rolling-circle DNA replication assay

![Graphs showing rates and processivities for different conditions](image)

Figure 7.7: Histograms of rates and processivities for pre-assembled replisomes. The rate histograms were fit with a Gaussian distribution (black line) to obtain the mean rate. The rates are 662 ± 72 bp/s without RarA (top, left), 658 ± 33 bp/s with 300 nM RarA (top, middle), and 685 ± 70 bp/s with 300 nM RarA K63R (top right). Processivity distributions were fit with a single-exponential decay function (black line). The processivities are 68 ± 7 kb without RarA (bottom, left), 70 ± 6 kb in the presence of 300 nM RarA (bottom, middle), and 68 ± 8 kb with 300 nM RarA K63R (bottom, right). These data show that RarA does not affect the rate of replication and processivity under these conditions. The errors represent the s.e.m.

Microfluidic flow cells were prepared as described (51). Briefly, a PDMS flow chamber was placed on top of a PEG-biotin-functionalized microscope coverslip. To help prevent non-specific interactions of proteins and DNA with the surface, the chamber was blocked with blocking agent (NEB, Ipswich, MA). The chamber was placed on an inverted microscope (Nikon Eclipse Ti-E) with a CFI Apo TIRF 100x oil-immersion TIRF objective (NA 1.49, Nikon, Japan) and connected to a syringe pump (Adelab Scientific, Australia) for flow of buffer. Reactions
were carried out 31°C, maintained by an electrically heated chamber (Okolab, Burlingame, CA). Double-stranded DNA was visualized in real time by staining it with 150 nM SYTOX orange (Invitrogen) excited by a 568 nm laser (Coherent, Santa Clara, CA; Sapphire 568–200 CW) at 150 mW/cm². The red labeled β₂ was excited at 700 mW/cm² with a 647 nm (Coherent, Obis 647–100 CW) laser. For dual-color imaging the signals were separated via dichroic mirrors and appropriate filter sets (Chroma, Bellows Falls, VT). Imaging was done with an EMCCD camera (Photometrics, Tucson, AZ; Evolve 512 Delta).

Figure 7.8: Comparison of gap sizes and gap frequencies for RarA concentrations of 30, 100 and 300 nM. (a) Gap frequency (blue) and gap size (orange) as a function of RarA concentration (left). The gap frequency increases with increasing concentrations of RarA. The gap size, obtained from histograms in (b) remains constant within this range of RarA concentrations. Gap frequency and gap size for two concentrations of β₂. The gap size changes as a function of β₂ concentration, whereas the frequency remains constant. The error bars represent the s.e.m. (b) Histograms of the gap size for RarA concentrations of 300 nM (top, left), 100 nM (top, middle), and 30 nM (top, right). The histograms were fit with single-exponential decay functions (black lines) to obtain the average gap size. The gap sizes are 2.2 ± 0.6, 1.8 ± 0.7, and 2.2 ± 0.5 μm for 300, 100, and 30 nM RarA, respectively, in the presence of 20 nM β₂. In the presence of 100 nM β₂ and 300 nM RarA (bottom, left) the gap size changed to 0.95 ± 0.19 μm. The errors represent the s.e.m.
Conditions for the pre-assembly replication reactions were adapted from published methods (136,204,236). Solution 1 was prepared as 30 nM DnaB_{6}(DnaC)_{6}, 1.5 nM biotinylated circular 2 kb dsDNA substrate and 1 mM ATP in replication buffer. This was incubated at 37°C for 3 min. Solution 2 contained 60 µM dCTP and dGTP, 3.3 nM Pol III\* (assembled in situ by incubating \tau_{3}δ\chi\psi (410 nM) and Pol III cores αδθ (1.2 µM) in replication buffer at 37°C for 90 s), and 74 nM β_{2} in replication buffer (without dATP and dTTP). Solution 2 was added to an equal volume of solution 1 and incubated for 6 min at 37°C. This was then loaded onto the flow cell at 100 µl/min for 1 min and then 10 µl/min for 10 min. The flow cell was washed with replication buffer containing 60 µM dCTP and dGTP. An imaging buffer was made with 1 mM UV-aged Trolox, 0.8% (w/v) glucose, 0.12 mg/ml glucose oxidase, and 0.012 mg/ml catalase (to increase the lifetime of the fluorophores and reduce blinking), 1 mM ATP, 250 µM CTP, GTP and UTP, and 50 µM dCTP, dGTP, dATP and dTTP in replication buffer. Replication was finally initiated by flowing in the imaging buffer containing 20 nM β_{2}, 75 nM DnaG, 250 nM SSB_{4}, and RarA when indicated, at 10 µl/min. All in vitro single-molecule experiments were performed at least four times. The analysis was done with ImageJ using in-house built plugins. The rate of replication of a single molecule was obtained from its trajectory and calculated for each segment that has constant slope.

### 7.4.4 Fluorescence polarization assay

![Graph](image)

**Figure 7.9: RarA K63R binds the SSB C-terminal tail peptide with an affinity similar to wild type RarA.** Wild type RarA or RarA K63R protein was incubated with fluorescently labeled *E. coli* SSB peptide at room temperature. Following incubation for 30 min, fluorescence polarization values were measured. Each point represents an average polarization value for a reaction containing the indicated concentration of RarA protein, while the error bars represent one S.D. from the average polarization value. Data were fit to a simple single-site binding curve and apparent dissociation constants (K_{d, app}) were calculated.

Indicated concentrations of wild type RarA or RarA K63R were incubated with 5 nM fluorescein-labeled *E. coli* SSB C-terminal peptide (Fluor-Trp-Met-Asp-Phe-Asp-Asp-Ile-Pro-Phe) for 30 min at room temperature in reaction buffer (25 mM Tris acetate pH = 7.5, 3 mM potassium glutamate, 10 mM magnesium acetate,
5% (w/v) glycerol, and 1 mM dithiothreitol) supplemented with 100 ng/ml BSA. Fluorescence polarization was measured for each sample using a Beacon 2000 fluorescence polarization system (PanVera Corporation, Madison, WI). The polarization values of experimental reactions were background corrected by subtracting the value of SSB peptide alone (44 mP) from each experimental value. Binding data were fit to a simple one-site binding specific interaction model and apparent Kd values were calculated using GraphPad Prism software (GraphPad Software, San Diego, CA).

7.4.5 Reagents and growth conditions

All cell cultures were grown with shaking and aeration in Lysogeny Broth (LB) made fresh from components (Benton, Dickinson and Company, Franklin Lakes, NJ). Antibiotics were used at the following concentrations: kanamycin (40 µg/mL); chloramphenicol (25 µg/mL); nitrofurazone (10 µM); 4-nitroquinoline-1-oxide (10 µM).

7.4.6 Strain construction

All strains are *E. coli* MG1655 derivatives and are listed in Table 1. All parent strains were constructed using Lambda Red recombination as described by Datsenko and Wanner (382). All chromosomal mutations were confirmed using Sanger sequencing. When required, antibiotic resistance of a given strain was eliminated using FLP recombinase encoded by the pLH29 plasmid as described previously (218). Strains were transformed to harbor indicated plasmids using conventional methods.

7.4.7 Growth curves — plate reader

Overnight cultures of indicated strains were diluted 1:100 in LB. Three biological replicates were prepared in a clear bottom 96 well plate (Corning, Corning, NY). Cultures were grown at 37°C with continuous orbital shaking in a BioTek Synergy 2 (BioTek Instruments Inc., Winooski, VT) plate reader. OD<sub>600</sub> values were taken every 10 minutes for over the course of the experiment. OD<sub>600</sub> values were normalized by subtracting out the OD<sub>600</sub> value of a blank sample containing only LB. Growth curves represent the average of at least three separate experiments, with error bars representing one S.D. from the average value.

7.4.8 Growth curves — spectrophotometer

Overnight cultures of indicated strains were diluted 1:100 in LB. Three biological replicates were used to measure a growth curve for a particular strain. Cultures were grown in 50 ml culture flasks at 37°C with shaking. 1 ml aliquots were taken at indicated time points and the OD<sub>600</sub> value was read using a Cary 50 UV-vis spectrophotometer, diluting in fresh LB as necessary to achieve an accurate measurement. The three biological replicates were averaged to produce
the curves shown, with error bars representing the standard deviation from the averaged OD$_{600}$ value.

7.4.9 Growth competition assays

Growth competition assays were conducted as previously described (319) using a method originally described by Lenski (334). The ∆araBAD ∆ParaB marker was included on either wild type (MG1655) or mutant (∆rarA) in separate experiments to control for any effect the marker may have had on cell fitness. Points represent average colony counts from at least three biological replicate experiments, with error bars representing one standard deviation from the average colony count.

7.4.10 Single-molecule time-lapse imaging and analysis

Cells were grown at 37°C in EZ rich defined medium (Teknova, Hollister, CA) that included 0.2% (w/v) glycerol. Flow cells were constructed by affixing a quartz piece, embedded with inlet and outlet tubing, to a (3-aminopropyl)triethoxysilane (APTES, Alfa Aesar, Haverhill, MA) functionalized glass coverslip according to the design specifications and procedure detailed in (110).

For time-lapse imaging, flow cells were mounted to the microscope where temperature was maintained at 37°C by a combination of stage and objective lens heating. Cells were grown in shaking culture until reaching mid-log phase, then loaded into mounted flow cells by pulling through the outlet with a syringe. The inlet was then placed into fresh, constantly aerated, EZ medium. Aerated medium was then pulled through the flow cell using a syringe pump, at a rate of 50 µl/min.

We used a microscope constructed to the specifications detailed in (110). All DnaQ- and DnaX-YPet replisome labeled strains were excited at 18 W/cm$^2$ with 514 nm laser excitation light for 500 ms. Imaging was done with a 512 x 512 pixel EM-CCD camera (C9100-13, Hamamatsu, Japan). Image processing was performed in ImageJ using custom plugins. All cell outlining was manually done in the open source MicrobeTracker Suite in MATLAB R2013b (Mathworks).

7.4.11 Single-molecule fluorescence imaging of cells grown in shaking culture

For comparison of rarA+ and ∆rarA phenotypes, EAW170 (dnaQ-YPet rarA+) and THS04 (dnaQ-YPet ∆rarA) cells were grown overnight at 37°C in EZ glycerol, diluted 1000-fold in fresh medium, then grown an additional 3 h prior to imaging. To determine if leaky expression of rarA from a pBAD plasmid could complement the ∆rarA small cell phenotype, THS56 (dnaQ-YPet ∆rarA pBAD-rarA) cells were prepared in EZ glycerol and EZ glycerol + 0.2% glucose. Cells were grown overnight at 37°C in EZ glycerol with 0.2% glucose, diluted 1000-fold, then grown an additional 3 h to repress expression from the pBAD plasmid.
Function of RarA

Figure 7.11: DnaX-YPet replisome labeled rarA+ 1499 and ∆rarA cells display similar trends in focus count and cell size as DnaQ-YPet labeled cells. (a) Representative images. (b) Histograms of DnaX-YPet replisome foci per cell and cell length are shown for rarA+ (JJC5945) and ∆rarA (THS05) strains. Cells were grown at 37°C in flow cells and imaged every 5 min for 180 min. Error bars represent the standard error of the mean values for each bin across at least two biological replicates. DnaX-YPet foci per cell for rarA+ 1505 cells: mean = 1.8; SEM = 0.03; n = 2933 cells. DnaX-YPet foci per cell for ∆rarA cells: mean = 1.2; SEM = 0.02; n = 1695 cells. Cell size for rarA+ cells: mean = 5.4; SEM = 0.03 μm in length; n = 2927 cells. Cell size for ∆rarA cells: mean = 3.9; SEM = 0.02 μm in length; n = 2369 cells. (c) Cells expressing wild type replisome proteins display similar rarA-dependent trends in cell size as DnaQ-YPet labeled cells. Histograms of cell length are shown for rarA+ (MG1655, light gray) and ∆rarA (EAW98, dark gray) strains. Cells in each condition were grown in EZ glycerol at 37°C for 3 h prior to imaging in coverslip sandwiches (See Methods). Cell size for rarA+ cells: mean = 5.4; SEM = 0.16 μm in length; n = 76 cells. Cell size for ∆rarA cells: mean = 3.1; SEM = 0.08 μm in length; n = 86 cells.

An aliquot (100 μl) was removed for imaging. The remaining cells were pelleted by centrifugation, resuspended in EZ glycerol, then diluted 100-fold in fresh EZ glycerol medium. This culture was grown at 37°C for 3 additional hours prior to imaging. For imaging, glass coverslips were either functionalized with APTES according to the procedure detailed in (110) or cleaned by sonicating with 5 M KOH for 25 min, rinsing with fresh MilliQ water, and drying with N2. Coverslip sandwiches were prepared by flattening 20 μl of cell suspension between an APTES-functionalized (bottom) and KOH-cleaned (top) cover slide. Cells were then imaged in both brightfield and fluorescence channels on the microscope described in the previous section. Image processing was again preformed in ImageJ using custom plugins after manually outlining cells in the MicrobeTracker Suite in MATLAB R2013b (Mathworks).
**Function of RarA**

**Figure 7.12**: Leaky expression of rarA from a pBAD plasmid returns rarA+ phenotype to ∆rarA cells. Quantification of the mean DnaQ-YPet replisome foci per cell (top) and cell length (bottom) are shown for rarA+ (EAW170) and ∆rarA (THS04) cells grown in EZ glycerol and ∆rarA pBAD-rarA (THS56) cells grown in both EZ glycerol and EZ glycerol with 0.2% glucose. Cells in each condition were grown at 37°C for 3 h prior to imaging in coverslip sandwiches (See Methods). Error bars represent the standard error of the mean for > 50 cells. DnaQ-YPet foci per cell for rarA+ cells: mean = 2.4; SEM = 0.2; n = 58 cells. DnaQ-YPet foci per cell for ∆rarA cells: mean = 1.9; SEM = 0.1; n = 67 cells. DnaQ-YPet foci per cell for ∆rarA pTHS02 cells in EZ glycerol + glucose: mean = 1.4; SEM = 0.1; n = 69 cells. DnaQ-YPet foci per cell for ∆rarA cells pTHS02 in EZ glycerol: mean = 2.9; SEM = 0.2; n = 69 cells. Cell size for rarA+ cells: mean = 4.7; SEM = 0.23 μm in length; n = 57 cells. Cell size for ∆rarA cells: mean = 3.6; SEM = 0.10 μm in length; n = 67 cells. Cell size for ∆rarA pTHS02 cells in EZ glycerol + glucose: mean = 3.4; SEM = 0.13 μm in length; n = 69 cells. Cell size for ∆rarA cells pTHS02 in EZ glycerol: mean = 4.0; SEM = 0.17 μm in length; n = 50 cells.

### 7.4.12 Flow cytometry

Overnight cultures of indicated strains were diluted 1:100 in fresh LB medium in biological triplicate from three separate bacterial colonies. Cultures were grown at 37°C with aeration and shaking until the OD600 measured 0.2. Aliquots (500 μl) were taken from each culture and placed on ice. Cells were collected via centrifugation and washed with 1 ml of phosphate buffered saline (PBS) three times. These aliquots were diluted 1:10 in fresh PBS, then either mock stained or stained with the DNA detection dye Vybrant DyeCycle Green (Thermo Fisher Scientific, Waltham, MA) according to manufacturer’s instructions (final dye concentration 10 μM).

Samples were measured using a BD Accuri Flow Cytometer (BD Biosciences, San Jose, CA) equipped with a 488 nm wavelength excitation laser and 533 nm wavelength emission filter with a 30 nm bandwidth. A sample threshold of 10,000 FSC-A was set. At least 50,000 cells were measured for each biological replicate, with three total biological replicates being measured per strain. Light scattering and fluorescence data were imported into FlowJo (FlowJo LLC, Ashland OR) and gated as indicated to exclude cell debris or doublets.
7.4.13 Spot plate drug/UV sensitivity assays

Overnight cultures of indicated strains were diluted 1:100 in fresh LB medium. Cultures were grown in biological triplicate at 37°C with aeration and shaking until the OD$_{600}$ reached 0.2. Aliquots (1 ml) were taken from each culture, serially diluted in LB to 10$^{-6}$, then 10 µl were spot plated on agar plates containing the indicated media. When UV irradiation was used, plates were exposed to the indicated amount of UV irradiation (254 nm) using a Spectrolinker XL-1500 UV crosslinker (Spectronics Corporation, Westbury, NY). Plates were incubated overnight at 37°C and imaged the next day using an ImageQuant LAS 4010 imaging system (GE Healthcare, Marlborough, MA).

7.5 Supplementary figures

![Diagram explaining termination of the rolling circle reaction by a gap in the leading-strand template.](image)

(a) When a gap is created in the lagging strand, lagging-strand synthesis can restart by re-priming farther downstream and replication will continue. (b) If a gap is created in the leading strand and replication is restarted by re-priming, the replisome will encounter this gap the next time it goes around the circle. This will result in loss of the circle and termination of replication. As a result we would observe a significant reduction in the processivity.

![Post-replicative addition of RarA does not lead to gap formation.](image)

Representative field of view showing DNA when RarA was loaded after the replication reaction had stopped. RarA does not create gaps on the DNA outside the context of the replisome.
Figure 7.5 (preceding page): Deletion of rarA suppresses the sensitivity of ΔpolB, ΔdinB, and ΔumuDC strains to DNA damage. Indicated strains were grown to exponential growth phase (OD$_{600}$ = 0.2), serially diluted and spot plated onto LB agar plates containing indicated media. (a) Loss of RarA ATPase activity suppresses the sensitivity of ΔdinB (Pol IV) cells to the mutagen nitrofurazone (NFZ). Cells lacking the dinB gene are sensitized to NFZ by 2–3 orders of magnitude compared to dinB+ cells. Loss of rarA or its ATPase activity (K63R) confers no sensitivity to NFZ. In a ΔdinB background, loss of rarA or its ATPase activity restores cell viability to wild type levels. (b) Loss of RarA ATPase activity suppresses the sensitivity of ΔpolB (Pol II) cells to NFZ. Cells lacking polB are mildly sensitized to NFZ by 1–2 orders of magnitude compared to wild type cells. In a ΔpolB background, loss of rarA or its ATPase activity restores cell viability to wild type levels. (c) Loss of RarA ATPase activity partially suppresses the sensitivity of ΔumuDC (Pol V) mutants to ultraviolet light. Cells lacking Pol V are sensitized to high levels of UV light (60 J/m$^2$) compared to wild type cells. Deletion of rarA or inactivation of its ATPase activity (K63R) results in a 1 order of magnitude increase in resistance to UV light at this incident dose. Deletion of rarA or inactivation of its ATPase activity in a ΔumuDC background restores cell viability to wild type levels at this incident dose of UV light.
Figure 7.10 (preceding page): Replication protein fusion strains exhibit differences in growth and fitness. (a) Overnight cultures of indicated genotype were diluted 1:100 in fresh LB and grown at 37°C with shaking. OD<sub>600</sub> values were read every 30 min for 7 h. Growth curves represent averages of at least three independent biological replicates. (b) Growth competition assays were conducted as in Figure 3B. dnaQ-YPet cells are outcompeted by wild type MG1655 cells within 72 h. Each data point represents the mean of at least three biological replicates, with error bars representing the standard deviation from the mean value. (c) Growth competition assays were conducted as in Figure 7.3b. dnaX-YPet cells appear to have no growth defect when compared to wild type MG1655 cells. Each data point represents the mean of at least three biological replicates, with error bars representing the standard deviation from the mean value.
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Figure 7.13 (preceding page): ΔrarA cells in exponential growth phase are smaller and contain less DNA than wild type cells as assessed by flow cytometry. Wild type (MG1655) or ΔrarA cells were grown to an OD_{600} of 0.2. Cells were diluted to an appropriate concentration (~1 x 10^6 cells/ml) and washed with PBS. DNA content was assessed using Vybrant DyeCycle Green as a stain. Each strain was grown up and assayed in biological triplicate, with >50,000 cells being counted for each replicate. (a) Wild type cells were further analysis. (b) ΔrarA cells were gated to exclude cell debris and doublet as indicated; 90.5% of all cells were included in further analysis. (c) Forward scattering area histograms of representative MG1655 (blue) and ΔrarA (red) samples are shown. (d) Fluorescence signal representing DNA content for MG1655 (blue) and ΔrarA (red) samples are shown. (e) Quantification of the forward scattering area data graphed in (c) is shown for MG1655 (blue) and ΔrarA (red) samples. Bar graphs represent the average of the median forward scattering area values across biological replicates, while error bars represent one standard deviation from the average median value. (f) Quantification of the fluorescence data graphed in (d) is shown for MG1655 (blue) and ΔrarA (red) samples. Bar graphs represent the average of the median fluorescence values across biological replicates, while error bars represent one standard deviation from the average median value.
Function of RarA

RarA mediated disengagement of the leading-strand polymerase causes replisome stalling. Subsequent rapid reassembly of the polymerase would allow replication to continue. A consequence of frequent replisome stalling would be a reduction in the average rate of replication. Disengagement of the lagging-strand polymerase would result in the release of the replication loop. The exposed 3' terminus is thereby moved away from the replisome, preventing the polymerase from re-engaging. Binding of the lagging-strand polymerase to a newly synthesized primer allows replication to continue, but a ssDNA gap is left in the wake of the replisome.

Figure 7.16: Hypothetical mechanisms of RarA-mediated disengagement of the leading- and lagging-strand polymerases. (a) RarA mediated disengagement of the leading-strand polymerase would halt the replisome. Subsequent rapid reassembly of the polymerase would allow replication to continue. A consequence of frequent replisome stalling would be a reduction in the average rate of replication. (b) Disengagement of the lagging-strand polymerase would result in the release of the replication loop. The exposed 3' terminus is thereby moved away from the replisome, preventing the polymerase from re-engaging. Binding of the lagging-strand polymerase to a newly synthesized primer allows replication to continue, but a ssDNA gap is left in the wake of the replisome.
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Figure 7.17: Deletion of rarA partially suppresses the sensitivity of ΔrecF and ΔrecO strains to higher levels of UV light. Cells were grown and plated as in Figure 7.4, but also irradiated at an incident dose of 30 J/m². (a) ΔrecO cells are sensitized to higher doses of UV light by 2–3 orders of magnitude compared to wild type cells. Deletion of rarA in a ΔrecO background results in a partial (1 order of magnitude) rescue of cell viability, but does not return viability to wild type levels. (b) ΔrecF cells are sensitized to higher doses of UV light by 2–3 orders of magnitude compared to wild type cells. Deletion of rarA in a ΔrecF background results in a partial (1 order of magnitude) rescue of cell viability, but does not return viability to wild type levels.

Figure 7.18: Deletion of rarA suppresses the sensitivity of a ΔdinB strain to 4-nitroquinoline-1-oxide (4-NQO). Cells were grown and plated as in Figure 7.5, but instead of NFZ, 4-nitroquinoline-1-oxide (4-NQO) was incorporated into the agar. Cells lacking dinB (Pol IV) are hypersensitized to 4-NQO by 3 orders of magnitude compared to wild type cells. Deletion of rarA results in no observable loss in cell viability on plates containing 4-NQO, and completely rescues the sensitivity of ΔdinB cells to 4-NQO.
Single-molecule visualization of leading-strand synthesis by *S. Cerevisiae* reveals dynamic interaction of MTC with the replisome
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The replisome, the multi-protein system responsible for genome duplication, is a highly dynamic complex displaying a large number of different enzyme activities. Recently, the *Saccharomyces cerevisiae* minimal replication reaction has been successfully reconstituted *in vitro* and provides an opportunity to uncover the enzymatic activities of many of the components in a eukaryotic system. Their dynamic behavior and interactions in the context of the replisome, however, remain unclear. We use a tethered-bead assay to provide real-time visualization of leading-strand synthesis by the *S. cerevisiae* replisome at the single-molecule level. The minimal reconstituted leading-strand replisome requires 24 proteins, forming the CMG helicase, the Pol ϵ DNA polymerase, the RFC clamp loader, the PCNA sliding clamp and the RPA single-stranded DNA binding protein. We observe rates and product lengths similar to those obtained from ensemble biochemical experiments. At the single-molecule level, we probe the behavior of two components of the replication progression complex and characterize their interaction with active leading-strand replisomes. The Minichromosome maintenance protein 10 (Mcm10), an important player in CMG activation, increases the number of productive replication events in our assay. Furthermore, we show that the fork protection complex Mrc1–Tof1–Csm3 (MTC) enhances the rate of the leading-strand replisome 3 fold. The introduction of periods of fast replication by MTC leads to an average rate enhancement of a factor of 2, similar to observations in cellular studies. We observe that the MTC complex acts in a dynamic fashion with the moving replisome, leading to alternating phases of slow and fast replication.

J.S.L. and I contributed equally to this paper. I led the development and implementation of all single-molecule experiments and wrote the paper.
8.1 Introduction

The replisome is the molecular machine that coordinates the enzymatic activities required for genome duplication. It contains the proteins responsible for unwinding the duplex, depositing primers, and synthesizing DNA, all while coordinating DNA production on both strands, removing incorrectly incorporated nucleotides, and maintaining high fidelity. The replisome in eukaryotes has evolved to be a sophisticated multi-protein and highly regulated machine; its assembly is performed by origin initiation proteins and kinases that restrict replisome formation and chromosome duplication to a single round to ensure proper ploidy across multiple chromosomes. The operation of the replisome must be finely tuned to adjust to various cellular conditions, and accurately duplicate the large genome size and diploid nature of eukaryotes, the need to maintain epigenetic inheritance and to interface with a large number of repair pathways. While the minimal operating machinery able to advance a replication fork has been established (39, 383), the reactions using minimal sets of reconstituted proteins were unable to achieve rates measured in vivo, suggesting additional components that facilitate replisome function. This deficiency is not surprising considering the packaging of chromosomes in eukaryotic cells acting as a physical barrier to the replisome and the abundance of other DNA-bound machineries, such as transcription complexes, that interfere with replication fork progression (384–386). The evolution of checkpoints has provided eukaryotic cells with surveillance mechanisms that orchestrate the recruitment of many other proteins to replication forks whose task it is to modulate replisome activity and facilitate efficient replication of the genome. Using simplified in vitro assays, our appreciation for the requirement of these additional proteins, such as those that form the replisome progression complex (RPC), has resulted in the reconstitution of efficient leading- and lagging-strand DNA replication on naked and chromatinized templates in vitro (383, 385, 387–390).

Once CMG helicase and the DNA polymerase (Pol) $\epsilon$ leading-strand DNA polymerase (together called the CMGE complex) is assembled at the replication fork, many additional proteins are conscripted to the complex to form the RPC. These proteins include Ctf4, Csm3, FACT, Mrc1, Pol $\epsilon$, Tof1, and Top1. This large macromolecular assembly can be isolated from S-phase S. cerevisiae cells (391). It has been shown that Mrc1, a yeast homolog of Claspin and an S-phase specific mediator protein of the DNA damage response, is recruited to the fork (392–394) and increases the rate of replication in vivo about 2 fold (395–397). In vitro studies confirm that Mrc1 increases the speed of replication forks to rates similar to those measured in vivo (388). Moreover, inclusion of the Csm3/Tof1 proteins acted to stimulate the functional association of Mrc1 with the replisome. It has also been demonstrated that Mrc1 binds both the N- and C-terminal halves of Pol2, the subunit that contains the polymerase/exonuclease of Pol $\epsilon$ (398). Given that we have only begun to determine the exact roles of the individual proteins at the fork, understanding basic mechanisms during DNA replication that coordinate enzymatic activity has thus far been very challenging. To date,
all in vitro methods used to study S. cerevisiae DNA replisome activity have relied on traditional biochemical techniques such as gel electrophoresis and/or incorporation of labeled nucleotides (or primers) (39, 383, 385, 387–389). Such experiments have generated a wealth of knowledge, uncovering the enzymatic activities of many of the components, and have provided the molecular mechanisms that target the replicative polymerases to their respective strands during bulk DNA synthesis (39, 383, 387, 399). However, these methods only report on total amount of DNA synthesis and provide averages, both over time and over the ensemble of molecules. The dynamic behaviors that actually govern transitions through multiple conformational states, driven by a hierarchy of strong and weak interactions, are inaccessible using traditional biochemical assays, and this knowledge is essential to understand these processes in biophysical detail. Single-molecule based approaches of DNA replication allow for the real-time observation of the kinetics from individual replisomes, revealing rare intermediates and often surprising dynamics during replication that cannot otherwise be detected (52, 139, 236).

Here, we use single-molecule tethered-bead assays to study the kinetics of the leading strand replisome of a eukaryote, S. cerevisiae, which has surprisingly homologous replication machinery to that used in human. The minimal replisome system is reconstituted from the helicase complex Cdc45, MCM2–7, GINS (CMG), the leading-strand DNA polymerase Pol ε, the clamp loader Replication Factor C (RFC), the sliding clamp Proliferating Cell Nuclear Antigen (PCNA) and single-stranded DNA (ssDNA) binding protein (SSB). In the current report we observe the synthesis of the leading strand in real time, at rates near that expected from cellular observations. In the presence of Minichromosome maintenance protein 10 (Mcm10), we observe a 3-fold increase in the number of productive replication events and an increase in the basal rate of the minimal replisome, supporting the role of Mcm10 in fork rate and stability after origin firing (9). Mrc1 forms a complex with Tof1 and Csm3, often referred to as the fork protection complex, and referred to herein as the MTC complex. The MTC complex is generally thought to function when the replication fork is challenged with DNA damage or at replication fork barriers (392–394, 400). In the presence of RPC component MTC, a mediator of the DNA damage response, we observe significantly increased rates of replication. This increase is consistent with values previously published (388), and suggest that this protein complex may regulate fork speed as shown previously (398). Unexpectedly, the MTC complex causes multiple changes in rate over time during a single leading-strand replication reaction observed at the single-molecule level. In sum, the observations documented herein provide a picture of a highly dynamic interaction between the MTC complex and the leading strand replisome and have important implications about how the cell may regulate fork speed in response to DNA damage.
8.2 Results

8.2.1 Single-molecule visualization of leading-strand synthesis.

We use a single-molecule tethered-bead flow-stretching assay (156, 354) to directly visualize the replication kinetics of individual *S. cerevisiae* leading-strand replisomes. A linear and double-stranded DNA substrate containing a replication fork is attached to a microbead on one end and the top surface of a microscope cover slip on the other (Figure 8.1 c). With these DNA-bead tethers placed inside a microfluidic channel, we can apply a laminar flow to exert a controllable drag force on the beads, and thus stretch out the DNA molecules. We use ultrawide-field, low-magnification microscopy to image thousands of beads and relate bead movement to changes in DNA length (52) (Figure 8.1 a and b). At drag forces lower than 6 pN, single-stranded DNA (ssDNA) is approximately six times shorter than double-stranded DNA (dsDNA) (156, 401). Movement of the bead against the direction of flow, therefore, reports on the conversion from dsDNA to ssDNA. With leading-strand synthesis effectively converting parental DNA into ssDNA on the lagging strand, we can now monitor leading-strand synthesis by attaching the 5′ lagging strand of the fork to the surface and visualizing the accumulation of ssDNA lagging-strand product by a gradual shortening of individual DNA molecules. Topoisomerase is not required because the DNA is free to rotate at both ends, thus preventing accumulation of supercoils. Automated fitting of the bead images and tracking of the bead positions as a function of time provides a read out for these interconversions with high precision (~50 nm, corresponding to ~200 bp; (52). Simultaneously tracking thousands of beads enables high data throughput and the characterizations of sub populations within individual experiments. With access to this type of kinetic single-molecule data, we can characterize properties of individual replisomes such as rate (and changes therein) and the product length (the total number of nucleotides synthesized per replisome during the experiment). Previous work has shown that a minimal leading-strand replisome reconstituted from *S. cerevisiae* CMG, Pol ε, RFC, PCNA, and Replication Protein A (RPA), comprising 24 different polypeptides was competent in DNA synthesis of linear forked substrates (39). To recapitulate these results at the single-molecule level, we visualized leading-strand DNA synthesis using the single-molecule tethered-bead flow-stretching assay (Figure 8.1 d). As a template for leading-strand synthesis we use a 20-kb long DNA amplicon generated by PCR from λ phage (Figure 8.1 c). Annealing and ligating its ends with functionalized oligonucleotides allows us to construct a replication fork at one side with a biotinylated 5′ end and a digoxigenin on the other end of the DNA (Materials and Methods, Figure 8.7). The biotinylated fork is tethered to the streptavidin coated surface of the flow cell and the digoxigenin couples to a 2.8-μm, anti-digoxigenin coated bead. The leading-strand arm of the fork contains a 3′ ssDNA tail that is exposed to the solution to facilitate loading of the CMG helicase. Further, the 3′ end of the leading-strand arm includes three phosphorothioated thymine bases to stop exonuclease degradation by Pol ε during replisome assembly (Figure 8.1
Figure 8.1: Single-molecule tethered-bead DNA-stretching assay. (a) Experimental setup. Individual DNA molecules are tethered to the surface of a microfluidic flow cell. Beads are attached to the DNA ends and imaged with wide-field optical microscopy using a low-magnification, high-numerical-aperture objective. DNA molecules are stretched close to and parallel to the surface by applying a laminar flow of buffer. (b) A representative field of view showing 4,000 beads. (Inset) Image of beads attached to DNA flow-stretched in one direction (magenta) superimposed with an image of the same bead-attached DNA molecules stretched in the opposite direction (green) shows the presence of a large number of DNA-bead tethers. The distance between the pairs of differently colored spots corresponds to twice the total DNA-tether length. The beads that are improperly tethered are shown in black. The black scale bar is 150 µm. (c) DNA template. A replication fork was introduced at one end of a 20-kb linear substrate, with a bead attachment site at the other end. The fork is attached to the surface via a biotin on the 5′ tail. (d) Schematic representation of leading-strand replication by the minimal *S. cerevisiae replisome*. As dsDNA is converted into ssDNA, the DNA shortens and the bead moves against the direction of flow.
b). Measuring the length difference between ssDNA and dsDNA provides a ratio between the number of processed nucleotides by the DNA polymerase and the amount of observed shortening. In the absence of a single-stranded DNA-binding protein, this ratio is $3670 \pm 40 \text{ nt/\mu m}$. Due to the presence of single-stranded DNA binding proteins in the reaction mixtures, however, the measured contour length of ssDNA generated during leading-strand replication will be higher than that for naked ssDNA. To correct for this difference, we measured the change in ssDNA length upon RPA binding and the correct ratio was derived between the lengths of dsDNA and RPA-coated ssDNA (Figure 8.8). This value was measured to be $106 \pm 10 \%$, making RPA-coated ssDNA almost the same length as dsDNA. RPA is therefore incompatible with the visualization of changes in DNA length during leading-strand synthesis, as conversion of binding of RPA to ssDNA would result in very little net movement of the bead. Consequently, we used *E. coli* SSB in all replication assays, as ssDNA coated with SSB has a contour length that is $24 \pm 2 \%$ of that of dsDNA, corresponding to an experimental conversion factor of $5596 \pm 73 \text{ nt/\mu m}$ (Figure 8.8). *E. coli* SSB and *S. cerevisiae* RPA give indistinguishable results in the leading-strand synthesis reaction (Figure 8.11).

### 8.2.2 Single-molecule replication rates and processivities of pol $\epsilon$ dependent leading strand synthesis.

Our overall experimental strategy for establishing the leading-strand replisome is outlined in figure 8.1 d. First, CMG is loaded onto the fork under a flow of buffer in the absence of ATP and other nucleotides. Subsequently, leading-strand synthesis is initiated by introducing a flow of buffer containing CMG, Pol $\epsilon$, PCNA, RFC, PCNA, Mg$^{2+}$, all four dNTPs and ATP (See Materials and Methods for precise assembly and reaction conditions). Figure 8.2 a shows length changes of two individual DNA molecules as a function of time after replication has been initiated. A gradual shortening of the DNA is clearly visible, indicating sustained conversion of dsDNA into ssDNA. To detect rate changes and to identify different operational modes of the leading-strand replisome, we used an unbiased, multiline-fitting algorithm based on change-point theory (52, 189) (Figure 8.2 a, black lines). The rates obtained from this algorithm are weighted by the DNA segment length, reflecting the number of nucleotides that were synthesised at this rate. This places more significance to the longer rate segments, as they have a higher signal-to-noise ratio compared to shorter ones. The rate of Pol $\epsilon$-dependent leading-strand synthesis was determined by fitting the rate histogram with a Gaussian function, resulting in a rate of $5.4 \pm 0.7 \text{ nt/s (mean \pm s.e.m)}$ (Figure 8.2 b), consistent with earlier ensemble reactions using $^{32}$P-dNTPs that were corrected for the length bias inherent in use of $^{32}$P-dNTPs that exaggerate observed lengths due to increased amounts of $^{32}$P-dNMPs in longer DNA fragments (39). These $^{32}$P-dNMP incorporation corrections are not required in single molecule measurements. The rate values in these single molecule experiments are consistent with previously reported ensemble experiments (39), (383) and use of yeast extracts in single-molecule experiments (106). Instead of using processivity, a term that is am-
biguous in definition when comparing experiments with very different protein and DNA concentrations, we leverage the precise nature of our single-molecule measurements to define the product length of individual DNA products. The overall product length for an experiment is determined by measuring the total amount of dsDNA converted into ssDNA for every trajectory and fitting their distribution with a single-exponential decay (assuming a single rate-limiting step determining the end of an event). In this fitting procedure, the bins with very short product lengths are excluded to prevent their undersampling from affecting the fits. The product length of Pol ϵ-dependent leading-strand synthesis was measured to be 0.9 ± 0.2 kilonucleotides (knt) in the 20-minute observation time (Figure 8.2 c). These rate values for a minimal leading strand replisome lacking Mcm10, Mrc1, Tof1 and Csm3 are consistent with previously reported ensemble experiments (39,383). In the absence of the four dNTPs and ATP no replication events were observed, demonstrating that the observed bead movements are enzyme dependent.

We note that previous ensemble assays of recombinant CMG show that CMG binds DNA for up to one hour, and that these longer time windows enable CMG-PCNA to eventually complete synthesis of a 3-kb template (39,383). In our current setup, however, the typical observation time is 20 minutes, and we cannot directly observe when enzyme binding and/or unbinding occurs. The processiv-
ity/stability of these components on DNA and proficiency to exchange with components from solution will be the subject of a future study. To exclude the possibility of Pol ε-independent unwinding of dsDNA by CMG, we performed the experiment in the absence of Pol ε under the same experimental conditions. As expected, we do not see any replication events (Figure 8.2 a). We have also performed the experiment lacking CMG, but detect no replication events, consistent with the previously described inability of Pol ε to perform strand displacement synthesis. (402) Combining these results, we conclude that the effective shortening of the DNA substrate arises from CMG-Pol ε-dependent leading-strand synthesis. This observation provides us with the ability to monitor leading-strand replication of *S. cerevisiae* in real time at the single-molecule level. Additionally, it affords us the opportunity to characterize interactions between proteins within the leading-strand replisome, one replisome at a time.

### 8.2.3 Mcm10 increases the number of productive replication events.

Mcm10 has been identified as an important player in CMG activation (403, 404) and maintenance of the replication fork. (405, 406) Studies using reconstituted purified proteins have demonstrated that Mcm10 is not absolutely required for leading/lagging strand fork function *in vitro* (383). However, to understand the effect of Mcm10 during leading-strand replication at the single-molecule level, we added equimolar amounts of CMG and Mcm10 during initial CMG loading and in the subsequent replication reaction. The addition of Mcm10 did not result in any Pol ε-independent unwinding of dsDNA by CMG. However, addition of Mcm10 to the leading-strand replication reaction resulted in a $\sim$1.3-fold increase in rate ($11.0 \pm 0.6$ nt/s, Figure 8.3 b), consistent with previous ensemble observations (9). Interestingly, we did notice a significant $\sim$3-fold increase in the number of trajectories that show productive replication events, suggesting Mcm10 enhanced the formation of productive replication complexes (Figure 8.2 d). The efficiency is defined as a percentage of the number of correctly tethered beads that show replication. The average number of correctly tethered beads is $981 \pm 147$ (N = 5 experiments). This increase in efficiency suggests that Mcm10 facilitates the assembly of an active leading-strand complex, or enhances its stability as observed earlier (390). Consequently, all further experiments included Mcm10. We observe a 2-fold increase in the average replication rate ($19.7 \pm 1.2$ nt/s) in the presence of MTC consistent with *in vivo* observations of fork speed in the presence and absence of Mrc1 (Figure 8.3 b), and an increase in product length (compare Figure 8.3 E with Figure 8.3 F). The overall 1.8-fold rate increase is consistent with several *in vivo* studies of Mrc1 deficient cells (139,236,399). Previous work reported that Mrc1 is responsible for the increased fork speed, even though the interaction of MTC with the replisome is largely mediated by Tof1, and that Mrc1 function is largely aided by the presence of Tof1 (388,392,397,398,400).
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Figure 8.3: Effect of MTC on replication kinetics. (a) Representative trajectory showing Pol ε-dependent leading-strand synthesis without MTC (left - green), with MTC present (middle - blue), and with TC present (right - orange). The black lines represent the rate segments identified by the change-point algorithm. (b) The average single-molecule rates (mean ± s.e.m.), calculated by taking the mean of all segments determined by the change-point algorithm, using CMGE (8.4 ± 0.5 nt/s), CMGE + Mcm10 (11.0 ± 0.6 nt/s), CMGE + Mcm10 + MTC (19.7 ± 1.2 nt/s) and CMGE + Mcm10 + TC (9.6 ± 0.5 nt/s). (c) Histogram of the instantaneous single-molecule rates, weighted by segment length for replication by CMGE + Mcm10. The black line represents a Gaussian fit to the data with a mean rate of 11.9 ± 2.2 nt/s, similar to the rates obtained without Mcm10 (Figure 8.2B) (N = 96 trajectories). (d) Histogram of the instantaneous single-molecule rates, weighted by segment length for replication by CMGE + Mcm10 + MTC. The histogram shows a bimodal distribution of the rates. The data were fit with the sum of two Gaussian distributions (black line), resulting in a rate of 7.4 ± 0.2 nt/s for the slow population and 21.1 ± 0.7 nt/s for the fast population (N = 225 trajectories). (e) Histogram of the instantaneous single-molecule rates, weighted by segment length for replication by CMGE + Mcm10 + TC (omitting Mrc1). The fast population associated with MTC activity is not present.

8.2.4 Addition of MTC increases replication rates of Pol ε-dependent leading-strand synthesis.

Previous studies demonstrated that the fork protection complex comprised of Mrc1–Tof1–Csm3 (MTC) is required for maximal fork speed in vivo, and enhances the rate of in vitro reconstituted replisomes to the rates observed in vivo (388). These ensemble experiments, however, did not inform on the lifetime of MTC binding to a leading-strand replisome or its effect on the instantaneous replication rates. It is interesting to note that the Mrc1, Tof1 and Csm3 proteins are present in replisome progression complexes in a substoichiometric fashion, suggesting they are not present in every replisome or only transiently associated (391). To provide access to this important kinetic information, we repeated the tethered-bead assay in the presence of 30 nM MTC (Figure 8.3 a). Since the instantaneous rates as extracted from our single-molecule experiments are weighted by the length of the rate segments, the mean of all instantaneous rates corresponds to the time-
and population-averaged rate. Consistent with this observation, the increase in leading-strand fork speed we observe requires MTC and is not observed using only the TC complex. Leading-strand replication performed in the presence of the Tof1–Csm3 complex (TC), resulted in the loss of the higher rates and loss of the increase in product length compared to the MTC complex that includes Mrc1 (Figure 8.3 b, g, h).

8.2.5 MTC induces multiple rate changes within a single leading-strand replication complex.

The single-molecule rate distribution for MTC-mediated leading-strand synthesis shows a bimodal rate distribution, comprised of a slow population with a rate of 7.4 ± 0.2 nt/s (mean ± s.e.m) and a fast population with a rate of 21.1 ± 0.7 nt/s. While these observations appear to suggest an unsaturated reaction, we have titrated MTC into bulk assays from 0–120 nM MTC and observe saturation at 15 nM, less than the 30 nM MTC used in the experiments of this report (Figure 8.14). Later in this report we compare traces using subsaturating concentrations of MTC with saturating MTC. The appearance of these two populations highlights the importance of using single-molecule techniques, as this bimodal distribution would not be visible in traditional ensemble-averaging assays. This bimodal distribution can be explained by two possible mechanisms — one in which MTC speeds up a subset of replisomes, or one in which MTC interacts with all replisomes, but only transiently. If the first mechanism were true, a subset of trajectories would exhibit faster rates consistent with these replisomes associated with MTC, whereas the rest would exhibit the slow rate observed in the absence of MTC. If the second mechanism were true, we should see leading-strand replisomes exhibiting both slow and fast rates within a single trajectory, resulting in multiple rate changes per replisome. To distinguish between these two possibilities, we first quantified the number of rate changes for each replisome. Rate changes were defined by the change-point line-fitting analysis. We compared the number of rate changes with and without MTC (Figure 8.4 a). On average we observe 4.5 times more rate changes when MTC is present. This high frequency of rate changes within individual reactions identifies the second mechanism is at work, in which MTC interacts with all replisomes, but only transiently. To further support this observation of rate changes within a single trajectory, we examined the distribution of rates associated with individual switches between rates. We did so by plotting the rate of a change-point segment within a single-molecule trace versus the rate of the previous change-point segment in the same trajectory (Figure 8.4 b). The points in this transition plot represent rate pairs from trajectories with multiple rate changes. This transition plot shows that there are more rate changes and more fast rates when MTC is present (Figure 8.4 B bottom), compared to the rates without MTC (Figure 8.4 b top). While we do observe some rate changes in the absence of MTC (Figure 8.4 a, b top), the points in the transition plot are clustered much closer to the diagonal. This clustering indicates that the rate changes are only minor, and are probably due to the small intrinsic rate variations of Pol ε-dependent synthesis. In contrast, when MTC is present the points in the transi-
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...tion plot lie much further away from the diagonal. This deviation from the diagonal shows that the change in the rate between two segments in a single trajectory is large. These large changes imply that the replisome can transition from fast, MTC-mediated rates to the slow rates, and vice versa.

![Transition plots showing the rate of a segment as a function of the rate of the previous segment for trajectories with multiple segments, with (top) and without (bottom) MTC present. The distance from the diagonal (dashed line) is ~2.5-fold higher when MTC is present (13.6 ± 1.1 nt/s, mean ± s.e.m) than without MTC (5.9 ± 0.6 nt/s, mean ± s.e.m.).](image)

**Figure 8.4: MTC interaction with the replisome is transient.** (a) The number of rate changes per trajectory without MTC (top) is 4.5 times lower than with MTC present (bottom). (b) Transition plots showing the rate of a segment as a function of the rate of the previous segment for trajectories with multiple segments, with (top) and without (bottom) MTC present. The distance from the diagonal (dashed line) is ~2.5-fold higher when MTC is present (13.6 ± 1.1 nt/s, mean ± s.e.m) than without MTC (5.9 ± 0.6 nt/s, mean ± s.e.m.) (c) Histogram of the instantaneous single-molecule rates, weighted by segment length obtained from a pre-assembly experiment in which MTC was present during loading but omitted from the replication phase. The rate is 6.6 ± 0.4 nt/s, which is similar to the rates we obtained for our continuous flow experiments without MTC. No MTC mediated fast rate population was observed (N = 101 trajectories). (d) Histogram of the instantaneous single-molecule rates, weighted by segment length obtained from a pre-assembly experiment where Pol ε was present during loading but omitted from the replication phase. In contrast to the previous experiment in (d), the faster population is present here. Fitting with the sum of two Gaussians gives rates of 6.0 ± 0.2 nt/s and 21.1 ± 0.7 nt/s (N = 196 trajectories).

To quantify the average change in rate between transitions within a single trajectory, we calculated the average distance from the diagonal for all the points in the transition plot. In the presence of MTC the average rate change between transitions is ~2.5-fold higher with a rate change of 13.6 ± 1.1 nt/s (mean ± s.e.m) compared to 5.9 ± 0.6 nt/s in the absence of MTC. Moreover, the fact that the off-diagonal points are symmetrically distributed around the diagonal illustrates that it is just as likely for a slow rate segment to be followed by a fast rate segment, as it is for a fast rate segment to be followed by a slow one. This lack of bias towards a fast rate being followed by a slow rate or vice versa, reveals that MTC can bind and unbind from the replisome after replication has started. This observation further supports that MTC does not bind to the replisome through a tight and stable interaction, but instead undergoes cycles of binding to the replisome from solution and dissociation. We verified that placing the 3XFLAG tag on the C-terminus of Mrc1 and no tag on Csm3 within MTC instead of the N-terminal FLAG-Mrc1 (i.e.**
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compared to use of a C-terminal FLAG tag on Mrc1 and a C-terminal calmodulin tag on Csm3 in (388, 389)) did not result in appreciable differences in the ability of MTC to induce multiple rate changes within single leading-strand replication complexes (Figure 8.12).

8.2.6 MTC is transiently associated to the CMGE leading-strand replication fork complex.

We reasoned that if MTC is indeed weakly bound to the replisome, we should be able to decrease the frequency of rate transitions within single replisomes by lowering the concentration of MTC present during the replication reaction. Replication reactions performed in the presence of either 10 nM or 3 nM MTC, showed a reduction in the number of fast rates as well as the frequency of transitions within a single trajectory (Figure 8.13 A–C). To confirm and extend these observations, we performed leading-strand synthesis under conditions permitting pre-assembly of replisomes at the fork. If indeed MTC transiently associates with the replisome, under these conditions, we should not see the faster rates when we include MTC during the assembly phase, but omit it from the subsequent replication reaction as it would dissociate by the time the replication reaction started. As predicted, the rate distribution did not show the fast population (Figure 8.4 c). In contrast, when the CMGE complex is assembled on DNA and Pol ε is omitted from the subsequent replication reaction, followed by the supply of MTC (but no Pol ε) in the buffer flow, the faster population is evident (Figure 8.4 d). This result indicates that Pol ε remains stably bound to the replisome, consistent with previous reports (387). Combining these results, we hypothesize that MTC has a weak affinity for the leading-strand replisome and interacts in a dynamic fashion to increase the rate of the replication fork.

8.3 Discussion

We have used a DNA-stretching assay to visualize in vitro leading-strand synthesis by the S. cerevisiae replisome at the single-molecule level. Similar experiments have been reported for the T7 and E. coli replisomes (52, 202, 354, 407), but a detailed kinetic analysis of the eukaryotic replisome at the single-molecule level has been unavailable thus far. The leading-strand synthesis rates observed here are similar to those previously reported in ensemble biochemical reactions (383, 388) and within the range of replication fork movement observed inside the cell (397, 408, 409). This single-molecule assay has allowed us to probe the effect of the RPC components Mcm10 and MTC on leading-strand replisome activity, confirming reports that Mcm10 stimulates the minimal replisome in the absence of MTC (390), and that MTC stimulates the replisome by an average of 1.8-fold dependent specifically on MTC containing Mrc1 compared to TC lacking Mrc1 (388), as summarized in Figure 8.5. The observations of Mrc1 dependent stimulation of fork rate are also consistent with cell biology studies of fork movement in Mrc1 cells (395–397). Interestingly, observation at the
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single-molecule level has revealed unexpected kinetic behaviors that would have been impossible to observe with conventional biochemical assays.

We observe that Mcm10 does not substantially increase the rate or product length of leading-strand synthesis over the time frame used in our assays, but does increase the number of productive replication events, consistent with a recent study indicating that Mcm10 stabilizes the CMG on DNA (390). This Mcm10 associated increase in efficiency could be relevant to the conclusions that Mcm10 functions as an activator of the CMG complex throughout DNA replication (390, 410), assisting stabilization of CMG or helping it overcome possible obstacles. Mcm10 is also known to activate Mcm2–7 during replication initiation (403, 411, 412). It is conceivable that Mcm10 helps activate Mcm2–7 in our in vitro leading-strand system through a similar mechanism. It also remains possible that Mcm10 stabilizes Pol ε or otherwise enhances synthesis activity.

Figure 8.5: Leading-strand synthesis by the S. cerevisiae replisome. (a) The minimal reconstituted leading-strand replisome, containing the CMG helicase, the Pol ε DNA polymerase, the RFC clamp loader, the PCNA sliding clamp and the SSB single-stranded DNA-binding protein supports leading-strand synthesis at a rate of 5.4 ± 0.7 nt/s. (b) When Mcm10 is added, the rate increases by ∼1.5 fold (11.9 ± 2.2 nt/s). Furthermore, Mcm10 increases the number of productive replication events in our assay. (c) The fork protection complex MTC speeds up the leading-strand replisome by ∼3.5 fold. Our single-molecule measurements demonstrate that MTC has a weak affinity for the replisome and only transiently interacts to speed up replication.

The current study demonstrates that the MTC complex increases the rate of leading-strand synthesis in an unexpected fashion (summarized in Figure 8.5). The MTC complex appears to act in a highly dynamic fashion, only transiently active at the replisome. This observation is consistent with the substoichiometric presence of these subunits in the RPC complex (391). We observe processive leading-strand reactions at the single-molecule level with short-lived phases of higher rates that we interpret as corresponding to MTC binding to the replisome. Interestingly, the instantaneous rate during these phases increases by 3-fold, but average out to an approximately 2-fold average rate increase because they do not persist throughout the entire kinetic trace of a single molecule. Further, the 2-fold average rate increase is consistent with observations of Mrc1 in the cellular context (395–397).
Leading-strand synthesis by yeast

trajectory suggests that MTC is distributive, and does not bind to the replisome in a stable manner. Distributive behavior of critical replisome components has precedent in bacterial DnaG primase (413, 414). When we compare the rates of successive segments within one trajectory we see that fast MTC-mediated rates can be followed by slow rates and vice versa. Furthermore, the amplitude of these rate changes is on average ∼2.5 fold higher than the rate changes without MTC. This observation demonstrates that MTC or one of its components (e.g Mrc1) associates with and dissociates from the replisome multiple times during leading-strand synthesis. The fact that we do not observe any fast rates when MTC is omitted during the replication phase, but present during the CMG loading phase of a preassembly experiment, further supports the conclusion that transient interactions exist between MTC and the replisome. These data contrast with previous models that suggest that Mrc1 stably binds to both CMG and Pol ε (392), though we note that cross-linking in ChIP assays prevents dynamics, and pull downs are not quantitative. It was proposed that this pair of interactions could be responsible for the faster rates, by tethering Pol ε to CMG (398, 415). The higher kinetic resolution of our experiments reveals the dynamic interaction of MTC with the replisome, with the population-averaged observables consistent with earlier biochemical assays. From the current study, however, we can not conclude whether MTC acts to stimulate the DNA polymerase, or the rate of unwinding, or both.

It is important to note that the exact phosphorylation state of the proteins is expected to play a role in MTC–replisome interactions (416). In addition, the current study focuses on the enzymes of leading-strand synthesis while additional proteins could play a role in MTC behavior. Replication proteins in *S. cerevisiae* undergo many post-translational modifications before and during replication (417, 418). For example, Dbf4-dependent kinase (DDK) and S-phase cyclin-dependent kinase (CDK) are two S phase-specific kinases that phosphorylate replication proteins (417). DDK and CDK are known to control replication initiation by phosphorylation of many proteins involved in forming the origin recognition complex (417–419). Additionally, phosphorylation of replisome components plays an important role in programmed fork arrest through phosphorylation of Mcm2–7, which promotes recruitment of Tof1–Csm3 by the replisome (416). Post-translational modifications can be expected to affect the behavior of proteins during active DNA replication. In this connection, *S. cerevisiae* recombinant expressed CMG and *S. cerevisiae* recombinant expressed Tof1–Csm3 have been demonstrated to be phosphorylated and thereby enable their interaction, while dephosphorylation of either component prevents detection of an interaction between them (416). Indeed, upon co-expression of CMG, the vast majority of expressed proteins are free Mcm2–7 complexes, Cdc45 and GINS tetramers and these factors, when mixed together, do not simply self-assemble into a CMG complex. Thus, it is possible that the small amount of recombinant CMG recovered from expression cells is in fact assembled at origins (39). We note that Mrc1 has previously been shown to be the only component of MTC that enhances replisome rate (388) and since our
Leading-strand synthesis by yeast

observations rely on the conversion of dsDNA to ssDNA, it is possible that the dy-
namic interactions reported herein are of Mrc1 instead of the entire MTC complex.

It is tempting to speculate a possible biological reason for a dynamic inter-
action of Mrc1/MTC with the replisome. We presume that the different replication
rates that correspond to the association state of Mrc1/MTC (bound to CMG
or not) reflect different conformations of the replisome. Different replisome
conformations may in turn facilitate active site configurations (i.e. enzymatic
velocities), additional protein interactions or exchange with other partners, in a
differential manner. An interesting aspect of MTC activity is its phosphorylation
state. For example, it is well known that Mrc1 mediates the DNA-damage
response through phosphorylation of Mrc1 by the Mec1/Rad53 kinases (420).
The advantage of a dynamic interaction of Mrc1/MTC with CMG could provide
an interesting type of regulation. The dynamic interaction between MTC and
the replisome documented herein could ensure a complete sampling of the
phosphorylation state of MTC by all replisomes, as opposed to only a subset of
replisomes carrying a fully phosphorylated MTC complex. Therefore, a dynamic
mechanism of MTC–replisome interaction would allow the MTC to act as a
potentiometer for damage, such that the ratio of modified and unmodified MTC
(i.e. in response to DNA damage) would be "sensed" by all replisomes equally,
instead of a stark division in the case of a stable interaction of MTC with CMG
in which some replisomes will have the phosphorylated form of MTC and other
replisomes will not, resulting in different fork speeds within the same cell. Hence,
a dynamic interaction with a regulatory component that is modulated by the
damage response would provide a gradual titration of phosphorylated MTC
being equally sampled by all replisomes, and a more uniform fork speed as a
consequence.

Despite these studies revealing the dynamic nature of a replisome modula-
tor with a moving replisome, further studies are needed to enable a greater
understanding of how replication proteins interact in vitro and in living cells.
Therfore, such approaches are intimately positioned to address questions that
have an important impact on genomic integrity.

8.4 Materials and Methods

8.4.1 Protein expression and purification.
CMG, Pol ε, RFC, PCNA, RPA and SSB were purified as previously de-
scribed (39).

Mcm10: The gene encoding Mcm10 was amplified by PCR along with an
N-terminal 10 histidine tag and a C-terminal 3X FLAG tag and cloned into pET-
16b. E.coli cells (BL21-CodonPlus (DE3)-RIL) containing the dual tagged Mcm10
expression plasmid were grown to an OD600 of 0.6 (ampicillin and kanamycin
resistant), induced with isopropyl β-D-1-thiogalactopyranoside (IPTG) for 18 h
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at 15°C, and collected and lysed using a pressure cell. Supernatant of lysed cells was applied to a 10 mL Chelating Sepharose Fast Flow (GE Healthcare) column charged with 50 mM nickel(II) sulfate and equilibrated with equilibration buffer (20 mM Tris-HCl pH 7.9, 5 mM imidazole, 500 mM sodium chloride, 0.01% (v/v) NP-40). After loading, the column was washed with equilibration buffer, then proteins were eluted in equilibration buffer containing 375 mM imidazole. Fractions were monitored by SDS-PAGE and peak fractions containing Mcm10 were applied to a 6 mL Anti-Flag M2 resin (Sigma) equilibrated in 20 mM Tris-HCl pH 7.5, 10% (v/v) glycerol, 500 mM sodium chloride, 1 mM dithiothreitol, 1 mM magnesium chloride, 0.01% (v/v) NP-40. After loading and subsequent washing with 50 mL equilibration buffer, the proteins were eluted using two 6 mL treatments of elution buffer containing 0.2 mg/mL 3X FLAG peptide (EZ Biolab) for 30 min. Fractions (100 µL) were collected and Mcm10 containing fractions were aliquoted, flash frozen in liquid N<sub>2</sub>, and stored at –80°C (Figure 8.6).

Figure 8.6: Purification of MTC, TC, Mcm10, and MfTC. Coomassie blue stained SDS-PAGE gels of MTC (left), TC (second from left), Mcm10 (third from left) and MfTC (right panel) are shown. The three left panels are the protein preparations used for this work, with the exception of Figure 8.12, which used the MfTC preparation in the rightmost panel. The left two panels (MTC and TC) are an 8% SDS-PAGE, the third (Mcm10) is a 12% SDS-PAGE, and the last (MfTC) is a 4–20% gradient SDS-PAGE. All proteins contain one or two tags, as documented in Materials and Methods.

Mrc1–Tof1–Csm3 complex: The genes encoding 3XFLAG-Mrc1 (FlagMrc1), Tof1 and 6xHis Csm3 (Csm3<sup>H<sub>is</sub></sup>) were amplified from genomic DNA by PCR and inserted into yeast integration vectors similar as described for CMG in (39). Briefly, FlagMrc1 was integrated at the Ade2 locus, untagged Tof1 at the His3 locus, and Csm3<sup>H<sub>is</sub></sup> at the Leu2 locus, each under control of the Gal1/10 promoter. We also produced a yeast strain having a C-terminal Mrc1 3X FLAG tag and untagged Tof1, Csm3; the same procedure was used to purify both complexes (MfTC; Figure 8.12). Cells were initially grown at 30°C in SC-glucose under selection and then they were divided into flasks containing YP-glycerol. Cell strains
were grown at 30°C to OD600 of approximately 0.7, then induced by adding 20 g galactose/L for 6 h. After induction, cell pellets were collected by low speed centrifugation, resuspended in a minimal volume of 20 mM HEPES, pH 7.6, 1.2% (w/v) polyvinylpyrrolidone and flash frozen by dripping into liquid N₂. Induced cells were lysed using a cryogenic grinding mill (SPEX), powder was thawed in the cold room and then resuspended in 250 mM potassium glutamate, 50 mM HEPES pH 7.5, 1 mM EDTA pH 8.0 plus protease inhibitors (P8215, Roche). Cell debris was removed by centrifugation at 4°C and the supernatant was mixed with 1.5 mL of anti-Flag M2 affinity resin (Sigma-Aldrich) for 1 h. The anti-FLAG resin was pelleted at 1000 x g and washed five times with 250 mM potassium glutamate, 50 mM HEPES pH 7.5, 1 mM EDTA pH 8.0 followed by centrifugation. Then the anti-FLAG affinity resin was resuspended in 2 mL of buffer containing 250 mM potassium glutamate, 50 mM HEPES pH 7.5, 1 mM EDTA pH 8.0 containing 10% (v/v) glycerol. This protein solution was then loaded by gravity onto the same column and washed with buffer containing 250 mM potassium glutamate, 50 mM HEPES pH 7.5, 1 mM EDTA pH 8.0, 750 mM sodium chloride. The MTC complex was then eluted with the same buffer containing 0.2 mg/mL 3X FLAG peptide (EZ Biolab), but without sodium chloride. Eluted proteins were concentrated and further purified using a Superose 12 gel filtration column in 2X PBS containing 10% (v/v) glycerol. Fractions were analyzed by SDS-PAGE and MTC-containing fractions were flash frozen in liquid N₂ and stored at –80°C (Figure 8.6).

8.4.2 Linear fork DNA substrate

DNA replication templates used in ensemble leading-strand experiments were prepared as previously described (39) (399). The replication substrate used for surface tethering and bead attachment in single-molecule experiments was constructed using a 19,979 bp PCR λ-phage product and the HPLC purified oligonucleotides listed in Table S1 (Integrated DNA Technologies). Briefly, bacteriophage λ DNA (New England Biolabs) was used as a template for PCR. A Nhel site and digoxigenin modification were incorporated using primers 20kbF and 20 kbR. Next, the PCR product was digested with Nhel (New England Biolabs), and the enzyme was heat inactivated and concentrated by ethanol precipitation. To assemble the fork duplex, a 1:1 molar ratio of both complementary-fork arm and bio-fork arm oligonucleotides were annealed by heating to 94°C for 5 min in hybridisation buffer (10 mM HEPES pH 7.5, 5 mM magnesium acetate, 50 mM sodium chloride, 0.5 mM EDTA) in the presence of 1.5-fold molar excess of the C2 primer oligonucleotide. Next, a 1.1-fold molar excess of pre-formed fork duplex was ligated with the Nhel-digested PCR fragment hybridisation buffer for 48 hours at 16°C with 400 U of T4 DNA ligase (New England Biolabs). Linear fork substrates were diluted to 1.5 nM for subsequent use.

8.4.3 Single-molecule tethered-bead assay

Flow cells were prepared as described previously (52) (51). All single-molecule tethered bead assays were performed at 30°C. Briefly, a PDMS lids was placed
Figure 8.7: Length quantification of linear DNA substrate used in tethered bead assay using single-molecule fluorescence imaging. (a) Histogram showing the length of linear DNA templates. The black line represents a Gaussian fit to the data with a mean length of 20.1 ± 0.2 kb (N = 104 molecules). Error represents standard error of the mean. (b) Fluorescence image of a single linear DNA template labeled with SYTOX Orange. Imaging was performed as described in Lewis et al. 2017 (236). Scale bar represents 10 µm.

on top of a PEG-biotin-functionalized microscope slide (24 x 60 mm) to create a 3 mm wide and 100 µm high flow channel with Y junctions at both inlets and outlets. Polyethylene tubes (PE-60: 0.76 mm inlet diameter and 1.22 mm outer diameter) were inserted to allow for a buffer flow. To help prevent non-specific interactions of proteins and DNA with the surface, the chamber was blocked with blocking buffer (20 mM Tris-HCl pH 7.5, 2 mM EDTA, 50 mM sodium chloride, 0.5 mg/ml BSA, and 0.0025% (v/v) Tween-20). The forked DNA substrates (20 pM) were flowed through the chamber for 12 min at 10 µL/min. After a brief wash with blocking buffer, tosylactivated paramagnetic beads (2.8 µm diameter, Life Technologies) functionalized with anti-digoxigenin (Roche) were introduced at 60 µL/min, until even surface coverage was achieved. Untethered beads were washed out of the chamber at 60 µL/min with ~600 µL of buffer. The leading-strand replication reaction was performed in stages. First, CMG was loaded at the fork by pre-loading 30 nM CMG, 30 nM Mcm10, and MTC (where indicated) in replication buffer (25 mM Tris-HCl pH 7.6, 10 mM magnesium acetate, 50 mM potassium glutamate, 40 µg/ml BSA 0.1 mM EDTA, 5 mM dithiothreitol and 0.0025% (v/v) Tween-20) at 15 µL/min for 10 min. Next, a magnet was introduced above the flow cell to limit surface interactions. Finally, replication reactions were initiated by introducing 30 nM CMG, 30 nM Mcm10, 40 nM Pol ε, 20 nM PCNA, 6 nM RFC, 250 nM E. coli SSB and MTC (where indicated) in replication buffer supplemented with 5 mM ATP and 60 µM dCTP, dGTP, dATP, and dTTP. The beads were illuminated with a fiber illuminator (Thorlabs) and movies were collected at 4 fps using a 29 megapixel CCD camera (Prosilica GX6600; Allied Vision Technologies; 5.5 µm pixel size) with StreamPix imaging software (NorPix) at 4 x magnification with a lens (TL12K-70-15; Lensation) mounted directly to the camera. Leading-strand replication was monitored over a period of 20 min by tracking the movement of the beads and converting changes in position to nucleotides using custom Python software programmed in house.

8.4.4 Bead selection and processing

Typical tethered bead experiments generated movies between 1000 and 10 000 beads per frame having file sizes of ~50 GB, making rapid and efficient data...
analysis challenging. Trajectories were selected using a highly-staged and automated set of processing steps. First, beads with high fitting error and those that could not be tracked were rejected. The remaining beads were further filtered to remove those that are immobile due to surface interactions, those that dissociated prior to enzymes reaching the flow cell, and those with any additional nearby beads influencing movement. Remaining beads were then analyzed for activity using kinetic change point analysis, and those with greater than 1000 nucleotides of total synthesis were kept. Remaining trajectories were corrected for instabilities in the flow by taking all the trajectories present from start to finish, centering these at zero, and then taking the median x and y positions at each time point. These are then boxcar smoothed to create a drift trajectory, which is subsequently subtracted from each trajectory.
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**Figure 8.8:** Determination of conversion factors of ssDNA coated with either RPA or SSB. (a) First, leading-strand synthesis shortens ($\Delta l_1$) the DNA by converting the lagging-strand DNA to ssDNA. Next, SSB (or RPA) coats the lagging strand resulting in lengthening ($\Delta l_2$) of the DNA. In experiments where SSB is present all the time, only an effective shortening is seen, i.e., ($\Delta l_1 - \Delta l_2$). To generate ssDNA, strand-displacement synthesis was performed using 60 U/mL of $\phi$29 DNA polymerase (New England Biolabs) on surface-tethered forked DNAs containing replication forks in replication buffer as described in (3). After strand-displacement synthesis, the flow cell was washed excessively with replication buffer to remove any residual $\phi$29 DNA polymerase. Then either *S. cerevisiae* RPA or *E. coli* SSB was flowed in at 250 nM at 15 $\mu$L/min. (b) RPA coated ssDNA has a similar length to dsDNA. (c) *E. coli* SSB coated ssDNA is shorter than dsDNA. (d) Ratio between *S. cerevisiae* RPA lengthening and shortening for 25 DNA molecules. Mean ratio 106 ± 10%. (e) Ratio between *E. coli* SSB lengthening and shortening for 14 DNA molecules. Mean ratio 24 ± 2%. Errors represent the error of the fit.
Figure 8.9: Six representative trajectories of enzymatic events observed. (a) Three example trajectories showing Pol $\epsilon$-dependent leading-strand synthesis without MTC. (b) Three example trajectories showing Pol $\epsilon$-dependent leading-strand synthesis in the presence of 30 nM MTC. The black lines represent the rate segments identified by the change-point algorithm.

Next, these filtered trajectories were manually curated to remove those with bead movement greater than 0.3 $\mu$m in the transverse direction, those that do not have a clear start or end point, and those that start before enzymes have reached the flow cell. Regions of enzymatic activity were processed using kinetic change-point analysis using a global noise threshold (52) (189) and replication rates determined using the conversion factor derived in Figure 8.8. Kinetic change-point segments containing less than 8 data points were also rejected. Once all kinetic change points were determined, rate distributions were constructed using slopes from single change-point segments. Each rate was weighted by its segment length to attach more significance to the longer segments, as they have a higher signal-to-noise ratio compared to shorter ones. The Gaussian distributions were binned using the square-root rule to generate the final distributions seen in Figures 8.2–8.4 and Figures 8.12–8.13. Product-length histograms were generated using the total length of DNA synthesized in a single trajectory to produce the final distributions seen in Figures 8.10, 8.12, and 8.13. These distributions were fit with a single-exponential decay (assuming a single rate-limiting step determining the end of an event). All distributions were made and fitted using Matlab 2014b (Mathworks). The transition plots in Figure 8.4 and Figures 8.12–8.13 were gen-
erated by plotting the rate of a segment as a function of the rate of the previous segment, using only trajectories that have multiple rate segments.

### 8.4.5 Efficiency of leading-strand synthesis

The number of tethered beads was determined by counting the number of beads showing a proper flow reversal giving a length of $6.6 \pm 0.1 \, \mu\text{m}$ (mean ± s.e.m). A typical experiment yielded $981 \pm 147$ correctly tethered beads ($N = 5$ experiments). The efficiency is defined as the number of replication events meeting the selection criteria outlined in molecule selection and processing (Materials and Methods), divided by the average number of correctly tethered beads.

### 8.4.6 Ensemble leading-strand replication assays

Replication reaction volumes were 25 µL. All reactions contained 25mM Tris-acetate pH 7.5, 5% (v/v) glycerol, 40 µg/ml BSA, 3 mM DTT, 2mM TCEP, 10 mM magnesium acetate, 50 mM potassium glutamate, 0.1 mM EDTA, 5 mM ATP, and 400 µM of each dNTP. The 2.8 kb linear forked templates (39) were primed with a 5′-32P-labeled 37-mer oligonucleotide. Replication assays were performed by first incubating 30 nM CMG with 1.25 nM primed linear forked template in the presence or absence of 60

![Figure 8.10: Distributions of product lengths for leading-strand replication.](image)

(a) Histogram of the total product length per trajectory ($0.9 \pm 0.2 \, \text{knt}$). The fit represents a single-exponential decay function (black line; the first two bins are undersampled and not included in the fit). (b) Histogram of the total product length per trajectory for replication by CMGE + Mcm10. A single-exponential fit (black line) shows that the average product length is the same as without Mcm10 ($1.4 \pm 0.3 \, \text{knt}$). (c) Histogram of the total product length per trajectory for replication by CMGE + Mcm10 + MTC, fitted to a single-exponential decay function. The total product length ($1.7 \pm 0.4 \, \text{knt}$) is 1.5-fold higher than the value found in (b). (d) Histogram of the total product length per trajectory using CMGE + Mcm10 + TC, fitted to a single-exponential decay function. The total product length ($1.0 \pm 0.2 \, \text{knt}$) is similar as obtained without TC ($N = 111$ trajectories). In all, the short values are undersampled and not included in the fits.

156
nM MTC for 5 min at 30°C, followed by addition of 5 nM RFC, 25 nM PCNA, and 10 nM Pol ε for 4 min in the presence of dATP and dCTP to promote clamp loading and polymerase binding and to prevent the 3′–5′ exonuclease activity of Pol ε from removing the primer. Reactions were started by addition of the withheld nucleotides (dGTP and dTTP), 5 mM ATP, and either 600 nM S. cerevisiae RPA or 600 nM E.coli SSB as indicated. Reactions were allowed to proceed for the indicated times at 30°C and then quenched by adding an equal volume of 2X stop solution (40 mM EDTA and 1% (w/v) SDS). Reactions were run on 1.3% (w/v) alkaline agarose gels at 35 V for 16 h, backed with DE81 paper, and compressed for 12 h. Gels were exposed to a phosphorimager screen and imaged with a Typhoon FLA 9500 (GE Healthcare).

Figure 8.11: SSB and RPA are interchangeable for leading-strand replication. Alkaline agarose gel of leading-strand products by CMGE leading-strand replisomes Reactions were performed as described in Materials and Methods but included 400 µM dNTPs. Reactions in the presence of either RPA or SSB are shown, both with (lanes 7–12) and without MTC (lanes 1–6). Reactions were stopped at the indicated times.

8.4.7 Code availability

Analysis was performed using custom Python software programmed in house. Source code for most analysis tools is available at GitHub under Single-Molecule Biophysics beadpy. Additional source code used for transition density analysis is available upon request.
8.5 Supplementary figures

Figure 8.12: C-terminally tagged MTC (MfTC) transiently interacts with the replisome. (a) Histogram of the instantaneous single-molecule rates, weighted by segment length for replication by CMGE + Mcm10 + 30 nM MfTC. The histogram shows a bimodal distribution of the rates. The data were fit with the sum of two Gaussian distributions (black line), resulting in a rate of 6.0 ± 0.2 nt/s for the slow population and 20.0 ± 0.6 nt/s for the fast population (N = 195 trajectories). (b) Histogram of the total product length per trajectory for replication by CMGE + Mcm10 + 30 nM MfTC. A single-exponential fit (black line) shows that the total product length is similar to the value measured with MTC (1.7 ± 0.4 knt). (c) The number of rate changes per trajectory with MfTC is similar to MTC (Figure 8.4). (d) Transition plot showing the rate of a segment as a function of the rate of the previous segment for trajectories with multiple segments, with MfTC present. The distance from the diagonal (dashed line) is (12.1 ± 0.9 nt/s, mean ± s.e.m) similar to MTC (Figure 8.4).
Figure 8.13: Lower MTC concentrations result in a reduction in the number of fast rates as well as the frequency of transitions within a single trajectory. (a) (Top) Histogram of the instantaneous single-molecule rates, weighted by segment length for replication by CMGE + Mcm10 + 10 nM MTC. The histogram shows a bimodal distribution of the rates. The data were fit with the sum of two Gaussian distributions (black line), resulting in a rate of $5.8 \pm 0.3$ nt/s for the slow population and $17.5 \pm 0.6$ nt/s for the fast population (N = 251 trajectories). (Bottom) Histogram of the instantaneous single-molecule rates, weighted by segment length for replication by CMGE + Mcm10 + 3 nM MTC. The data were fit with the sum of two Gaussian distributions (black line), resulting in a rate of $6.2 \pm 0.3$ nt/s for the slow population and $25.3 \pm 0.3$ nt/s for the fast population (N = 184 trajectories). (b) Transition plots showing the rate of a segment as a function of the rate of the previous segment for trajectories with multiple segments, with 10 nM (top) and 3 nM (bottom) MTC present. The perpendicular distance from the diagonal (dashed line) is $\sim 2$-fold lower when 3 nM MTC is present (4.5 $\pm$ 0.7 nt/s, mean $\pm$ s.e.m) compared with 30 nM MTC (9.5 $\pm$ 0.6 nt/s). (c) (Top) Histogram of the total product length per trajectory for replication by CMGE + Mcm10 + 10 nM MTC. A single-exponential fit (black line) shows that the product length is the same as the value measured with 30 nM MTC (1.9 $\pm$ 0.5 knt). (Bottom) Histogram of the total product length per trajectory for replication by CMGE + Mcm10 + 10 nM MTC. A single-exponential fit (black line) shows that the total product length is similar to the value measured without MTC (1.0 $\pm$ 0.2 knt).
Figure 8.14: MTC titration into leading-strand replisome reactions. Alkaline agarose gel of leading-strand products at different concentrations of MTC indicated above the gel. Reactions were stopped at the indicated times below the gel. See Methods for details.
9 | Discussion

Ever since Watson and Crick solved the structure of DNA, people have studied its mechanism of replication. Through decades of study, we now have a good understanding of the function of the different proteins within the replisome, the machinery responsible for DNA replication. Initially with studies of bacterial and bacteriophage replisomes and more recently of eukaryotic systems, a wealth of information has been gathered on their function and structure. The ensemble-averaging nature of classical approaches have made it difficult, though, to gain access to the dynamics of individual proteins and the interactions between them. Over the past decade, single-molecule biophysical techniques have advanced enormously and they are now regularly being used to gain critical mechanistic insights into the molecular processes underlying life (Chapter 2).

9.1 Improving single-molecule techniques

We have developed a fluorescence imaging technique by which single fluorescent molecules can be observed in real time at high, physiologically relevant concentrations, conditions that are typically incompatible with single-molecule imaging approaches (Chapter 3). The technique requires a protein and its macromolecular substrate to be labelled each with a different fluorophore. The fluorophore bound to the protein is chemically darkened and can therefore be used at a very high concentration, without contributing to background fluorescence. Making use of short-distance energy-transfer mechanisms between the two fluorophores, only the fluorescence from those proteins that bind to their substrate is activated. We have shown that this technique allows the use of fluorescent probes up to $\mu$M concentrations — concentrations well above most biologically relevant concentrations. This approach opens up the use of single-molecule fluorescence imaging to study weak interactions between macromolecules.

Single-molecule techniques are mostly used in basic research (Chapter 2), but could (or should) be used in translational research as well. As an example, in Chapter 4 we use single-molecule fluorescence imaging to quantify the density of proteins on functionalised liposomes. Ligand-directed liposomes have been proposed as a potential drug-delivery vehicle, but despite promising work, no ligand-directed liposomes have been translated into the clinic as a viable drug-delivery strategy. This gap is partly due to the lack of a robust characterisation method for the ligand density on the liposome surface. We show here that we can accurately determine the number of labelled ligands on liposomes functionalised with two different ligands. We then used these data to inform us on the quality of different liposome preparation methods. In the future, however, this technique could be used in a pharmaceutical setting as an accurate, batch-to-batch quality control method. To make this a more generally applicable method, the ligands could be labelled using fluorescent antibodies, instead of covalently labelling the ligands with a fluorophore.
9.2 Multi-site exchange mechanisms

The *E. coli* DNA polymerase Pol III* is the protein complex within the replisome responsible for synthesising new DNA on the two daughter strands. Based on solid biochemical data, textbooks suggest that Pol III* remains stably bound to the replisome (2). We used fluorescently labelled polymerases to show that under physiologically relevant concentrations the Pol III* complex exchanges very rapidly during coupled leading- and lagging-strand DNA synthesis (Chapter 5). If there are no competing polymerases available in solution, however, the original Pol III* complex remains very stably bound to the replisome. Consistent with the original biochemical studies that relied on pre-assembly of the replisome followed by a rapid dilution, this observation recapitulates the textbook model: a Pol III* complex that is tightly bound to the replisome under ‘infinite dilution’.

This concentration-dependent exchange seems irreconcilable with the concept that dissociative mechanisms are independent on concentration, but can be explained by a multi-site exchange mechanism. Such a mechanism depends on multiple weak protein–protein and protein–DNA interactions, and is best illustrated using the analogy with the monkey on a tree branch (Figure 9.1) (139). Proteins (monkeys) are bound to the larger protein complex (tree branch) via multiple binding sites. Due to the weak nature of the interactions, the proteins will transiently unbind from each site. Under physiologically relevant protein concentrations, a new protein can bind at a vacated site and then completely displace the original protein. Under dilute conditions, however, the original protein is retained within the complex through its other binding sites. It can then rapidly re-associate with the vacated binding site, and thus remain stably bound to the complex. Pol III* has several weak binding sites to facilitate this mechanism. The α and ϵ subunits of the core polymerase both have binding sites on the β2 clamp and on the DNA 3′ end. The χ subunit of the CLC interacts with the C-terminal tail of SSB. Finally, the τ subunit has three binding sites on the DnaB helicase (unpublished work Dixon, van Oijen groups) and could therefore function as a reservoir for Pol III* to increase the local concentration, allowing exchange to happen even faster.

This balance between stability and plasticity may seem messy and inelegant at first. The ability to exchange polymerases could, however, be a pathway through which a Pol III* can easily be replaced, without the need for other proteins to remove it, and without the need for replication stalling. Exchange thereby ensures the continuation of replication with high fidelity. Exchange could also provide a way to bypass DNA lesions. It has been shown that Pol III* can not synthesise past certain types of DNA damage (421). When it encounters these types of damage, it could halt, or rather, go through futile cycles of exonuclease and polymerisation. If, however, the DnaB helicase is able to move past the lesion, Pol III* exchange would allow the binding of a new Pol III*, and replication could continue downstream, past the lesion (see also Chapter 7). Furthermore, exchange could give other binding partners access to the replisome when needed. Examples of
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another binding partners that might need access to the replisome are translesions synthesis (TLS) DNA polymerases involved in lesion bypass and repair. Some of these polymerases are known to interact with the replisome and displace Pol III* at sites of DNA damage (279). Before the cellular detection of DNA damage, the concentrations of repair polymerases within the cell are low. Therefore they do not compete with Pol III*. When DNA damage occurs, however, the TLS polymerases are up regulated and their concentration increases (422). This up-regulation will not only increase the chance that a TLS polymerase will bind at the replisome, but it will actually stimulate the dissociation of Pol III* through the multi-site exchange mechanism. Though seemingly complicated at first glance, the existence of this exchange pathway eliminates the need for complex signalling pathways and obeys fundamental chemical and thermodynamic principles.

Figure 9.1: Monkey analogy for the multi-site exchange mechanism. The monkeys can hold on to the tree in two positions (sites); the branch and the bananas. (left) Competition of two monkeys (high concentration) for the same hand of bananas (binding site). Transient dissociation from the bananas by the monkey on the right allows the left monkey to compete for the same bananas. (right) With just one monkey present (dilute conditions), temporary unbinding from the bananas still allows a rapid re-association by the same monkey. Figure adapted from (139).

In Chapter 6, we demonstrate the existence of a similar multi-site exchange mechanism for single-stranded DNA binding proteins (SSBs). By binding to transiently exposed single-stranded DNA, SSBs prevent nucleolytic attacks and the formation of secondary structures (32). As new DNA is synthesised on the single-stranded DNA template, the SSBs have to be removed. We show that, at low SSB concentrations in solution, these removed SSBs can immediately rebind at newly exposed single-stranded DNA that is nearby. As a result, the SSB is effectively recycled within the replisome. This internal transfer is facilitated by the fact that SSB can utilise up to four DNA binding sites per functional SSB tetramer. Under our experimental conditions only two of these binding sites will be occupied. SSBs can transfer between DNA strands by binding of the second DNA strand via the remaining two binding sites. As in the case
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of the polymerases, SSBs will exchange with SSBs from solution at high SSB concentrations.

Recycling of SSB can not be explained by the monkey model as it is described above. Since the SSB has to be removed from the DNA template when new DNA is synthesised, the model needs to include dissociation of a factor from its original binding site as part of a retention process. In other words, the monkey has to move. A revised model (Figure 9.2) illustrates how a protein can be recycled or retained within a multi-protein complex, even though it has to unbind from its initial binding site. If a protein has multiple weak interactions within the replisome, like the monkey has two hands and feet, it can use these interactions to transfer from one site to the next. Due to the high local concentration of binding sites within the replisome, this internal transfer is the most likely pathway when the concentration of proteins in solution is low. At high protein concentrations in solution, however, proteins from solution can compete for the same binding sites, like the monkeys compete for the branch. This results in a competition between internal transfer and external exchange.

The multi-site exchange mechanism is presumably not limited to DNA-replication machineries, but can likely be extended to any multi-protein complex. For example, concentration-dependent exchange has been observed for other DNA-binding proteins (209), the subunits of the flagellar motor stator (241, 423), and in transcription regulation (138). The apparent generality of the models emerging from this work suggests that the behaviours of even more complex systems are also governed by this process.

Figure 9.2: New Monkey model. (left) When there are no other monkeys around (low concentration), the monkey is free to jump between the branches of the tree (retention/recycling). (right) When there are other monkeys in the tree (high concentration) these monkeys might jump to the second branch first (competition), leaving no space for the first monkey. When the first monkey jumps, it will now fall out of the tree (exchange).

9.3 Replication and repair

DNA replication is intimately linked to other processes related to genomic metabolism, such as repair and transcription. There is a large number of
mechanisms in place to regulate all these processes and to resolve any conflicts between them (424). In Chapter 7, we look at the effect of *E. coli* RarA on DNA replication and repair. RarA is known to be one of the strongest binding partners to SSB (308). Furthermore, RarA is known to have an effect on replisome stability and promote translesion DNA synthesis (TLS) (315,316). The occurrence of homologous proteins in other domains of life suggest an important role, but its precise function and mechanism of action remain unknown. We use a combination of *in vitro* and *in vivo* assays to determine the role of RarA in DNA replication and repair. Using single-molecule fluorescence imaging, we show that the presence of high concentrations of RarA in an *in vitro* replication assay generates large ssDNA gaps on the lagging-strand product. Using fluorescently labelled β₂ clamps, we show that β₂ clamps get left behind at the 3′ end of these gaps. Furthermore, we show that the gap size depends on β₂ concentration. In live-cell imaging assays we show that deleting RarA suppresses the sensitivity to various DNA damaging agents in strains lacking TLS polymerases. We also show that deleting RarA results in a substantial decrease in growth rate. From our observations, we conclude that RarA is involved in creating a substrate for TLS polymerases. This last conclusion is consistent with our *in vitro* data, as the lagging-strand gaps with β₂ clamps, would act as a very suitable substrate for TLS polymerases. Combining all this information, we propose a model in which RarA enables the replisome to skip over lesions, leaving behind an ssDNA gap, but allowing replication to continue. RarA, thereby commits the cell to TLS or daughter-strand gap repair by providing optimal substrates for these processes.

TLS polymerases are known to be low-fidelity polymerases (17) and are responsible for a high frequency of mutations. RarA pushes the cell to use these polymerases to do DNA repair instead of using other, perhaps less mutagenic pathways. As cells are viable without RarA, one could ask the question what the benefit is of having RarA. The answer to this question could be the increased growth rate. The fact that cells with RarA grow significantly faster, probably provides them with an advantage over cells without RarA, a benefit that might offset the negative impact of TLS.

The textbook models of translesion synthesis suggests that TLS polymerases work in the context of the replisome. It is assumed that TLS polymerases exchange into the replisome, synthesize past the lesion, and then allow pol III replication to continue. Recently, it has been shown that the TLS polymerases mostly act outside of the replisome (110, 345). The action of RarA, allowing the replisome to skip the lesion, may very well facilitate this behaviour.

### 9.4 A more complex replisome

Single-molecule studies on relatively simple replication systems such as the bacteriophage T7 and *E. coli* have not only taught us about the important dynamic processes governing DNA replication, but they have also enabled us to develop the single-molecule techniques needed to visualise these processes.
These technological and conceptual advances are particularly relevant now, with the recent achievement of the successful \textit{in vitro} reconstitution of a functional \textit{S. cerevisiae} replisome. We are, therefore, now at a point where we can apply the lessons we have learned from the simpler systems to more complex, eukaryotic replication systems. In Chapter 8, we used a single-molecule tethered-bead assay to study the kinetics of the yeast leading-strand replisome. This work was the first single-molecule visualization of real-time DNA replication by a reconstituted eukaryotic system.

We revealed a highly dynamic interaction between the MTC complex and the leading-strand replisome. These dynamics were not observed in previous ensemble-averaging biochemical studies (388), highlighting the importance of single-molecule experiments. Since it is known that MTC undergoes many post-translational modifications, such as phosphorylation, we hypothesize that the dynamic interaction of MTC with the replisome could play a role in the functional coupling between MTC phosphorylation state and replisome speed. If MTC were stably bound to the replisome, it is possible that only a subset of replisomes could carry a fully phosphorylated MTC complex. The dynamic interaction, however, could ensure a complete sampling of the phosphorylation states of MTC by all replisomes.

In eukaryotes, post-translational modifications play an important role in all processes related to replication, such as replication initiation (417–419), replisome stability (405, 406), and fork stalling (416). Replication proteins may undergo several rounds of modification during the different phases of the cell cycle. Obtaining the physiologically relevant post-translational modifications, and their timing during replication, is very challenging when using reconstituted systems. Reconstituted systems could, therefore, be useful platforms to gain detailed information on post-translational modifications.

Even though it is tempting to speculate that the dynamic interaction between MTC and the replisome has a biological function, as explained above, it is also important to note that our experiments were done with the simplified, leading-strand replisome. We should consider that the presence of the other replisome components could change the interaction. It is therefore essential to develop an assay, that allows us to monitor coupled leading- and lagging-strand synthesis in the context of a fully reconstituted replisome.

Throughout this thesis, I have explained how we used a knowledge base founded on the study of relatively simple systems, to increase biological complexity and finally study highly complex systems such as the yeast replisome. It is important to emphasize that, although studying the more complex systems from higher organisms is very important, we should not stop studying the simpler systems. There are still a lot of open questions related to DNA replication in the simpler systems such as that of \textit{E. coli} that will teach us about basic operating principles of molecular machines.
Answering these questions is not only important to later inform us on the more complicated systems — it is just as important to obtain a deep molecular understanding of the behaviour of the bacteria and viruses. A case in point is the emergence of antibiotic resistance. According to some predictions antibiotic resistance will be responsible for the number one cause of death by 2050 if no additional action is taken (425). Currently, there are no known approaches to stop the development of resistance. DNA replication and repair play an important role in both cell survival and the development of resistance (426). Bacterial replication proteins are, therefore, obvious drug targets. Having an accurate understanding of their interactions is going to be crucial in the development of new antimicrobial drugs.

The challenges in the near future lie in improving single-molecule techniques even further, allowing us to study biological systems in even more detail. In the last few years, we have started combining single-molecule in vitro techniques, with single-molecule imaging in live cells (233) (Chapters 5, 6, and 7). The in vitro experiments offer a precise handle on the experimental conditions in a controlled environment, while the in vivo measurements provide the physiologically relevant complexity that exists in live cells. Bridging the gap between the two approaches will allow us to further elucidate the dynamic behaviour of proteins within multi-protein complexes.
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