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Abstract

In recent years, light-emitting diodes (LEDs) technology, known as “Green Illumination”, is growing rapidly. LED communications, or visible light communications is a promising field and is getting more and more research focus. LED is the major source of nonlinearity in LED communications, and the nonlinearity needs to be modelled effectively and thereby mitigated through pre-distortion or post-distortion to avoid severe degradation of communication performance.

The primary objectives of this thesis are to develop effective and efficient LED nonlinearity modelling and proper nonlinearity mitigation as well as signal detection techniques to mitigate the nonlinear and inter-symbol interference (ISI) distortions in LED communications.

Memory polynomial is often used for LED nonlinearity modelling and mitigation in the literature. However, the estimation of memory polynomial coefficients suffers from numerical instability, resulting in inaccurate modelling and poor performance in nonlinearity mitigation. Firstly, we focus on LED nonlinearity modelling and mitigation using memory polynomials. To solve the above numerical instability problem, we propose an alternative LED nonlinearity modelling technique based on orthogonal polynomials. For the first time, we develop a special set of orthogonal polynomial basis for LED communications with pulse amplitude modulation (PAM) signalling for LED nonlinear system
modelling. Due to the use of the orthogonal polynomials, the new basis matrix for the nonlinear model is quasi-orthogonal, which avoids the numerical instability problem during the estimation of the polynomial coefficients, and leads to low complexity and accurate LED nonlinearity modelling. Furthermore, a pre-distorter is employed to mitigate the LED nonlinearity. Simulations show that the proposed technique significantly outperforms the conventional memory polynomial based techniques.

Secondly, another challenge in indoor LED communications is that multipath dispersion can lead to ISI at high data rates. We extend our work on orthogonal polynomial based LED modelling technique and consider both the LED nonlinearity and ISI distortions due to LED memory effect and multipath dispersion. A joint estimation approach to LED nonlinearity and composite ISI channel based on orthogonal polynomial technique is proposed. Then, we design a receiver which consists of three modules, i.e., a nonlinearity and composite channel estimator, a frequency domain equalization (FDE) equalizer and a nonlinearity mitigator. For the first time, both ISI optical channel and LED nonlinearity with memory effects are jointly estimated and mitigated. Simulations show that the proposed technique can effectively handle the LED nonlinearity and ISI distortion.

Lastly, with effective LED nonlinearity modelling technique developed, we consider iterative nonlinearity mitigation and decoding in a coded LED communication system to boost the system performance. We develop a novel iterative receiver, which consists of a soft-in-soft-out (SISO) post-distorter and a SISO decoder. The SISO post-distorter is combined with a demapper to handle the distortion of LED nonlinearity and ISI, which works with a SISO decoder iteratively by exchanging log-likelihood ratios (LLRs) of the coded bits at the receiver. It is very different from the conventional post-distorters as
explicit polynomial inversion is not required, thereby avoiding the impact of imperfect polynomial inversion and the generation of colour noises. Simulations show that by taking advantage of the iterative processing between the SISO post-distorter and SISO decoder, remarkable performance gain can be achieved compared to the conventional techniques. In addition, the iterative receiver converges very fast.
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# List of Abbreviations

<table>
<thead>
<tr>
<th>Abbreviation</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>AWGN</td>
<td>Additive white Gaussian noise</td>
</tr>
<tr>
<td>APP</td>
<td><em>a posteriori</em> probability</td>
</tr>
<tr>
<td>EVM</td>
<td>Error vector magnitude</td>
</tr>
<tr>
<td>FDE</td>
<td>Frequency domain equalization</td>
</tr>
<tr>
<td>IM/DD</td>
<td>Intensity modulated direct detection</td>
</tr>
<tr>
<td>ISI</td>
<td>Inter-symbol interference</td>
</tr>
<tr>
<td>LS</td>
<td>Least square</td>
</tr>
<tr>
<td>LEDs</td>
<td>Light-emitting diodes</td>
</tr>
<tr>
<td>LOS</td>
<td>Line of sight</td>
</tr>
<tr>
<td>LLRs</td>
<td>Log-likelihood ratios</td>
</tr>
<tr>
<td>ML</td>
<td>Maximum likelihood</td>
</tr>
<tr>
<td>NMSE</td>
<td>Normalized mean square error</td>
</tr>
<tr>
<td>OOK</td>
<td>On-off-keying</td>
</tr>
<tr>
<td>OFDM</td>
<td>Orthogonal frequency division multiplexing</td>
</tr>
<tr>
<td>PAPR</td>
<td>Peak-to-average power ratio</td>
</tr>
<tr>
<td>PAM</td>
<td>Pulse amplitude modulation</td>
</tr>
<tr>
<td>PPM</td>
<td>Pulse position modulation</td>
</tr>
<tr>
<td>RLS</td>
<td>Recursive least squares</td>
</tr>
<tr>
<td>SISO</td>
<td>Soft-in-soft-out</td>
</tr>
<tr>
<td>SER</td>
<td>Symbol error rate</td>
</tr>
</tbody>
</table>
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Chapter 1

Introduction

1.1 Recent Development and Trends in LED Communications

In recent years, light-emitting diodes (LEDs) technology, known as “Green Illumination”, is growing rapidly. Compared to traditional incandescent and fluorescent lights, LEDs have long life expectancy, high tolerance to humidity, low power consumption, small size and minimal heat generation [1]. Such huge advantages make LEDs capturing the market quickly and the world is in the critical period of upgrading Green Illumination LED lights. Table 1.1 shows the timetable for the elimination of incandescent lights and the promotion of LEDs around the world. Undoubtedly, LEDs is going to be the next generation lighting facility in the future. Another important feature of LEDs is that they are semiconductor devices capable of fast switching with the addition of appropriate drivers [2]. LEDs can flicker millions of times within 1 second and such high frequency cannot be noticed by human eyes but detected by photosensitive sensor.
Table 1.1: Timetable for the elimination of incandescent lights and promotion of LEDs.

<table>
<thead>
<tr>
<th>Country</th>
<th>Action Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>China</td>
<td>Ban imports and sales of 15 watt and higher incandescent bulbs from 1 October 2016</td>
</tr>
<tr>
<td>USA</td>
<td>Replace incandescent light with LEDs between 2012 and 2014</td>
</tr>
<tr>
<td>Russia</td>
<td>Ban the production and sales of incandescent in 2012</td>
</tr>
<tr>
<td>European Union</td>
<td>Ban of all the use of incandescent lights in 2014</td>
</tr>
<tr>
<td>Australia</td>
<td>Stop the production of incandescent lights in 2009 and ban the use in 2020</td>
</tr>
</tbody>
</table>

Visible light emitted by LEDs can be modulated for simultaneous illumination and data transmission. LED communication technology is a promising field which offers a novel scheme of high-speed data transmission for indoor communications [3]. As a newly-developing wireless communication technology, it is getting more and more attention and has several advantages over traditional radio frequency (RF) communications.

- One of the most important merits is that it makes use of the existing LEDs to achieve simultaneous illumination and data transmission. As LED lights are ubiquitous in the world, any of the lights can be an access point. LED communications can be achieved based on the existing LED lighting facilities at low cost as there is no need for massive infrastructure construction [4].

- With the rapid development of information technology, the spectrum region of traditional RF resources is in high tension. Visible light has unregulated spectrum region and interferences with radio bands can be avoided [5].

- Visible light cannot pass through walls, so it is easy to achieve secure transmis-
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sion within a certain room and prevent interferences from other places. It has the potential applications for military or information security fields.

- Traditional RF systems are prohibited or restricted in some occasions due to safety reasons, for example, in hospital, airplane, oil, gas well, etc., LED communications can avoid interference with existing electronic devices and prevent explosion and be an alternative option.

1.1.1 Applications of LED Communications

Besides simultaneous indoor illumination and data communication, there are many applications for LED communications. For example, indoor positioning system [6–8], LEDs on the ceiling can be used to determine the position of a person or any objects within a room. It is a good supplementary for the current global positioning system (GPS), which has difficulty to achieve accurate indoor positioning. LED communications is very popular for under water communications recently. Traditional under water communication relies on acoustic technology, however, due to the complicated under water environment it has many constraints and very low transmission speed [9]. Under-water optical wireless communication has the potential of achieving much better performance [10–12]. More and more vehicle manufactures are replacing the light by LEDs, so does the traffic lights and street lighting infrastructure [13]. LED communications make the interactions between cars to cars and cars to traffic or road lights possible, which can be exploited to build intelligent transportation systems or active safety systems [14, 15].
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1.1.2 History and Development of LED Communications

Therefore, LED communication technology is an extremely promising field. Over the years, it has attracted a lot of research attentions all over the world and is developing rapidly. Research on indoor LED communications was firstly carried out in Japan. In 2000, Tanaka, etc. [16, 17] from KEIO University proposed the idea of LED-based wireless communications and did some feasibility analysis. They found that inter-symbol interference (ISI) and multipath propagation are two important factors that affect the overall system performance [18]. In 2003, Komine proposed the combination of power line communication and indoor LED communications [19]. In Europe 2008, OMEGA European project [20–22], also known as the Home Gigabit Access project was put forward aimed at combing LED communication technology, wireless and power line communications to achieve the future Internet. At the same time, USA also started a “Smart Lighting” Project, which lasts for 10 years and researchers from more than 30 universities are involved in. The project required to achieve communications between wireless terminals and LED lights. Not only that, IEEE established visible light communication group IEEE 802.15.7 in 2008. In 2011, Harald Haas, Professor from the University of Edinburgh firstly named visible light communications (VLC) as Light Fidelity (LiFi) [23]. And later he clarified that by making use of LEDs, LiFi takes VLC further to achieve fully networked wireless systems, which brought LED communications to a new chapter [24, 25].
1.1.3 System Description of LED Communications

Fig. 1.1 shows the system description of LED communications. In LED communication system, intensity modulated direct detection (IM/DD) system is being used [26]. At the transmitter side, information bits are firstly modulated to electric signals and are represented by voltage. This means that the electric signals can only take positive values, so modulation techniques commonly used in radio communications cannot be used without modifications. Then, it will be modulated to optical domain through the intensity of the LED light. After transmitted through the optical wireless channel, at the receiver side, the signal is detected by a photo diode (PD), which converts the optical intensity signal back to electric signal.

1.2 Research Motivations

Currently, there are two types of commercially white LEDs [27]. The first one has separate red-blue-green (RGB) emitters as a package and proper mixing of the RGB lights produces white light. The merits of this type of LEDs are, for example, it is easy to achieve colour rendering and it has wide bandwidth, which has the possibility of using wavelength division multiplexing (WDM) to significantly increase data rate [28]. How-
ever, RGB-LED is usually expensive in the market and it has different attenuations of RGB, which requires the receiver be able to detect multiple wavelengths when WDM is implemented [29]. The other type of LED consists of a single blue emitter and phosphor on top of it. The mix of blue and phosphor generates yellow light. It has limited modulation bandwidth due to the slow response of the phosphor [30, 31]. The single blue-chip LED is very popular and common in the market because it is cost efficient and stable [32].

To achieve data communications on either types of LED, various efficient modulation techniques that are suitable for IM/DD system are needed. The most widely used modulation technique is on-off-keying (OOK), also known as 2 amplitude-shift keying (2ASK), which merely relies on switching the light source on and off [33, 34]. In OOK modulation, the amplitude of the carrier wave only has two statuses and it corresponds to binary information 0 and 1, respectively. This binary modulation scheme is easy implementation and straightforward, however, it offers low spectral efficiency [26]. To enable higher data rates, more advanced modulation schemes are necessary. Orthogonal frequency division multiplexing (OFDM) technique is widely used in wired and wireless communication systems because of its inherent robustness to inter-symbol interference (ISI) since the symbol period is longer than the delay spread caused by multipath distortion [35]. Also, it has the advantage of using a simple one tap equalizer at the receiver to minimize the channel effect. More importantly, OFDM has better bandwidth efficiency than conventional modulation schemes such as OOK and pulse position modulation (PPM) [36]. The use of M-QAM OFDM is able to deliver very high data rates [37]. In current research, majority of the work focus on finding new types of OFDM techniques designed for IM/DD optical wireless communication (OWC) systems [38–40].
In IM/DD optical wireless systems, the intensity of the light cannot be negative or imaginary whilst conventional OFDM signals are bipolar and complex. Researchers have created several different forms of optical-OFDM designed for IM/DD OWC systems. For example, asymmetrically clipped optical OFDM (ACO-OFDM) [41], DC biased optical OFDM (DCO-OFDM) [42], as well as many other techniques based on the above two forms are developed [43, 44].

However, apart from the limited modulation bandwidth of the blue-chip LED, the inherent significant nonlinearity of LED also causes small modulation index [45]. In LED communications, signals in electric domain are modulated to optical domain using the light intensity of LEDs. At the receiver side, the intensity of the light is detected by a photo detector and converted to electric signals [46]. As power amplifier is the major source of nonlinearity in radio frequency communications, the inherent nonlinearity of LEDs also causes nonlinear distortions and is a challenge for VLC communications [47, 48]. According to [49–51], the nonlinear behaviour of the LEDs transfer function distorts the amplitude of the signal. Additionally, lower peak of the signals are forced to be the minimum LED turn on voltage while higher peak signals are clipped to avoid reaching the maximum permissible voltage. Thus, the system can only work in a very limited quasi-linear area as the dynamic range of the modulation is significantly reduced by its nonlinearity [45]. Fig. 1.2 shows the V-I characteristic of LED [45]. Point C stands for the bias point and $I_c$ is the current at this point. Points A and B are the minimum and maximum current within the quasi-linear segment, respectively. The modulation index can be calculated as

$$m = \frac{\delta}{I_c}.$$
A big issue of using optical-OFDM in LED communications system is that OFDM suffers from large peak-to-average power ratio (PAPR) and high sensitivity to carrier frequency offsets [52]. For example, scaling and DC biasing could result in nonlinear signal distortions [53]. For an OFDM system to work successfully, the system needs a wide range of linearity to avoid distortion. Single-carrier (SC) modulation such as M-PAM and M-PPM does not have the limitations of OFDM. Also, it can be applied to IM/DD LED communication systems without signal clipping. SC modulation with frequency domain equalization (FDE) is a promising approach to ISI mitigation. It is shown in [35] that single carrier system delivers better performance than OFDM. It is worth highlighting that, single carrier system with frequency domain equalization has the same complexity with OFDM system in detection. SC-FDE overcomes all the limitation of OFDM and has its own advantage such as insensitive to carrier frequency and offset noise [54, 55]. It is worth and meaningful for us to study and develop a proper signal detection technology using SC-FDE in LED communication systems.

To avoid nonlinear distortions, some easy and straightforward approaches can be applied. For example, we can use binary modulation techniques such as OOK or pulse
position modulation (PPM), which are not affected by nonlinear effects [56]. A power
back off technique (to keep input well within linear portion) is also a simple solution
[57]. For optical-OFDM, there are some PAPR reduction techniques [58, 59] to decrease
signal clipping at the expense of increasing system complexity. However, the above
methods still suffer the small modulation index of LED and bandwidth efficiency is not
increased. To fully make use of the input range of LEDs and increase modulation range,
firstly, some nonlinear system identification techniques to model the nonlinear behaviour
are needed. The overall nonlinear LED communication system can be expressed as
follows [60]

\[ y(n) = h(x(n)) + w(n), \]

where \( y(n) \) is the received signals, \( x(n) \) is the non-negative input signals to the LED and
\( w(n) \) is the additive noise. \( h(\cdot) \) represents the nonlinear transfer function with the con-
straints that \( I_{\text{min}} \leq h(x(n)) \leq I_{\text{max}} \). The characteristic of the nonlinear transfer function
is determined by specific LEDs. For signals larger than the maximum permissible cur-
cent \( I_{\text{max}} \) or lower than the minimum current \( I_{\text{min}} \), double-sided clipping is applied. For
signals within the LED input range, a nonlinear transfer function can be used to model
the system nonlinear distortions. There are various nonlinear models that can be used
to model the LED nonlinearity. Nonlinear models can be classified into memory and
memoryless cases in terms of whether we consider the memory effects of LEDs. For
the memory-less case, for example, a Taylor series or a polynomial are able to describe
the nonlinear behaviour of a LED [61–64]. However, for high speed applications due to
transport delay and rapid thermal effects, such nonlinear behaviour has memory effects
and may vary with time, which cannot be ignored [60, 65, 66]. More complicated nonlin-
ear models with memory effects such as, Volterra series [67, 68], Winer model [69, 70], Hammerstein model [71] as well as memory polynomial [72] can be applied to model the LED nonlinearity and LED memory effect more accurately. Developing effective nonlinear system modelling method to identify the LED nonlinear behaviour is essential for the nonlinear distortion mitigation. In [57, 73–75], the authors proposed some adaptive least mean square (LMS) or recursive least squares (RMS) algorithms to estimate and update the parameters of the nonlinear model, but they are complicated and not easy in general. In [76], the author proposed to use orthogonal polynomials in replace of the conventional memory-less polynomial in order to solve the numerical stability when deriving the nonlinear model coefficients. However, the author only considered memory-less case and assumed Gaussian distribution. According to [76], developing closed-form expressions of the orthogonal polynomial basis for any other distribution is difficult in general. Considering the real-valued and non-negative constraints on the input distribution of LED communications, we believe developing special orthogonal polynomials for LED communications might be a solution for effective LED nonlinearity modelling.

With the knowledge of the system nonlinear functions, corresponding nonlinearity mitigation techniques are required to overcome the nonlinear distortions caused by LEDs. Currently, digital pre-distortion and post-distortion are two popular methods for solving the nonlinear distortions [77, 78]. Digital baseband pre-distortion [79–84] is the most popular technique for linearizing nonlinearity in high speed wireless applications. By identifying the characteristics of the nonlinear system, a pre-distorter, which has the inverse behaviour of the nonlinearity, is put in front of the nonlinear system to compensate the distortion. There are two major issues in digital baseband pre-distortion. Firstly, for direct learning approach [85], an effective system modelling method to identify the
nonlinear behaviour is required. Then, a proper method is required to accurately find the inverse of the nonlinear characteristics based on the system identification. However, according to [85], inversion of a nonlinear system cannot be easily achieved and sometimes even only possible within a limited range of input. Also, a nonlinear system of finite order of polynomial cannot be completely compensated by another finite order polynomial [86]. Errors are inevitably generated when deriving the inverse of the nonlinear model. Moreover, the inverse nonlinear operation to the received signal will cause colour noises. There is also an indirect learning approach that does not require the knowledge of nonlinear coefficients. A post-inverse filter of the nonlinear model is derived at the receiver side and then it is used as a pre-distorter at the transmitter side [85]. However, the method suffers from the noisy output of the nonlinear device [87]. In theory, pre-distortion has better performance over post-distortion as noise is not affected at the transmitter side. However, pre-distortion techniques are not cost-efficient as it needs feedback path from the receiver to transmitter. Additional physical modules and circuits are needed, which increases the system complexity and power efficiency. Post-distortion is receiver side nonlinearity mitigation technique, which has the advantage of no demand for additional physical circuits between transmitter and receiver. However, the biggest problem of current post-distortion techniques is that noise is added at the receiver side. Noise affected nonlinear distorted signals are forwarded to post-distortion, which is another nonlinear process. Gaussian distributed white noise will be converted to coloured noise, resulting signals in the most severe nonlinear interval suffers most, which will dominant the overall system performance. Also, modelling the post-distorter using finite order of the polynomial has residual nonlinear error as pre-distortion. As post-distortion is implemented at the receiver side, it is more convenient to use and adaptive post-distortion can
be easily realised to handle the time-varying nonlinearity of LEDs. We want to study and develop effective post-distortion technique for LED communications.

Another challenge in LED communications is that in indoor environment optical receivers may receive signals propagated from LEDs through multiple paths, for example, line of sight (LOS) propagation and non-LOS propagation which is also known as diffuse link due to reflections of room surfaces or other objects [88]. Such multipath propagation easily leads to severe ISI distortions, especially in high speed applications [18, 28]. Also, the memory effects in LED nonlinear distortions can be regarded as another type of ISI. Moreover, according to [89] and [90], the bandwidth limitation of LED induced fading will also lead ISI to the system. We want to study and develop effective signal detection technique to combat the above problems.

1.3 Research Contributions

The primary objectives of this thesis are to develop effective and efficient LED nonlinearity modelling and proper nonlinearity mitigation as well as real signal detection techniques to mitigate the nonlinear and ISI distortions in LED communications. To be more specific, the contributions of this thesis are as follows:

(1) In Chapter 3, we firstly review the conventional LED nonlinearity modelling methods using memory polynomials and show that the estimation of the memory polynomial coefficients suffers from numerical instability problem, resulting in inaccurate modelling and poor performance in nonlinearity mitigation. To solve the above problem, we propose an alternative LED nonlinearity modelling technique based on orthogonal polynomials. Considering the IM/DD modulated LED signals, we de-
develop a special set of orthogonal polynomial basis for PAM LED signals in order to achieve effective and efficient LED nonlinearity modelling. Due to the use of the orthogonal polynomials, the new basis matrix for the nonlinear model is a quasi-orthogonal matrix, avoiding the numerical instability problem during the estimation of the polynomial coefficients, which leads to low complexity and accurate LED nonlinearity modelling. Furthermore, we design a pre-distorter to mitigate the LED nonlinearity as well as the memory distortions.

(2) In indoor LED communications, multipath dispersion can lead to ISI at high data rates which cannot be ignored. We combine the ISI distortions due to multipath propagation, the limited bandwidth of LED and the memory effects as a whole composite ISI channel and then extend our previous work on orthogonal polynomial based LED modelling. We propose a joint LED nonlinearity and composite ISI channel estimation technique based on orthogonal polynomials for LED communications. Then, we apply low complexity frequency domain equalization to eliminate the ISI distortion due to the LED memory effects and optical ISI channel. A post-distorter is employed to mitigate the memory-less LED nonlinearity after FDE.

(3) With effective LED nonlinearity modelling technique described above, we consider a coded LED communication system and propose a very different iterative post-distortion technique based on maximum likelihood (ML) soft post-distorter and decoding. Rather than directly finding the non-distorted signals as the traditional post-distorters do, our ML-based soft post-distorter iteratively finds the a posteriori probability (APP) estimates of the data symbols based on the nonlinearity parameter and a priori information from the soft-in soft-out (SISO) decoder. Extrinsic information
in the form of log-likelihood ratios (LLRs) will be then passed through the SISO decoder. The advantage of our proposed method is that rather than finding the inverse of a nonlinear function using the finite order of a polynomial as a post-distorter, which will inevitably have residual modelling error, our method only requires the knowledge of the nonlinear coefficients. Also, our ML-based soft post-distorter is not a nonlinear process comparing to the traditional one, therefore, the distribution of the noise will not be affected. Simulations show that by taking advantage of the iterative processing between the SISO post-distorter and SISO decoder, our proposed method can achieve a significant system improvement than the traditional post-distortion technique. The performance achieved by our proposed technique is very close to that of the pre-distortion techniques, whilst holds much lower overall system complexity and computation cost.

1.4 Thesis Organization

The remaining thesis is organized as follows. In Chapter 2, we do a literature review of current research on LED communications. Firstly, we introduce the overall system structure and the IM/DD system for LED communications. Secondly, various modulation techniques specially designed for LED communications are described. Then, we introduce the LED nonlinearity problem and some popular nonlinear models being used for system modelling. Lastly, we review and compare some current works on nonlinear system modelling and some nonlinearity mitigation techniques. In Chapter 3, we focus on LED nonlinear system modelling and mitigation using memory polynomials. By solving the numerical instability in the conventional estimation technique, we develop
orthogonal polynomial basis for LED communication with PAM signalling for the first
time and an effective LED nonlinearity modelling technique based on memory orthogo-
nal polynomials is proposed. In Chapter 4, we consider both the LED nonlinearity with
memory effect and ISI optical wireless channel. We develop a joint estimation approach
to LED nonlinearity and composite ISI channel based on our orthogonal polynomial
technique in Chapter 3. We design a receiver which consists of three modules including
nonlinearity and composite channel estimator, FDE equalizer and nonlinearity mitiga-
tor. In Chapter 5, we develop a SISO post-distorter and combine it with a de-mapper in a
coded LED communication system to handle the distortion of LED nonlinearity and ISI
due to LED memory effect and optical wireless channel. Chapter 6 concludes the whole
thesis work and address some future work for further study.

The notations used in this thesis are as follows. Lower case and upper case letters
(e.g., x and X) denote scalars. Bold lower case letter (e.g., x) denote column vectors
and bold upper case letter (e.g., X) denote matrices. The superscripts “H” denotes the
conjugate transpose operation and symbol I represents an identity matrix with proper
size.
Chapter 2

Literature Review of LED Communications

This chapter provides an overall literature review of LED communications system. Firstly, we introduce the whole system structure and review various modulation techniques designed for LED communications. Secondly, we focus on the LED nonlinear problem and describe the impact of nonlinear distortions, which needs to be carefully handled to avoid severe system degradation. Then, we introduce and compare many of the commonly used nonlinear models (e.g., Volterra series, memory polynomials) for effective nonlinear system modelling. Lastly, we do a thorough review and comparison of the current work on nonlinear system modelling and nonlinear mitigation techniques, including the most popular pre-distortion and post-distortion techniques.
2.1 Intensity Modulated Direct Detection System

Fig. 2.1 shows the block diagram of the intensity modulated direct detection (IM/DD) system being used in LED communications [91]. At the transmitter side, firstly information data is modulated in electrical domain and is represented by electrical voltage $x(t)$. Then, it is scaled by an optical intensity modulator and represented by the optical intensity of LED. Transmitted signals $x(t)$ must be real and non-negative as they are being modulated onto the intensity of the light using LED, which means that modulation techniques commonly used in traditional radio frequency (RF) communications must be modified to use in IM/DD systems [92]. After transmitting through the optical wireless channel with impulse response $h(t)$, at the receiver side, signal is directly detected by a photo diode, which converts the optical signal back to electrical signal. The received signal can be represented as

$$y(t) = R \text{e}x(t) \otimes h(t) + n(t),$$

(2.1)
where symbol $\otimes$ denotes convolution, $R$ is the responsivity of the photo diode and $n(t)$ is modelled as additive white Gaussian noise (AWGN) added in the electric domain. Different from the conventional RF communication systems, in LED communications, the transmitted signal $\epsilon x(t)$ is the instantaneous optical power of the LED and the average transmitted optical power $P_t$ is calculated as

$$P_t = \lim_{T \to \infty} \left( \frac{1}{2T} \right) \int_{-T}^{T} \epsilon x(t) \, dt,$$

(2.2)

which is proportional to the input power signal $x(t)$ rather than the usual square of the signal amplitude $x^2(t)$.

### 2.2 LED Communications Modulation Technology

In IM/DD LED communications systems, since the transmitted signal must be real and non-negative, several single carrier modulation techniques can be exploited straightforwardly, for example, on-off keying (OOK), unipolar pulse-amplitude modulation (PAM) and pulse-position modulation (PPM). Popular multi-carrier modulation schemes such as OFDM has also been modified to meet the requirements for optical wireless communications and it is named as optical-OFDM.

There are many different modulation schemes appropriate for optical wireless communication systems which has its own merits and demerits. As LEDs has limited modulation bandwidth and the problem of nonlinear distortions, modulation techniques which are sensitive to these factors should be considered. For indoor visible light communications, average transmitted optical power is constrained due to eye safety requirement [93]. In order to keep the average transmission power down, modulation techniques
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with high power efficiency is needed. Also, considering the multipath optical wireless channels and LED memory effects, ISI distortion is another problem in LED communications. Criterions for evaluating efficient and effective optical IM/DD modulation techniques include power efficiency, bandwidth efficiency as well as robustness or solutions to ISI. This section introduces and compares the various modulation techniques being used in LED communications.

2.2.1 OOK modulation

Among all the modulation techniques that are appropriate for IM/DD optical wireless communications, the binary modulation scheme OOK which merely relies on switching the light source on and off is one of the most popular and easy implementation one. Within a symbol period, the LED light on represents bit “1” while the light off stands for bit “0”. OOK is easy and straightforward and can be applied to LED communications directly. Majority research of the feasibility analysis and preliminary experiments of LED communications use OOK modulation as it offers a good compromise between complexity and system performance. Reducing the duty cycle of OOK modulation increases the bandwidth, however, OOK is not efficient especially at small duty cycles [94]. Considering the limited modulation bandwidth of LEDs, more efficient higher order modulation techniques are required to achieve better system performance.

2.2.2 Optical-OFDM

Orthogonal frequency division multiplexing (OFDM) technique is being widely used in conventional wired and wireless radio frequency communications due to its inherent robustness to ISI caused by multipath channel [39]. Also, it is simple implementation
and has the advantage of using a simple one tap equalizer at the receiver to minimize the channel effect. More importantly, OFDM has better bandwidth efficiency than conventional modulation schemes such as OOK and pulse position modulation (PPM) [95]. The use of M-QAM OFDM has the potential for delivering very high data rates [96]. In the past years, majority of the work has been done focus on finding new types of OFDM techniques designed for IM/DD optical wireless communication systems. In order to make the transmitted bipolar and complex OFDM signals real and non-negative, several different types of optical-OFDM techniques for IM/DD system has been proposed, for example, DC biased optical OFDM (DCO-OFDM) [97], asymmetrically clipped optical OFDM (ACO-OFDM) [41] and many other developed techniques based on the above two forms.

**DCO-OFDM**

Fig. 2.2 shows the block diagram of a DCO-OFDM system. The bipolar and complex data signal $X = [X_0, X_1, X_2, ..., X_{N-1}]$ is the input to the inverse fast Fourier transform (IFFT) operation. The input $X$ is required to have Hermitian symmetry property defined...
as follow,

\[ X_m = X_{N-M}^* \quad 0 < m < N/2, \]  \hspace{1cm} (2.3)

where the two elements \( X_0 = X_{N/2} = 0 \). The Hermitian symmetry property of the input ensures the output of the IFFT signal \( x \) to be real but not complex. The \( n \)th time domain of \( x \) is expressed as

\[ x(n) = \frac{1}{N} \sum_{m=0}^{N-1} X_m e^{j2\pi nm/N}, \]  \hspace{1cm} (2.4)

where \( N \) is the number of points of the IFFT operations and \( X_m \) is the \( m \)th subcarrier of the input signals. In DCO-OFDM, all subcarriers carry data symbols, however, due to the Hermitian symmetry property only \((N/2 - 1)\) subcarriers carry unique data. After digital to analog (D/A) conversion and low pass filtering, an appropriate DC bias is added to \( x(t) \) and any remaining negative signals are clipped generating the DCO-OFDM signals \( x_{DCO}(t) \). All the subcarriers will be affected by the clipping noise as they all carry information. \( x_{DCO}(t) \) will be the input to the optical intensity modulator and at the receiver side, the OFDM receiver is similar to the conventional one. DCO-OFDM is less efficient in terms of the average optical power due to the DC bias added at the transmitter side.

ACO-OFDM

Fig. 2.3 shows the block diagram of a ACO-OFDM system. Only odd components of the complex input signal \( \mathbf{X} \) carry information, so that the input to the IFFT operation \( \mathbf{X} = [0, X_1, 0, X_3, ..., X_{N-1}] \). Also, the input signals are required to have Hermitian symmetry property as the DCO-OFDM one. After IFFT operation, the time domain signal \( \mathbf{x} \) is real
and has the following anti-symmetry property [43],

\[ x(n) = -x(n + \frac{N}{2}) \quad 0 < k < \frac{N}{2}. \]  

(2.5)

Before modulating onto the intensity of the light, \( x(t) \) is clipped at zero to ensure all the resulting ACO-OFDM signals \( x_{ACO}(t) \) are non-negative. Due to the anti-symmetry property of the input signal, the clipping operation will not lead to any loss of information as the clipping noise falls on even subcarriers [41]. In ACO-OFDM, as only odd subcarriers transmit data symbols and due to the anti-symmetry, merely \( (N/4) \) subcarriers carry unique data, which is half of the DCO-OFDM. The receiver is similar to the DCO-OFDM while only odd subcarriers need to be modulated. ACO-OFDM is less efficient in terms of bandwidth as only half subcarriers carry data.

**ADO-OFDM**

Asymmetrically clipped DC biased optical OFDM (ADO-OFDM) that combines the advantages of ACO-OFDM and DCO-OFDM is then developed. In the ADO-OFDM system, ACO-OFDM is used on the odd subcarriers while DCO-OFDM is used on the even
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subcarriers. Because all the subcarriers are used to carry data, the bandwidth efficiency is better than ACO-OFDM. Also, due to the use of the more power efficient ACO-OFDM on half of the subcarriers, the overall optical power efficiency is better than DCO-OFDM [36].

Drawbacks of Optical-OFDM

Optical-OFDM has many advantages, however, it also has many drawbacks in LED communications due to the inherent nonlinearity of LEDs. Among all these, two of the most crucial issues are the high peak-to-average power ratio (PAPR) of the OFDM signals and the in-band distortion caused by the LED nonlinearity.

PAPR is defined as the ration between the maximum transmitted instantaneous power and the average transmitted power

\[
PAPR = \frac{\text{max}(|x(t)|)^2}{E(|x(t)|^2)},
\]

(2.6)

where \(E[-]\) represents expectation operation. Because of the existence of a huge number of independently modulated subcarriers in the OFDM signals, the PAPR could be very high. An OFDM system needs wide range of linearity to avoid distortion, for example, the input of the IFFT transmitter and output of the FFT receiver are required to be approximately linear to achieve better system performance [98]. However, in LED communications, LED is the major source of nonlinearity, in order to ensure the input signals stay in the working region, clipping and DC biasing could result in signal distortions. Also, the nonlinear conversion of the OFDM signals will cause nonlinear distortions during the equalization process which significantly affects the overall system
performance.

Due to the nonlinearity of the LED, optical-OFDM signals will also cause in-band distortion and inter-carrier interference (ICI) which is another serious problem [99, 100]. We consider the complex baseband ACO-OFDM signal as

$$x(n) = \frac{1}{N} \sum_{m=0}^{N-1} X_m \exp\left(\frac{j2\pi nm}{N}\right), \quad n = 0, 1, 2, ..., N - 1 \quad (2.7)$$

where $N$ is the number of points of the IFFT operations, $X_m$ is the $m$th subcarrier of the input complex signals and $n$ is the discrete time domain index. After clipping, ACO-OFDM signal $x_{ACO}(n)$ is the input to the optical intensity modulator. To simplify the calculations, we choose the LED nonlinearity as a simple 3rd order memoryless polynomial and consider only the odd order nonlinearity according to [99], it can be expressed as

$$y(n) = a_1 x_{ACO}(n) + a_3 x_{ACO}(n)^3, \quad (2.8)$$

where $y(n)$ is the received signal and $a_1, a_3$ are the nonlinear coefficients. Assuming AWGN channel, the signal after FFT operation can be calculated as

$$\hat{X}_m = \sum_{m=0}^{N-1} y(n) \exp\left(-\frac{j2\pi nm}{N}\right) + w(m), \quad m = 1, 3, 5, ... \quad (2.9)$$

where $\hat{X}_m$ is the $m$th subcarrier of the received symbol and $w(m)$ represents AWGN and clipping noise. Substitute (2.8) into (2.9), we have

$$\hat{X}_m = \sum_{m=0}^{N-1} a_1 x_{ACO}(n) \exp\left(-\frac{j2\pi nm}{N}\right) + \sum_{m=0}^{N-1} a_3 x_{ACO}(n)^3 \exp\left(-\frac{j2\pi nm}{N}\right) + w(m)$$

$$= \alpha + \beta + w(m) \quad m = 1, 3, 5,... \quad (2.10)$$
where

\[
\alpha = \sum_{m=0}^{N-1} a_1 x_{ACO}(n) \exp\left(-\frac{j2\pi mn}{N}\right)
\]

\[
= a_1 X_m \quad m = 1, 3, 5, \ldots
\]

(2.11)

And \( \beta \) represents the nonlinear distortion which can be further solved as

\[
\beta = \sum_{m=0}^{N-1} a_3 x_{ACO}(n)^3 \exp\left(-\frac{j2\pi mn}{N}\right)
\]

\[
= a_3 x_{ACO}(0)^2 x_{ACO}(0) + x_{ACO}(1)^2 x_{ACO}(1) \exp\left(-\frac{j2\pi m}{N}\right) + \ldots
\]

\[
+ x_{ACO}(N-1) x_{ACO}(N-1)^2 \exp\left(-\frac{j2\pi(N-1)m}{N}\right) \quad m = 1, 3, 5, \ldots
\]

(2.12)

Let \( x_{ACO}(n)^2 = \omega_n \) and substitute \( x_{ACO}(n) \) with equation (2.7), we have

\[
\beta = \frac{a_3}{N} \left( \sum_{m=0}^{N-1} \omega_n \exp\left(-\frac{j2\pi mn}{N}\right) \sum_{p=0}^{N-1} X_p \exp\left(\frac{j2\pi mn}{N}\right) \right),
\]

(2.13)

which are ICI added to the system. Rearranging equation (2.10),

\[
\tilde{X}_m = X_m (a_1 + \frac{a_3}{N} \sum_{m=0}^{N-1} \omega_n) + \frac{a_3}{N} \sum_{p=0, p \neq m}^{N-1} X_p \sum_{m=0}^{N-1} \omega_n \exp\left(\frac{j2\pi(-m + p)n}{N}\right) + w(m)
\]

\[
= X_m \times \mu + \Omega + w(m),
\]

(2.14)

where

\[
\mu = (a_1 + \frac{a_3}{N} \sum_{m=0}^{N-1} \omega_n)
\]

(2.15)

represents the frequency shift and

\[
\Omega = \frac{a_3}{N} \sum_{p=0, p \neq m}^{N-1} X_p \sum_{m=0}^{N-1} \omega_n \exp\left(\frac{j2\pi(-m + p)n}{N}\right)
\]

(2.16)
is the nonlinear distortion noise.

2.2.3 PAM, PPM Modulation

Single carrier multilevel modulation techniques such as pulse-position modulation (PPM) and unipolar pulse-amplitude modulation (PAM) are also very popular to IM/DD optical wireless systems as they can be applied directly without any signal clipping.

In $L$-level PPM, there are $L$ symbols for each symbol duration $T$, which is divided into $L$ sub-intervals. The optical transmitter is on during one of these intervals and off for the rest of the time. PPM is a power efficient modulation technique and the higher the order of $L$, the better the power efficiency [93].

Unipolar PAM is a very straightforward and easy implementation technique. In $L$-level PAM, one of the $L$ discrete amplitudes are used for transmitting data during each symbol interval. Compared to DCO-OFDM and ACO-OFDM that can only utilize 1/2 and 1/4 of the bandwidth, respectively due to Hermitian symmetry restriction, high level PAM is a more bandwidth efficient modulation technique. More importantly, PAM has low power consumption and low PAPR, which is a huge advantage over optical-OFDM in LED communications. Moreover, according to [35], given the same data rate, $L$-PAM with minimum mean-square error decision-feedback equalization (MMSE-DFE) achieves better system performance than all the optical-OFDM schemes with the advantage of high bandwidth efficiency. Single carrier frequency domain equalization (SC-FDE) has been proven as an attractive alternative to OFDM for RF communications, which has low PAPR, high tolerance to nonlinearity and overall similar complexity to OFDM. PAM with SC-FDE is getting increasing attention in LED communications and be a good alternative to optical-OFDM.
2.2.4 CAP Modulation

As there are number of drawbacks in O-OFDM schemes, some other modulation schemes have recently been investigated such as PAM and carrier-less amplitude and phase (CAP) modulation. The bandpass CAP modulation is basically a QAM modulation where instead of using a mixer for up- and down-conversion, it employs two orthogonal finite impulse response (FIR) digital filters. So, the electrical signal that modulates the LED intensity is a DC-biased QAM signal on a sub-carrier of relatively low frequency. CAP modulation was considered for LED communications due to its advantages of low PAPR, high spectral efficiency and simple system structure [101].

2.3 LED Nonlinear Problem

Like Nonlinear distortions due to power amplifier in RF communications, nonlinear components in LED communications also lead to signal distortions and system performance degradation. LED is assumed to be the major source of nonlinearity in an optical
wireless communications system. Fig. 2.4 shows a typical datasheet of Kingbright Blue LED V-I curve [102]. The input signals must be larger than the LED turn-on voltage (point A), lower signals are clipped while signals higher than the maximum permissible voltage or the saturation point (point B) are also clipped to avoid overloading. The modulation range is limited to a quasi-linear segment (dashed line) to avoid nonlinear distortions. For signals beyond the quasi-linear region, the electrical to optical conversion is nonlinear. Both the nonlinear mapping within the LED working dynamic range and the clipping of signals below minimum turn-on voltage and maximum allowable voltage could result in nonlinear distortions. Moreover, due to transport delay, rapid thermal effects as well as biasing circuits that are dependent on signal envelope, such nonlinear behaviour has memory effects and varies based on the different present and previous input signals [65]. In addition, as shown in Fig. 2.5 the LED V-I characteristic may change over time due to the change of temperature and the age of the device [60, 61].
2.4 Nonlinear Models

Nonlinearity modelling is essential for system identification and the mitigation of non-linear distortions in LED communications. The following part describes and compares some of the different nonlinear models being widely used.

2.4.1 Memoryless Polynomial

Nonlinear models can be classified into memoryless and memory cases. In terms of the memoryless model, in LED communications, only the amplitudes of the input signals are nonlinear functions of the transmitted instantaneous optical power. A memoryless polynomial can be used to model a LED nonlinearity without memory effects, it can be expressed by Taylor series as [60]

\[ y(n) = \sum_{k=1}^{K} a_k x(n)^k, \]

(2.17)

where \( x(n) \) is the electrical input signal and \( y(n) \) is the output of LED. \( K \) is the order of the polynomial and \( a_k \) represents the nonlinear coefficients. The memoryless polynomial model is popular due to its simplicity and the coefficients can be determined based on the measured input and output relationship. However, for high speed communications, LED memory effects could not be ignored and more advanced nonlinearity models are required.

2.4.2 Volterra Series

Volterra series is a general nonlinear model with memory effects [67], which has been used to model with a wide range of nonlinear problems [68]. Fig. 2.6 shows the block
diagram of the general Volterra model. In discrete time, it can be written as

\[ y(n) = \sum_{k=1}^{K} y_k(n), \]  

(2.18)

\[ y_k(n) = \sum_{m_1=0}^{M-1} \cdots \sum_{m_k=0}^{M-1} h_k(m_1, \ldots, m_k) \prod_{l=1}^{k} x(n - m_l), \]  

(2.19)

where \( x(n) \) is the input signal to the nonlinear system, and the output of the system is \( y(n) \). \( K \) is the order of the Volterra nonlinear system and \( y_k(n) \) is the \( k \)-dimensional convolution of the input with Volterra kernel \( h_k \) while \( M \) represents the length of the memory effects.

Volterra series can be used to properly model the LED nonlinearity including memory effects, however, it consists of a sum of multidimensional convolutions leading to high system complexity. A serious disadvantage is that a great number of parameters need to be estimated to model the system [103]. Finding the exact inverse of the system is difficult in general and it also requires the estimation of a large number of coefficients. To overcome the complexity limitation of the general Volterra model in practical systems, many other special simplified nonlinear models based on the Volterra series are developed, which makes the system implementation and parameter estimation easier. The various models are described in the following.

### 2.4.3 Winner Model

Winner model is a special case of the general Volterra series. It consists of a linear-time invariant (LTI) system that describes the LED memory effects and is followed by a memoryless nonlinearity. The block diagram of Winner model is shown in Fig. 2.7. It
can be written as

\[ y(n) = \sum_{k=1}^{K} a_k \left( \sum_{m=0}^{M-1} h(m)x(n - m) \right)^k, \quad (2.20) \]

where \( a_k \) is the coefficient of the memoryless nonlinearity and \( M \) represents the length of the memory. Winner model describes the nonlinearity with memory effects with much less complexity, however, one difficult is that the relationship between the output \( y(n) \) and the coefficients \( h(m) \) is nonlinear, which makes the extraction of \( h(m) \) harder than the linear case [57].

### 2.4.4 Hammerstein Model

Hammerstein model is just the opposite of Winner model, which contains a memoryless nonlinearity followed by a LTI system. The block diagram of Hammerstein model is
CHAPTER 2. LITERATURE REVIEW OF LED COMMUNICATIONS

The system can be expressed as

\[ y(n) = \sum_{m=1}^{M-1} h(m) \sum_{k=1}^{K} a_k x(n-m)^k. \]  

This is also a simple nonlinear model with memory effects which is appropriate for general systems. The advantage of Hammerstein model is that the relationship between the memoryless nonlinear coefficient \( a_k \) and the LTI parameter \( h(m) \) is linear, which makes the estimation easier.

### 2.4.5 Memory Polynomial

Another similar but simpler model than Volterra series proposed by Kim [72] and Ding [103] is the memory polynomials. It can be expressed as

\[ y(n) = \sum_{k=0}^{K-1} \sum_{m=0}^{M-1} a_{km} x(n-m)\left|x(n-m)\right|^k, \]  

where \( K \) is the order of the polynomial and \( M \) is the maximum memory depth. And \( a_{km} \) are two-dimensional coefficients that represents both the nonlinear and memory effects.

Memory polynomials is one of the very popular and common functions for nonlinear system and pre-distorter modelling in recent years [82]. It has been proven effective for pre-distortion and can offer a good compromise between generality and ease of pa-
2.5 Current Work on Nonlinearity System Modelling and Nonlinearity Mitigation

2.5.1 Straightforward Nonlinearity Mitigation Techniques

Once we have studied the impact of LED nonlinear distortions and different methods for nonlinear system modelling, it is essential to design some distortion mitigation techniques to overcome the nonlinear problem.

One simple solution is to use two-level modulation schemes such as OOK and PPM. Only two-level signals “0s” and “1s” are transmitted by turning the light on and off, which are immune to system nonlinearity. Another similar solution is to power back off the average transmitted signals [104]. In this way, most of the transmitted signals are kept well within the linear portion to avoid the nonlinear distortion. However, these above methods not only suffer power efficiency penalty but also have a very limited dynamic range for modulation resulting in low bandwidth utilization efficiency. The overall system performance is not improved.

Same as the power back off method, if optical-OFDM is used for modulation, some PAPR reduction techniques can be used to avoid the clipping of high level signals [105]. However, by using PAPR reduction technique, system complexity will be increased and bandwidth efficiency will be sacrificed. This method does not offer system improvement either.

All the above methods focus on how to avoid the nonlinear distortion rather than
linearizing the nonlinearity. With accurate nonlinear system modelling, nonlinearity mitigation technique is the most effective one to compensate the distortions and improve system performance. Among those, digital baseband pre-distortion and post-distortion are the most popular and effective nonlinearity mitigation techniques.

### 2.5.2 Digital Baseband Pre-distortion

Digital baseband pre-distortion is cost effective and suitable for linearizing nonlinearity in high speed wireless applications. By identifying the characteristics of the nonlinear system, a pre-distorter, which has the inverse characteristic of the nonlinearity, is put in front of the nonlinear system to compensate the distortion. As shown in Fig. 2.9, the input signal $x(n)$ is firstly passed through a pre-distorter, which generates pre-distorted signal $v(n)$. $v(n)$ is then modulated by a nonlinear LED and represented by the intensity of the light $y(n)$. The lower part of the figure shows the input and output relationship between $x(n)$, $v(n)$ and $v(n)$, $y(n)$. If the characteristic of the pre-distorter and LED are inverse, the input and output relationship of the system will be linear. For example, if

$$g(x(n)) \cdot f(v(n)) = G,$$

(2.23)
where $G$ is the gain of the system. The input and output relationship of the system will be linear and can be represented as

$$y(n) = Gx(n).$$  \hspace{1cm} (2.24)

As the characteristic of the LED may be changed due to temperature variation or ageing, sometimes adaptive pre-distortion techniques are required. As shown in Fig. 2.10, additional feedback path from the LED is needed, which increases computational complexity and power efficiency. However, this method can provide better performance as noise is not affected.

**Direct learning**

Pre-distortion technique can be divided into direct learning and indirect learning approaches. Direct learning requires the estimation of the nonlinear parameter in advance and the pre-distorter is calculated directly by finding the inverse of the nonlinearity. As shown in Fig. 2.11, it finds the pre-distorter adaptively by minimizing the difference between the LED input $x(n)$ and output $y(n)$ directly. This method can achieve
better performance as the coefficients of the pre-distorter is updated directly based on pre-distorter input and LED output. However, LED nonlinearity parameter must be estimated firstly and adaptive algorithm must be applied, which increase system complexity and computation cost.

**Indirect learning**

Indirect learning pre-distortion approach does not require the knowledge of the nonlinear model. As shown in Fig. 2.12, a virtual post-distorter of the nonlinear model is firstly derived, then copied and put in front of the LED as a pre-distorter. By minimizing the difference between the actual pre-distorter output $v(n)$ and the virtual post-distorter output $\hat{v}(n)$, the pre-distorter is updated and the post-distorter is removed when converges. The indirect learning approach is popular and cost efficient due to its less complexity as nonlinear model does not need to be identified. However, it needs a virtual post-distorter to model the inverse of the nonlinear model, a copy of the post-distorter in front of the nonlinear system affects performance. Also, the measurement of LED output $y(n)$ will be noisy [106].
2.5.3 Digital Baseband Post-distortion

Digital baseband post-distortion is a receiver side nonlinearity mitigation technique. As shown in Fig. 2.13, comparing to pre-distortion technique, adaptive post-distortion has the advantage of no demand for additional physical circuits between transmitter and receiver. Post-distortion is a straightforward, easy implementation, and more cost efficient nonlinearity mitigation technique, which is practical to achieve in real systems. However, as noise is added at the receiver side, noise affected nonlinear distorted signals are forwarded to post-distortion, which is another nonlinear process. The distribution of the noise will be changed from Gaussian distributed to coloured noise. In general, the
performance of post-distortion is worse than pre-distortion.
Chapter 3

Orthogonal Polynomial Based

Nonlinearity Modelling and Mitigation

for LED Communications

3.1 Introduction

LED is the major source of nonlinearity in LED communications, and the nonlinearity needs to be modelled effectively and thereby mitigated through pre-distortion or post-distortion to avoid degradation of communication performance. Thus, nonlinear system modelling and mitigation methods are essential for solving the distortions. In [107], LED nonlinearity is modelled using memoryless polynomials and then a pre-distorter which has the inverse characteristic of the polynomial model is designed to compensate for the nonlinearity. As LED nonlinearity may change over time due to temperature shift and component ageing, the mitigation techniques need to deal with the dynamic nonlinearity of LED. In [108], with a memoryless second order polynomial model, an
adaptive least mean square algorithm is designed for dynamic nonlinearity compensation. Because LEDs often exhibit nonlinearity with memory effects, especially for high speed transmission, memory-less polynomial are inadequate to model the LED nonlinearity. In [109], memory polynomial is used and a post-distorter is constructed based on the least square (LS) method. However, when finding the model coefficients matrix inversion is needed, which is prone to numerical instability problem [76, 110, 111]. This results in inaccurate system modelling and thereby severely degrades the performance of nonlinearity mitigation. Compared with single carrier modulation, the nonlinearity is a more serious issue for optical-OFDM due to the inherent high peak-to-average-power (PAPR) ratio of OFDM signals. Moreover, the nonlinearity also causes subcarrier interference [112]. It is shown in [35] that single carrier system (e.g., with $L$-ary PAM) delivers better performance than OFDM. It is worth highlighting that, single carrier system with frequency domain equalization has the same complexity with OFDM system in detection. Hence, in this Chapter, we focus on single carrier system with PAM rather than OFDM system.

In this Chapter, an alternative LED nonlinearity modelling technique based on orthogonal polynomials is investigated. As pulse amplitude modulation is often used for single-carrier LED communications, we design orthogonal polynomials for $L$-PAM LED signals. Although orthogonal polynomial based techniques have been investigated for power amplifier modelling and pre-distorter design, it can be only used for Gaussian distributed input signals and finding orthogonal basis for specific input distribution is difficult in general. In this work, it is the first time to apply orthogonal polynomial based technique to LED nonlinearity modelling where the input signals are real and non-negative. We developed a set of orthogonal polynomial basis for PAM LED signals for
effective system modelling. Thanks to the use of orthogonal polynomials, the columns of the basis matrix for our new model are quasi-orthogonal, so the problem of numerical instability in finding the model coefficients is avoided, leading to accurate LED nonlinearity modelling. Furthermore, a pre-distorter that has the inverse characteristic of the nonlinear model is employed to mitigate the LED nonlinearity. Simulations show that, compared to the conventional memory polynomial based technique, our proposed orthogonal polynomial based techniques can significantly reduce the nonlinear distortion and remarkable system performance improvement can be achieved.

The organization of this Chapter is as follows. In Section 3.2, the conventional memory polynomial technique is introduced. In Section 3.3, the orthogonal memory polynomial for LED nonlinearity modelling is proposed and the orthogonal polynomial basis is derived, and then, a polynomial linearization technique is presented in Section 3.4. Simulation results are provided in Section 3.5 to verify the effectiveness of our proposed method. The Chapter is concluded in Section 3.6.

### 3.2 Conventional Memory Polynomial Based LED Nonlinearity Modelling

Memory polynomial proposed by Kim[72] and Ding[103] is one of the most popular methods for nonlinear system modelling and pre-distortion[82]. The memory polynomial model can be expressed as

\[
z(n) = \sum_{k=1}^{K} \sum_{m=0}^{M} a_{k,m} x(n - m)|x(n - m)|^{k-1},
\]  

(3.1)
where \( x(n) \) is the input signal, \( K \) is the order of the polynomials, \( M \) is the memory length, and \( \{a_{km}\} \) are two dimensional coefficients that represent both the nonlinearity and memory effects. Noting that \( x(n) \geq 0 \) in LED communications, we have

\[
    z(n) = \sum_{k=1}^{K} \sum_{m=0}^{M} a_{k,m} x(n - m)^k
\]  
(3.2)

which can be rewritten as the following matrix form

\[
    z = \Phi a
\]  
(3.3)

where \( z = [z(M), z(M + 1), \ldots, z(N)]^T \), \( a = [a_{1,0}, \ldots, a_{K,0}, \ldots, a_{1,M}, \ldots, a_{K,M}]^T \), and \( \Phi = [\Phi^1_0, \ldots, \Phi^K_0, \ldots, \Phi^1_m, \ldots, \Phi^K_m, \ldots, \Phi^1_M, \ldots, \Phi^K_M]^T \) with \( \Phi^k_m = [x(M - m)^k, x(M + 1 - m)^k, \ldots, x(N - m)^k]^T \).

Fig. 3.1 illustrates the LED nonlinearity modelling. The electrical signal \( x(n) \) is input to LED for light intensity modulation. According to the memory polynomial model in (3.1), signal \( y(n) \) is linear with the polynomial coefficients to be determined. Hence, with a training sequence \( \{x(n)\} \), the coefficient \( \{a_{km}\} \) can be estimated by using the least-
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squares (LS) method with the following model

\[ y = \Phi a + n \]  \hspace{1cm} (3.4)

where \( y = [y(M), y(M + 1), \ldots, y(N)]^T \), and \( n \) represents nonlinearity modelling error and measurement noise. The LS estimate for the model coefficients is given by [110],

\[ a = (\Phi^H \Phi)^{-1} \Phi^H y. \]  \hspace{1cm} (3.5)

The coefficients may also be calculated and updated by using the recursive least squares (RLS) as in [109]. It has been shown that \( \Phi^H \Phi \) is often ill-conditioned, which causes numerical instability and noise enhancement with LS estimation in (3.4) [76, 110, 111]. The problem deteriorates with the increase of \( K \) and \( M \), and even for small values of \( K \) and \( M \), the error induced by the matrix inversion can still be significant, leading to severe performance degradation in LED nonlinearity modelling[110], which is also demonstrated in Section 3.5 of this Chapter.

3.3 Orthogonal Polynomial Based LED Nonlinearity Modelling

To circumvent the problem of numerical instability in the above conventional memory polynomial techniques, we propose to use orthogonal polynomials for LED nonlinearity modelling. Instead of using (3.4), we use

\[ y = \Psi b + n. \]  \hspace{1cm} (3.6)
In model (3.6), the new basis matrix $\Psi$ spans the same space as $\Phi$ in (3.3), and it is given by $\Psi = [\Psi_0^1, \ldots, \Psi_0^K, \ldots, \Psi_m^1, \ldots, \Psi_m^K, \ldots, \Psi_M^1, \ldots, \Psi_M^K]$ where $\Psi_m^k = [\Psi^k(x(M - m)), \Psi^k(x(M + 1 - m)), \ldots, \Psi^k(x(N - m))]^T$ and the polynomial $\Psi^k(x)$ is defined as

$$
\Psi^k(x) = d_k x^k + d_{k-1} x^{k-1} + \cdots + d_1 x
$$

(here we abuse the use of superscript "$k$" of $\Psi^k(x)$, where $k$ represents the order of the polynomial, rather than its power). The LS solution to (3.6) is given by

$$
b = (\Psi^H \Psi)^{-1} \Psi^H y. \quad (3.8)
$$

The above solution still involves a matrix inversion operation. To avoid the numerical instability problem, we require that any two columns of matrix $\Psi$ are quasi-orthogonal. This may be achieved by properly choosing the values of the polynomial coefficients $\{d_k, l\}$ so that

$$
E[\Psi^k(x)\Psi^l(x)] = 0, \quad k \neq l \quad (3.9)
$$

i.e., $\{\Psi(x)\}$ are orthogonal polynomials [110]. The values of the polynomial coefficients $\{d_k, l\}$ depend on the distribution of $x$. There are a few special orthogonal polynomials for some distributions, e.g., Hermite Polynomials for real valued Gaussian process with zero mean and unit variance [111]. PAM modulation is an alternative to O-OFDM for LED communications, which can be applied with orthogonal polynomials to achieve effective nonlinearity modelling. However, there are no existing orthogonal polynomials for non-negative and real-valued signal $x$ in LED communications. In the next, we investigate the orthogonal polynomials for $L$-PAM LED signals.
We take 4-PAM modulation with memory polynomial of order 3 and memory length 1 as example. For a length-$N$ training sequence, the matrix $\Psi$ will be

$$\Psi = \begin{bmatrix}
\Psi^1(x(1)) & \Psi^2(x(1)) & \Psi^3(x(1)) & \Psi^1(x(0)) & \Psi^2(x(0)) & \Psi^3(x(0)) \\
\vdots & \vdots & \vdots & \vdots & \vdots & \vdots \\
\Psi^1(x(N)) & \Psi^2(x(N)) & \Psi^3(x(N)) & \Psi^1(x(N-1)) & \Psi^2(x(N-1)) & \Psi^3(x(N-1)) \\
\Psi_0 & & & & & \\
\Psi_1 & & & & & 
\end{bmatrix} \quad (3.10)$$

We need to find the coefficients of the following polynomials

$$\Psi^1(x) = d_{1,1}x \quad (3.11)$$

$$\Psi^2(x) = d_{2,2}x^2 + d_{2,1}x \quad (3.12)$$

$$\Psi^3(x) = d_{3,3}x^3 + d_{3,2}x^2 + d_{3,1}x \quad (3.13)$$

where we have 6 unknown coefficients in total. Define $\alpha = \{\alpha_i, i = 1, 2, 3, 4\}$ as the alphabet of the 4-PAM modulation. It is reasonable to assume that the probabilities of $x(n) = \alpha_i$ for $i = 1, 2, 3, 4$ are the same. Hence to ensure that the first 3 columns of $\Psi$ (i.e., $\Psi_0$ in (3.10)) are quasi-orthogonal (the memory effects are not considered), we have the following 6 constraints

$$\sum_{i=1}^{4} \Psi^k(\alpha_i)\Psi^l(\alpha_i) = \begin{cases} 0 & \text{if } k \neq l \\ 1 & \text{if } k = l \end{cases} \quad (3.14)$$

where $k = 1, 2, 3$, and $l = 1, 2, 3$. The above 6 constraints lead to 6 second order equations with 6 unknowns, which can be solved by using the $fsolve$ function in Matlab. It is
noted that, as the PAM alphabet is known, the determination of the unknown orthogonal polynomial coefficients can be carried out offline and they only need to be calculated once.

Considering memory effects, we need to take into account the last 3 columns of \( \Psi \), i.e., \( \Psi_1 \) in (3.10). The use of the orthogonal polynomials guarantees that any two different column vectors in \( \Psi_0 \) or any two different column vectors in \( \Psi_1 \) are quasi-orthogonal. In addition, we still needs the quasi-orthogonality between any two column vectors, one from \( \Psi_0 \) and the other one from \( \Psi_1 \). However, our finding is that the first column in \( \Psi_0 \) (denoted by \( \Psi_1^0 \)) and the first column in \( \Psi_1 \) (denoted by \( \Psi_1^1 \)) can be highly correlated. This issue is unique to LED input signal which must be non-negative valued, so that all the elements in the first order vectors \( \Psi_1^0 \) and \( \Psi_1^1 \) have the same signs (please refer to equation (5.4)). The high correlation between \( \Psi_1^0 \) and \( \Psi_1^1 \) needs to be addressed, otherwise it will still cause ill condition of matrix \( \Psi^h \Psi \), thereby resulting in numerical instability and noise enhancement in the LS estimation in (3.8). To avoid the issue, we remove the first order vector \( \Psi_1^1 \) from \( \Psi \), leading to a new basis matrix \( \Psi' \). It is interesting that model (3.3) can still be represented by using the new basis matrix \( \Psi' \) as revealed by Proposition 1 and its extension. For simplicity, we only consider 4-PAM signalling and nonlinear model with polynomial order 4 and memory length 1 in the above. The discussions can be extended to any PAM signalling and nonlinear models with different polynomial orders and memory lengths.

**Proposition 1**: For non-negative \( L \)-PAM with \( L = K \), model (3.3) can be represented by using the orthogonal polynomial based basis matrix \( \Psi' \) which is constructed from \( \Psi \) by removing its first order columns for memory parts, i.e., there always exists \( b' \) so that
\[ \Psi' b' = \Phi a. \]

**Proof:** Without loss of generality, consider 4-PAM signalling, and assume that the nonlinear model has polynomial of order 4 and memory length 2. According to (3.2) (which is equivalent to (3.3)),

\[ y_c(n) = 4 \sum_{k=1}^{4} a_{k,0} x(n)^k + 4 \sum_{k=1}^{4} a_{k,1} x(n - 1)^k + 4 \sum_{k=1}^{4} a_{k,2} x(n - 2)^k. \]  

(3.15)

The orthogonal polynomial model with basis matrix \( \Psi' \) is given by

\[ y_o(n) = 4 \sum_{k=1}^{4} b_{k,0} \Psi^k(x(n)) + 4 \sum_{k=2}^{4} b_{k,1} \Psi^k(x(n - 1)) + 4 \sum_{k=2}^{4} b_{k,2} \Psi^k(x(n - 2)) \]  

(3.16)

where \( \{\Psi^k(x(n))\} \) are orthogonal polynomials, and the polynomial coefficients are determined as shown in Section 3. Next, we prove that, there exist \( \{b_{k,l}\} \) which make the two models (3.15) and (3.16) equivalent. The elements of the 4-PAM alphabet are denoted by \( \alpha_1, \alpha_2, \alpha_3 \) and \( \alpha_4 \). Define

\[ P_{c_0}(x) = 4 \sum_{k=1}^{4} a_{k,0} x^k, \quad A_{0,i} = P_{c_0}(\alpha_i) \]

\[ P_{c_1}(x) = 4 \sum_{k=1}^{4} a_{k,1} x^k, \quad A_{1,i} = P_{c_1}(\alpha_i) \]

\[ P_{c_2}(x) = 4 \sum_{k=1}^{4} a_{k,2} x^k, \quad A_{2,i} = P_{c_2}(\alpha_i) \]

\[ P_{o_0}(x) = 4 \sum_{k=1}^{4} b_{k,0} \Psi^k(x), \quad B_{0,i} = P_{o_0}(\alpha_i) \]
\[ P_{o_1}(x) = \sum_{k=2}^{4} b_{k,1} \Psi^k(x), \quad B_{1,i} = P_{o_1}(\alpha_i) \]

\[ P_{o_2}(x) = \sum_{k=2}^{4} b_{k,2} \Psi^k(x), \quad B_{2,i} = P_{o_2}(\alpha_i). \]

Then equations (3.15) and (3.16) can be rewritten as

\[ y_c(n) = A_{0,r} + A_{1,s} + A_{2,t}, \quad r, s, t = 1, 2, 3, 4, \quad (3.17) \]

\[ y_o(n) = B_{0,r} + B_{1,s} + B_{2,t}, \quad r, s, t = 1, 2, 3, 4. \quad (3.18) \]

As we are considering 4-PAM, each term in (3.17) or (3.18) has 4 values, so there are 64 combinations. It appears that we need 64 equations to make (3.17) and (3.18)
equivalent. In fact, these 64 equations can be reduced to the following 10 equations.

\[ A_{01} + A_{11} + A_{21} = B_{01} + B_{11} + B_{21} \]  \hspace{0.5cm} (3.19)

\[ A_{02} + A_{12} + A_{22} = B_{02} + B_{12} + B_{22} \]  \hspace{0.5cm} (3.20)

\[ A_{03} + A_{13} + A_{23} = B_{03} + B_{13} + B_{23} \]  \hspace{0.5cm} (3.21)

\[ A_{04} + A_{14} + A_{24} = B_{04} + B_{14} + B_{24} \]  \hspace{0.5cm} (3.22)

\[ A_{11} - A_{12} = B_{11} - B_{12} \]  \hspace{0.5cm} (3.23)

\[ A_{11} - A_{13} = B_{11} - B_{13} \]  \hspace{0.5cm} (3.24)

\[ A_{11} - A_{14} = B_{11} - B_{14} \]  \hspace{0.5cm} (3.25)

\[ A_{21} - A_{22} = B_{21} - B_{22} \]  \hspace{0.5cm} (3.26)

\[ A_{21} - A_{23} = B_{21} - B_{23} \]  \hspace{0.5cm} (3.27)

\[ A_{21} - A_{24} = B_{21} - B_{24} \]  \hspace{0.5cm} (3.28)

It can be verified that, (3.19) together with (3.23-3.28) guarantees that (3.17) and (3.18) are equal for 16 combinations i.e., \( r = 1, s \in (1, 2, 3, 4) \) and \( t \in (1, 2, 3, 4) \). Similarly, (3.20), (3.21) and (3.22) with (3.23-3.28) guarantee the other 48 combinations. Hence, the above 10 equations guarantee (3.17) and (3.18) are equal for all 64 combinations. As the number of unknowns \( \{b_{kl}\} \) is ten, their values can be determined. The above proof can also be extended to larger memory length and higher order polynomials.

**Extension to \( L > K \):** In the above proof, we assume that the size of the PAM alphabet \( L \) is equal to the order of the polynomial \( K \). In the case of high order PAM, \( L \)
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may be larger than $K$. In the following, we consider the case of $L > K$.

From (3.23-3.25), we can see that when $x = \alpha_1, \alpha_2, \alpha_3$ and $\alpha_4$, $P_{c_1}(x) - P_{o_1}(x) = C_1$ where $C_1$ is a constant. Similarly, we can also show that when $x = \alpha_1, \alpha_2, \alpha_3$ and $\alpha_4$, $P_{c_0}(x) - P_{o_0}(x) = C_0$ and $P_{c_2}(x) - P_{o_2}(x) = C_2$. Because (3.17) is equivalent to (3.18), $C_0 + C_1 + C_2 = 0$. When $L > K$, we can select $K$ elements $\alpha_1, \alpha_2, \alpha_3, ... \alpha_K$ from the $L$-PAM alphabet. Similar to the proof in Proposition 1, we have

$$P_{c_0}(x) - P_{o_0}(x) = C_0$$
$$P_{c_1}(x) - P_{o_1}(x) = C_1$$
$$P_{c_2}(x) - P_{o_2}(x) = C_2$$

and $C_0 + C_1 + C_2 = 0$ when $x = \alpha_1, \alpha_2, \alpha_3, ... \alpha_K$.

According to [113], we have

$$P_{c_0}(x) = \Delta_0 P_{c_0}(0) + \Delta_1 P_{c_0}(\alpha_1) + ... + \Delta_K P_{c_0}(\alpha_K) = \sum_{i=0}^{K} \Delta_i P_{c_0}(\alpha_i) \quad (3.29)$$

$$P_{o_0}(x) = \Delta_0 P_{o_0}(0) + \Delta_1 P_{o_0}(\alpha_1) + ... + \Delta_K P_{o_0}(\alpha_K) = \sum_{i=0}^{K} \Delta_i P_{o_0}(\alpha_i) \quad (3.30)$$

where

$$\Delta_i = \prod_{j=0, j \neq i}^{K} \frac{x - \alpha_j}{\alpha_i - \alpha_j}$$

with $\alpha_0 = 0$. Then, we define

$$h_0(x) = P_{c_0}(x) - P_{o_0}(x) = \sum_{i=0}^{K} \Delta_i (P_{c_0}(\alpha_i) - P_{o_0}(\alpha_i)) = \sum_{i=0}^{K} \Delta_i C_0. \quad (3.31)$$

For LED communications, the input voltage $x$ is approximately within the range of 2.4v-3.8v [114]. Next, we show that when $x \in [2.4, 3.8]$, $h_0(x)$ is still approximately a constant $C_0$. We can select the following $K$ elements from $[2.4, 3.8]$ as $\alpha_1 = 2.4$, $\alpha_2 = \alpha_1 + 1.4 \frac{1}{K-1}$,
\[ \alpha_3 = \alpha_1 + 1.4 \frac{2}{K-1}, \ldots, \alpha_K = 3.8. \] When \( K = 4 \), we have

\[ h_0(x) = (-0.0115x^4 + 0.1423x^3 - 0.6554x^2 + 1.3287x)C_0 = g_0(x)C_0. \] (3.32)

It is not hard to show that the maximum value and minimum value of \( g_0(x) \) with \( x \in [2.4, 3.8] \) are 1.0005 and 0.9997, respectively. Hence, \( h_0(x) \) is between 0.9997\( C_0 \) and 1.0005\( C_0 \), i.e., \( h_0(x) = P_{o_2}(x) - P_{o_0}(x) \approx C_0 \) when \( x \in [2.4, 3.8] \). When \( K = 5 \), we can find that \( h_0(x) \) is between 0.9999\( C_0 \) and 1.0001\( C_0 \). We can see that, with the increase of \( K \), \( h_0(x) \) approaches to \( C_0 \) more accurately. Similarly, we have \( P_{o_1}(x) - P_{o_0}(x) \approx C_1 \) and \( P_{o_2}(x) - P_{o_0}(x) \approx C_2 \) when \( x \in [2.4, 3.8] \). Therefore, \( \Psi' b' \approx \Phi a \) for any \( x \) within the LED input voltage range. So, \( \Psi' b' \approx \Phi a \) for L-PAM with \( L > K \).

The first order columns of \( \Psi \) in the memory part \( \Psi_M^i(m \neq 0) \) are removed, forming a new matrix \( \Psi' \), so that the columns of \( \Psi' \) can be quasi-orthogonal, by properly choosing the values of the polynomial coefficients \( \{d_{k,l}\} \). This leads to

\[ y = \Psi' b' + n. \] (3.33)

With the new basis matrix \( \Psi' \), the numeric instability problem can be avoided, which is crucial to achieve accurate LED nonlinearity modelling, as demonstrated in Section 5. Based on the orthogonal polynomial basis \( \Psi' \), we can get the LS solution to (3.33)

\[ b' = (\Psi'^H \Psi')^{-1} \Psi' y. \] (3.34)

Although the above solution still involves a matrix inverse operation, the numerical instability problem is avoided due to the quasi-orthogonality of \( \Psi' \) [76]. Then, the nonlinear
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LED model (3.10) can be obtained because $\Psi' b' \approx \Phi a$.

3.4 LED Nonlinearity Mitigation through Pre-distortion

As shown in Fig. 3.2, once the nonlinear model for LED is found, a straightforward method for nonlinearity mitigation is to use a pre-distorter (at the transmitter) which is an inverse function of the obtained nonlinear model [57]. With the use of the pre-distorter, the output of the LED,

$$y(n) = ax(n) + b$$  \hspace{1cm} (3.35)

where $a$ and $b$ are two constants which can be determined with the nonlinear model as shown in Fig. 3.3. The polynomial linearization technique is illustrated in Fig. 3.3 where the memory effects are not considered. For an input $x$, the output of the LED should be $y$. As the nonlinear model is known, we can find $x'$ as shown in Fig. 3.3. Actually, no inverse function is attained, the task of the pre-distorter is to shift $x$ to $x'$ according to the shifting rules defined in Fig. 3.3. When the memory effects are considered, we rewrite the nonlinear equation as

$$y(n) = \sum_{k=1}^{K} a_{k,0} x'(n)^{k} + \sum_{k=1}^{K} \sum_{m=1}^{M-1} a_{k,m} x'(n-m)^{k} + \sum_{m=1}^{M-1} a_{k,m} x'(n-m)^{k} = ax(n) + b.$$  \hspace{1cm} (3.36)

The first term represents the non-memory part while the second part represents the memory part. It is noted that, at time instant $n$, $\{x'(n-m), m = 1, \ldots, M-1\}$ are known, so the second term $p(n)$ in the above equation can be calculated and cancelled. Hence, we...
have
\[ y'(n) = ax(n) + b - p(n) = \sum_{k=0}^{K} a_k x'(n)^k. \]  \tag{3.37}

Then the memory case is reduced to the memoryless case and \( x'(n) \) can be found. \(^a\)

### 3.5 Simulation Results

In this section, we compare the performance of the conventional polynomial technique and the proposed orthogonal polynomial technique in terms of LED nonlinearity modelling error and symbol error rate (SER) of the LED communication. We assume that the memory length is 1. The LED nonlinear transfer function is given by Hammerstein

\(^a\)In order to avoid the case that \( x'(n) \) is smaller than the turn-on voltage, we need \( ax(n) + b - p(n) > 0 \), which can be satisfied by properly choosing the values of \( a \) and \( b \).
Table 3.1: Orthogonal polynomial basis for 4-PAM with K=4.

<table>
<thead>
<tr>
<th>$\Psi^1(x)$</th>
<th>$0.150142 \times x$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\Psi^2(x)$</td>
<td>$0.341963 \times x^2 - 1.150401 \times x$</td>
</tr>
<tr>
<td>$\Psi^3(x)$</td>
<td>$0.960947 \times x^3 - 6.417431 \times x^2 + 10.525301 \times x$</td>
</tr>
<tr>
<td>$\Psi^4(x)$</td>
<td>$3.565086 \times x^4 - 35.452668 \times x^2 + 116.356321 \times x^2 - 125.983919 \times x$</td>
</tr>
</tbody>
</table>

The parameters of the nonlinear model are estimated using training sequence with LS. To evaluate the modelling performance, we define the normalized mean square error
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Table 3.2: Orthogonal polynomial basis for 8-PAM with K=4.

<table>
<thead>
<tr>
<th>$\Psi^1(x)$</th>
<th>$0.109369 \times x$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\Psi^2(x)$</td>
<td>$0.246617 \times x^2 - 0.820892 \times x$</td>
</tr>
<tr>
<td>$\Psi^3(x)$</td>
<td>$0.613158 \times x^3 - 3.987077 \times x^2$ $+6.357259 \times x$</td>
</tr>
<tr>
<td>$\Psi^4(x)$</td>
<td>$1.627234 \times x^4 - 15.767919 \times x^3$ $+50.335199 \times x^2 - 52.900603 \times x$</td>
</tr>
<tr>
<td>$\Psi^5(x)$</td>
<td>$-5.606703 \times x^5 + 72.183027 \times x^4$ $-345.637522 \times x^3 + 729.347864 \times x^2$ $-572.135152 \times x$</td>
</tr>
</tbody>
</table>

(NMSE) as

$$nmse(dB) = 10 \log_{10} \left( \frac{\sum_{n=1}^{N} |y(n) - \hat{y}(n)|^2}{\sum_{n=1}^{N} |y(n)|^2} \right)$$

(3.39)

where $y(n)$ is LED output and $\hat{y}(n)$ is the output of our nonlinear modeller as shown in Fig. 3.4. The input $\{x(n)\}$ are randomly generated 4-PAM and 8-PAM signals. The channel is being considered as a line of sight channel and additive white Gaussian noise (AWGN) is added at the receiver side. The variance of the measurement noise in (3.4) and (3.6) is denoted by $\sigma^2_n$. We define the SNR in nonlinearity modelling as $SNR = E(z(n)^2)/\sigma^2_n$, where $z(n)$ is given in (3.2).

Table 3.3 shows the results of system modelling with 4-PAM. It can be seen that the conventional polynomial based technique does not work. It is also noted that the orthogonal polynomial based technique with basis $\Psi$ performs poorly because it still suffers from the ill-condition matrix inversion problem as discussed in Section 3. In contrast,
Table 3.3: Modelling error (NMSE in db) with 4-PAM where modelling SNR=30dB and K=4.

<table>
<thead>
<tr>
<th></th>
<th>conventional polynomial</th>
<th>orthogonal polynomial with Ψ</th>
<th>orthogonal polynomial with Ψ′</th>
</tr>
</thead>
<tbody>
<tr>
<td>Training length 100</td>
<td>121.9389</td>
<td>26.0605</td>
<td>-26.9156</td>
</tr>
<tr>
<td>Training length 300</td>
<td>121.3331</td>
<td>25.8536</td>
<td>-31.6447</td>
</tr>
<tr>
<td>Training length 500</td>
<td>120.3250</td>
<td>25.6039</td>
<td>-33.9727</td>
</tr>
</tbody>
</table>

Table 3.4: Modelling error (NMSE in db) with 8-PAM where modelling SNR=30dB and K=4.

<table>
<thead>
<tr>
<th></th>
<th>conventional polynomial</th>
<th>orthogonal polynomial (proposed)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Training length 100</td>
<td>-21.7128</td>
<td>-26.6246</td>
</tr>
<tr>
<td>Training length 300</td>
<td>-24.2907</td>
<td>-31.1429</td>
</tr>
<tr>
<td>Training length 500</td>
<td>-24.7386</td>
<td>-33.5791</td>
</tr>
</tbody>
</table>
Nonlinear Model

\[ x(n) \rightarrow \text{Nonlinear Model} \rightarrow y(n) \]

\[ \rightarrow \text{Parameter Estimation} \rightarrow \hat{y}(n) \]

**Figure 3.4:** Definition of NMSE.

**Table 3.5:** Modelling error (NMSE in db) with 8-PAM where modelling SNR=30dB and K=5.

<table>
<thead>
<tr>
<th></th>
<th>conventional polynomial</th>
<th>orthogonal polynomial (proposed)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Training length</td>
<td></td>
<td></td>
</tr>
<tr>
<td>100</td>
<td>73.7229</td>
<td>-25.1126</td>
</tr>
<tr>
<td>300</td>
<td>72.8256</td>
<td>-29.8513</td>
</tr>
<tr>
<td>500</td>
<td>72.9188</td>
<td>-32.0913</td>
</tr>
</tbody>
</table>

the proposed technique with basis \( \Psi \) works very well. In the subsequent simulations, orthogonal polynomial technique with basis \( \Psi \) will not be considered. Tables 3.4 and 3.5 show the results of system modelling with 8-PAM of order \( K = 4 \) and \( K = 5 \), respectively. It can be seen that our proposed method achieves much better performance than the conventional one. With longer training sequence, better performance can be obtained. We note that the conventional technique suffers from the numerical instability problem when the order \( K = 4 \) and even does not work when the order of the polynomial \( K = 5 \).

Figures 3.5 and 3.6 show the SER performance of the LED system with the pre-
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distorter designed in Section 3.4, where the polynomial coefficients are obtained using
the conventional and proposed techniques with training sequence of length 500. The
SNR for SER simulation is defined as $SNR = E(y(n)^2)/\sigma_w^2$, where $y(n)$ is shown in
Fig. 3.2 and $\sigma_w^2$ is the variance of the AWGN. The performance of the system without
nonlinear distortion is also shown in Figs. 3.5 and 3.6 for reference, which is the lower
bound of the SER performance. It can be seen from Fig. 3.5 (where $K = 4$) that both
techniques work, but the proposed one outperforms the conventional one, especially
when SNR is high. We can still see a small gap between the proposed technique and
the lower bound, which is due to the residual nonlinear distortion. In Fig. 3.6 (where
$K = 5$), the conventional technique does not work due to severe ill-condition of the
matrix inversion. However, the proposed one still works well and the performance is
very close to the lower bound. The reason is that significant errors are induced due
to the problem of numerical instability of matrix inversion. In contrast, our approach
works very well thanks to the use of orthogonal polynomials. Accurate nonlinearity
modelling leads to high overall system SER performance. Figures 3.7 and 3.8 show the
performance of different techniques in terms of error vector magnitude (EVM) [109].
Figures 3.7 and 3.8 have the same simulation settings as Figs. 3.5 and 3.6, respectively.
The results again demonstrate the advantage of our proposed orthogonal polynomial
technique.

3.6 Conclusion

In this Chapter, we have investigated LED nonlinearity modelling and mitigation tech-
nique for LED communications with PAM signalling. An orthogonal polynomial based
technique has been proposed for real-valued non-negative LED signals to achieve accurate LED nonlinearity modelling by avoiding the numerical instability of the conventional techniques. Furthermore, a pre-distorter is employed to mitigate the LED nonlinearity with memory effects. It is shown that the proposed technique significantly outperforms the conventional technique in terms of LED nonlinearity modelling error and system SER performance.
Figure 3.6: SER performance comparison with 8-PAM and $K=5$.

Figure 3.7: EVM performance comparison with 8-PAM and $K=4$. 
Figure 3.8: EVM performance comparison with 8-PAM and K=5.
Chapter 4

Frequency Domain Equalization and Post-distortion for LED Communications with Orthogonal Polynomial Based Joint LED Nonlinearity and Channel Estimation

4.1 Introduction

The nonlinearity of LED is a challenge in LED communications, and it needs to be effectively modelled and then mitigated to avoid system degradation due to nonlinear distortion. Additionally, in indoor optical wireless communication environment, optical detectors may receive signals propagated from emitters through multiple paths due to reflections of room surfaces or other objects [116]. The multipath propagation includes
two types: line of sight (LOS) propagation which depends on the distance and orientation between emitter and receiver, and non-LOS which is also known as diffuse link due to reflections off the room surroundings. Such multipath dispersion can lead to inter-symbol interference (ISI) at high data rates [117].

Therefore, LED Nonlinearity and channel modelling and mitigation are vital for LED communications to avoid system performance degradation. In Chapter 3, we proposed an orthogonal polynomial-based LED nonlinearity modelling technique [118]. We built a set of orthogonal polynomial basis for PAM modulated LED signals to accomplish effective LED nonlinearity modelling. Due to the use of orthogonal polynomials, the basis matrix for our new model are quasi-orthogonal (leading to low complexity inversion of the corresponding correlation matrix), so the problem of numerical instability in doing the matrix inverse operation is solved, resulting in accurate LED nonlinearity modelling and significantly better performance. In the above works, only LOS channels are considered; whilst the ISI effect in optical wireless communications is ignored. In [119], OFDM is used for the mitigation of ISI. However, as OFDM signals has inherent high peak-to-average-power (PAPR) ratio [120], the LED nonlinearity is a more serious issue. In [121], single carrier modulation with frequency domain equalization (FDE) is used to combat ISI in LED communications. However, the nonlinear distortion in LEDs is not considered.

In this Chapter, we will first extend our previous work on orthogonal polynomial based LED modelling [118] and demonstrate another advantage of this approach, i.e., it allows the simultaneous estimation of the LED nonlinearity and ISI channel coefficients. According to [122] and [123], the bandwidth limitation of LED induced fading will also affect the system performance. In this work, we consider both the LED nonlinearity
and LED memory effect. We develop a joint estimation approach for LED nonlinearity and composite ISI channel. The orthogonal polynomial based joint estimation technique circumvents the numerical instability problem over the traditional one and it has low complexity thanks to the orthogonal property of the basis matrix. It is shown in [35] that single carrier LED communication systems can deliver better performance than OFDM LED systems, but conventional single carrier systems require higher computational complexity compared to OFDM ones. It is worth emphasizing that, single carrier system with FDE has similar complexity as OFDM one. Hence, in this work, the ISI effect due to the LED and channel memory is eliminated through frequency domain equalization. Moreover, a post-distorter is employed to mitigate memoryless LED nonlinearity. To the best of our knowledge, for the first time, both LED nonlinearity with memory effect and ISI optical channel are jointly estimated and mitigated. Our work shows that the proposed technique can effectively mitigate the nonlinearity and ISI distortion and significant system performance improvement can be achieved.

The organization of this Chapter is as follows. In Section 4.2, optical wireless channel model is given, and the receiver design for joint LED nonlinearity and ISI channel estimation and mitigation is detailed. Simulation results are provided in Section 4.3 to verify the effectiveness of our proposed technique. The Chapter is concluded in Section 4.4.
4.2 Equalization and Post-distortion with Orthogonal Polynomial Based Joint Nonlinearity and Channel Estimation

4.2.1 ISI Channel Model for Indoor LED Communications

In indoor LED communications, optical detectors may receive signals propagated from emitters through multiple paths due to reflections off the room surfaces or any other objects. The optical wireless channel transfer function is given by

\[ h(t) = h_{\text{los}}(t) + h_{\text{alos}}(t), \]  

(4.1)

where \( h_{\text{los}}(t) \) is the contribution due to LOS, which is independent of the modulation frequency but depends on the distance and orientation between emitter and receiver, and \( h_{\text{alos}}(t) \) represents non-LOS propagation, which is known as diffuse link due to reflections off the room surroundings. As shown in Fig. 4.1, where we consider a receiver located at a distance of \( d \) and angle \( \Phi \) with respect to emitter, the impulse response of LOS link...
can be expressed as [125–127]

\[ h_{\text{los}}(t) = \frac{A_r}{d^2} R_0(\Phi) T_s(\Psi) g(\Psi) \cos(\Psi) \delta(t - d/c), \]  \hspace{1cm} (4.2)

where \( A_r \) is the active area of the photo-diode, \( T_s(\Psi) \) is the optical band-pass filter, \( g(\Psi) \) is the gain of non-imaging concentrator, \( c \) is the speed of the light in free space, \( \delta \) is the Dirac function, and \( R_0(\Phi) \) denotes the Lambertian radiant intensity, which is given by

\[ R_0(\Phi) = \begin{cases} \frac{m_1 + 1}{2\pi} \cos^{m_1}(\Phi) & \text{for } \Phi \in [-\pi/2, \pi/2] \\ 0 & \text{for } \Phi \geq \pi/2 \end{cases}, \]  \hspace{1cm} (4.3)

where \( m_1 \) is the Lambert’s mode number expressing directivity of the source beam, \( \Phi \) is the angle of maximum radiated power. The order of Lambertian emission \( m_1 \) is related to the LED semi-angle at half-power \( \Phi_{1/2} \) by

\[ m_1 = \frac{-\ln 2}{\ln(\cos(\Phi_{1/2}))}. \]  \hspace{1cm} (4.4)

For the non-LOS model, the surfaces of the room are divided by \( R \) reflecting elements with area of \( \Delta A \). As shown in Fig. 4.2, given a particular single source \( S \) and
receiver, the channel response after one reflection can be approximated as [125–127]

\[
h_{\text{los}}(t) = \sum_{j=1}^{R} \frac{\rho_j A_r \Delta A}{d_{sj}^2 d_{Rj}^2} R_0(\Phi_{sj}) \cos(\Psi_{sj}) \cos(\Psi_{Rj}) \delta(t - \frac{d_{sj} + d_{Rj}}{c}),
\]

(4.5)

where \(\rho_j\) is the reflection coefficient of \(j\).

Considering a room of 5\(\times\)5\(\times\)3 m\(^3\) with a single light source on the centre of the ceiling at height 2.15 m, reflection coefficient \(\rho = 0.8\), LED semi-angle 70\(^\circ\) with power 20w and field of view (FOV) of the photo detector 60\(^\circ\), the distribution of received power for LOS and NLOS channel are shown in Fig. 4.3 and 4.4, respectively.
4.2.2 Receiver Design

Joint LED Nonlinearity and ISI Channel Estimation

In this work, we employ the Hammerstein model for the nonlinearity and memory effect of the LED, it can be represented as [128]

\[ z(n) = \sum_{m=1}^{M} b_m g(x(n-m)), \]  
\[ g(x) = \sum_{k=1}^{K} a_k x^k. \]

where \( g(\cdot) \) is a memoryless polynomial and

After transmitting through the optical wireless channel, the received signal can be represented as

\[ y = z * h + n, \]
where symbol \( \ast \) denotes linear convolution, \( \mathbf{z} = [z(M), z(M+1), \ldots z(N)]^T \) is the transmitted signal vector, \( \mathbf{h} = [h_0, h_1, \ldots, h_{L-1}]^T \) is a length \( L \) vector representing the unknown optical channel taps, which can be obtained by sampling \( g_{tx}(t) \ast h(t) \ast g_{rx}(t) \) with \( g_{tx}(t) \) and \( g_{rx}(t) \) being the transmit and receive filters, \( \mathbf{y} = [y(M), y(M+1), \ldots y(N+L-1)]^T \) is the received signal vector, and \( \mathbf{n} = [n(M), n(M+1), \ldots n(N+L-1)]^T \) denotes the additive white Gaussian noise (AWGN) with variance \( N_0 \).

It can be seen that the optical channel \( \mathbf{h} \) can be absorbed into the Hammerstein model, so that \( \mathbf{z} \ast \mathbf{h} \) in (4.8) can be written as

\[
\mathbf{z}'(n) = \sum_{k=1}^{K} \sum_{i=0}^{L+M-1} a_k c_i x(n - i)^k, \tag{4.9}
\]

where \( c_i \) is the \( i \)th element of the length-(\( L + M - 1 \)) vector \( \mathbf{c} = \mathbf{h} \ast \mathbf{b} \) and \( \mathbf{c} \) is called the composite ISI channel vector. It is clear that (4.9) is a special case of the memory polynomial model with \( \{a_k\} \) representing the memoryless nonlinearity coefficients and \( \{c_i\} \) representing the composite ISI channel coefficients, respectively. However, due to the removal of the first order columns of the memory parts in \( \Psi \) (please refer to Chapter 3), we cannot obtain \( \{a_k\} \) and \( \{c_i\} \) directly by using our orthogonal polynomial technique. In the following, we show how to estimate the LED nonlinearity and composite ISI channel simultaneously. The technique was developed based on our work on orthogonal polynomial modelling method in Chapter 3. But it cannot be employed straightforwardly and some tricks are explained in detail.

According to (3.33), the orthogonal polynomial model with basis matrix \( \Psi' \) can be
expressed as

\[ y_o(n) = \sum_{k=1}^{K} b_{k,0} \Psi^k(x(n)) + \sum_{k=2}^{L+M-1} \sum_{i=1}^{b_{k,i}} \Psi^k(x(n-i)). \tag{4.10} \]

With training signals at the receiver side, we can get LS estimates of \( \{b_{k,i}\} \), which are two dimensional parameters that represent both the nonlinearity and composite ISI channel. A difficult is that the composite channel coefficients and the nonlinearity coefficients are tangled together in the form of multiplication. Next, we show how to separate \( \{c_i\} \) with \( \{a_k\} \) from \( \{b_{k,i}\} \). In Chapter 3 Section 3.3, we have proved that (4.10) and (4.9) have the following relationship

\[ \sum_{k=1}^{K} a_k c_0 x(n)^k - \sum_{k=1}^{K} b_{k,0} \Psi^k(x(n)) \approx A_0, \tag{4.11} \]

\[ \sum_{k=1}^{K} a_k c_i x(n-i)^k - \sum_{k=2}^{K} b_{k,i} \Psi^k(x(n-i)) \approx A_i, \ i \neq 0, \tag{4.12} \]

where \( \{A_0, \ldots, A_i\} \) are all constants and \( A_0 + \cdots + A_i \approx 0. \)

In the following, we first calculate \( c_i \) and \( A_0 \) according to the above relationships based on \( \{b_{k,i}\} \). Define

\[ D^k = \{x_l^k - x_m^k, 1 \leq m < l \leq L\}, \tag{4.13} \]

where \( L \) is the size of the PAM alphabet and the size of set \( D^k \) is \( L \times (L-1)/2 \). We use \( D^k_j \) to denote the \( j \)th element in \( D^k \) and define

\[ \Delta_D = \sum_{j=1}^{L(L-1)/2} \sum_{k=1}^{K} a_k D^k_j. \tag{4.14} \]
Similarly, define

\[ E^k = \{ \Psi^k(x_l) - \Psi^k(x_m), 1 \leq m < l \leq L \}, \quad (4.15) \]

where the size of set \( E^k \) is \( L \times (L - 1)/2 \). We use \( E^k_j \) to denote the \( j \)th element in \( E^k \) and define

\[ \Delta_{E_0} = \sum_{j=1}^{L(L-1)/2} \sum_{k=1}^K b_{k,0} E^k_j, \quad (4.16) \]

and

\[ \Delta_{E_i} = \sum_{j=1}^{L(L-1)/2} \sum_{k=2}^K b_{k,i} E^k_j. \quad (4.17) \]

It can be seen that \( \Delta_D, \Delta_{E_0} \) and \( \Delta_{E_i} \) depend on the PAM alphabet and they are constants when the alphabet is fixed.

Substituting different values of \( x(n) \) into (4.11), we have the following for \( x_l \) and \( x_m \in \chi \ (x_l \neq x_m) \),

\[ \sum_{k=1}^K a_k c_0 x_l^k - \sum_{k=1}^K a_k c_0 x_m^k \approx \sum_{k=1}^K b_{k,0} \Psi^k(x_l) - \sum_{k=1}^K b_{k,0} \Psi^k(x_m). \quad (4.18) \]

So we can have \( L \times (L - 1)/2 \) equations for different combinations of \( x_l \) and \( x_m \). Then, summing each side of these equations, leads to

\[ c_0 \Delta_D = \Delta_{E_0}. \quad (4.19) \]

Similarly, based on (4.12), we have

\[ c_i \Delta_D = \Delta_{E_i}. \quad (4.20) \]

From (4.19) and (4.20), we have the proportional relationship of the composite ISI chan-
nel coefficients

\[
\frac{c_0}{c_i} = \frac{\Delta E_0}{\Delta E_i}, \forall i.
\] (4.21)

Also, adding equation (4.11) and (4.12), leads to

\[
\frac{c_0}{c_i} = \frac{E_0 + LA_0}{E_i + LA_i}, \forall i,
\] (4.22)

where \(E_0 = \sum_{k=1}^{K} \sum_{l=1}^{L} b_{k,l}\Psi^k(x_l)\) and \(E_i = \sum_{k=2}^{K} \sum_{l=1}^{L} b_{k,l}\Psi^k(x_l)\), which are all known. From (4.21) and (4.22), we have

\[
\frac{\Delta E_0}{\Delta E_i} = \frac{E_0 + LA_0}{E_i + LA_i}, i = 1, 2, \ldots, I.
\] (4.23)

With \(A_0 + \cdots + A_i \approx 0\), \(A_0\) can be determined. In addition, we also know \(c_0/c_i\) based on (4.21), which will be used by frequency domain equalization at the receiver side. According to (4.11) the memoryless nonlinear function can be represented as

\[
g(x(n)) \approx \sum_{k=1}^{K} a_k x(n)^k \approx \frac{\sum_{k=1}^{K} b_{k,0}\Psi^k(x(n)) + A_0}{c_0}.
\] (4.24)

Although, we do not know the values of \(\{a_k\}\) for the memoryless polynomial \(g(x(n))\), we can use the polynomial at the right hand side of (4.24) as a replacement for \(g(x(n))\). Note that, the value of \(c_0\) is unknown. But it can be absorbed into the polynomial coefficients \(\{a_k\}\), so we can simply let \(c_0 = 1\). In the final, we obtained a scaled version of the composite ISI channel with the scale factor \(\beta_1\) and a scaled version of polynomial coefficients with scale factor \(\beta_2 = 1/\beta_1\). So, this does not influence their multiplication.

It is noted that such scaling operation does not affect the implementation of the receiver.
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Nonlinearity and ISI channel estimator

\[ y \sim g^*c + n, \quad (4.25) \]

where \( g = [g(x(M)), g(x(M + 1)), \ldots, g(x(N))]^T \) given by (4.7). According to (4.9), the system can be regarded as a concatenation of memoryless nonlinear LED and an ISI channel. Hence, besides the nonlinearity and ISI channel estimator, we employ an frequency domain equalizer to combat ISI, followed by a post-distorter to tackle the nonlinear distortion. The structure of the receiver is shown in Fig. 4.5. In particular, we propose to use frequency domain equalization due to its low complexity. Assuming that cyclic prefixing is used in the single carrier system, which converts the linear convolution to cyclic convolution, we construct an \((N-M+1) \times (N-M+1)\) circulant composite channel matrix \( C \) with its first column given by \( \tilde{c} = [c, 0]^T \), where the length of vector \( \mathbf{0} \) is \((N-2M-L+2)\).

The linear convolution model in (4.9) can be rewritten in a matrix form as

\[ y = Cg + n. \quad (4.26) \]

Since the circulant matrix \( C \) can be diagonalized by the DFT matrix, i.e., \( FCF^H = D \),

**Figure 4.5:** Block diagram of receiver structure.

**Frequency Domain Equalization and Post Distortion**

With the definition of the composite channel vector \( c \) and the Hammerstein model for LED, we can rewrite (4.8) as
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where $F$ is the normalized DFT matrix (the $(m,n)$th element is given by $N^{-1/2}e^{-jn2\pi mn/N}$, where $j = \sqrt{-1}$), and the diagonal matrix

$$
D = \text{Diag}\{d_M, d_{M+1}, \ldots, d_N\},
$$

whose diagonal elements $[d_M, d_{M+1}, \ldots, d_N]^T = \sqrt{N-M+1}F\tilde{c}$. Model (4.26) can be rewritten as

$$
Fy = FCF^H Fg + Fn. \tag{4.27}
$$

Then we have

$$
Fy = DFg + Fn. \tag{4.28}
$$

With received signal vector $y$ and combined channel and memory coefficients $c$ estimated from the previous part, the LS estimate of the memoryless nonlinear signal $g(x(n))$ can be expressed as

$$
\hat{g} = F^H D^{-1} F y. \tag{4.29}
$$

The output of the frequency domain equalizer is the input to the post-distorter for non-linearity mitigation, where the post-distorter is an inverse function of the estimated non-linear model.

4.3 Simulation Results

In this section, we examine the system performance with the proposed technique in terms of symbol error rate (SER). Also, we compare the mean square error (MSE) of the estimated composite channel and the MSE of the nonlinearity modelling. To account for
the limited LED bandwidth, the LED memory length is 4. The LED nonlinear transfer
function is given by the Hammerstein model [128]
\[
z(n) = \sum_{k=1}^{K} a_k x(n)^k + \sum_{m=1}^{4} \lambda_m \left( \sum_{k=1}^{K} a_k x(n-m)^k \right),
\]
where to ensure LED acts as a low-pass filter [123], the coefficients \( \lambda_1 = 0.3, \lambda_2 = 0.25, \lambda_3 = 0.2 \) and \( \lambda_4 = 0.1 \), and the polynomial coefficients \( \{a_k\} \) are obtained based on a LED data sheet [114]. We choose \( K = 4 \) and the coefficients are \( a_1 = 34.11, a_2 = -29.99, a_3 = 6.999, a_4 = -0.1468 \). We consider a room of 5×5×5 m\(^3\) with a single light source on the centre of the ceiling. Details of the key simulation parameters for the optical wireless channel are summarized in Table 4.1. Based on the channel model in Section 4.2.1, where both LOS component and the first order reflection as the NLOS component of the channel are considered, we can determine the value of the optical wireless channel taps, where we take 5 dominant channel taps and ignore the small ones. It should be noted that higher-order reflection will render a larger channel memory length. But the length of channel memory does not affect the implementation of the proposed scheme. Theoretically, the proposed scheme can deal with any channel memory length. The contribution of this work does not lie on the channel modelling, which has been well investigated. For simplicity, here we only consider first reflection for the NLOS component. The length of training sequence is 100, and 8-PAM with Gray mapping is used.

The LED nonlinearity and the composite optical channel are jointly estimated by the proposed method in Section 4.2.2. Fig.4.6 shows the SER performance of the LED system with various receivers, where the performance of the receiver with perfect knowl-
Table 4.1: Simulation parameters for optical wireless channel.

<table>
<thead>
<tr>
<th>Parameters</th>
<th>value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Room size</td>
<td>$5 \times 5 \times 5 \text{ m}^3$</td>
</tr>
<tr>
<td>Reflection coefficient</td>
<td>$\rho = 0.8$</td>
</tr>
<tr>
<td>Power</td>
<td>$1 \text{ w}$</td>
</tr>
<tr>
<td>Lambert’s order</td>
<td>$1$</td>
</tr>
<tr>
<td>LED location ($x, y, z$)</td>
<td>$(2.5, 2.5, 2.15)$</td>
</tr>
<tr>
<td>Receiver location ($x, y, z$)</td>
<td>$(2.5, 2.5, 0)$</td>
</tr>
<tr>
<td>Semi-angle at half power</td>
<td>$70^\circ$</td>
</tr>
<tr>
<td>FOV of a receiver</td>
<td>$60^\circ$</td>
</tr>
<tr>
<td>Active area</td>
<td>$1 \text{ cm}^2$</td>
</tr>
</tbody>
</table>

edge of composite channel coefficients and LED nonlinearity is also shown for reference.

In Fig.4.6, the curve with legend “Ignore LED nonlinearity” denotes the performance of the conventional LS-based linear equalizer where both the LED nonlinearity and memory effect are ignored. It can be seen from the figure that, due to the severe impact of LED nonlinearity and memory effect, the receiver simply does not work. We also show the performance of the recursive LS based post-distortion technique [109] in Fig.4.6, where it is denoted by “conventional RLS post-distortion”. It is found that due to the ill-condition of the correlation matrix, the technique does not work either. In contrast, our proposed technique works very well and its performance is very close to that of the receiver with known LED nonlinearity and composite channel coefficients. In this work, we deal with LED nonlinearity and ISI due to LED memory effect and optical channel jointly. To the best of our knowledge, for the first time, both ISI optical channel and LED nonlinearity with memory effects are jointly estimated and mitigated. The existing works in the literature considered either LED nonlinearity or ISI channel. Accurate joint estimation of LED nonlinearity and composite ISI channel due to the use of orthogonal
polynomials as well as FDE and post-distortion lead to good SER performance. Additionally, we include the mean square error (MSE) of the estimated composite channel as well as the MSE of the nonlinear modelling error as shown in Fig. 4.7 and Fig. 4.8, respectively. The simulation settings are the same as those in Fig.4.6, the results again demonstrate the effectiveness of our proposed technique. In terms of system complexity, the orthogonal polynomial based joint estimation technique circumvents the numerical instability problem in the traditional one and it has low complexity thanks to the quasi-orthogonal property of the basis matrix. Also, the ISI effect is combated through FDE. However, the RLS-based technique has high computational complexity and low convergence rate and sometimes even does not work.

**Figure 4.6:** SER performance comparison of receivers with 8-PAM and $K=4$. 
4.4 Conclusion

In this Chapter, we have investigated joint estimation of LED nonlinearity and optical wireless channel based on the orthogonal polynomial technique. The receiver has been designed, where frequency domain equalization is used to combat ISI, followed by a post-distorter to tackle the LED nonlinearity. The effectiveness of the proposed technique has been verified by simulation results.
Figure 4.8: MSE of nonlinearity modelling.
Chapter 5

Iterative Nonlinearity Mitigation and Decoding for LED Communications

5.1 Introduction

LED nonlinear distortion may lead to severe performance degradation, various nonlinearity mitigation techniques have been investigated in Chapter 2, which can be categorized into pre-distortion techniques at transmitter side and post-distortion techniques at receiver side. The LED nonlinearity can be modelled as polynomials, and the inverse function of the LED nonlinearity is found directly or indirectly, which is then used by the pre- or post-distorters to compensate the LED nonlinearity [87]. However, as shown in [85], inversion of a nonlinear system cannot be easily achieved and is sometimes only possible for a limited range of input. Also, a nonlinear system of finite order of polynomial cannot be completely compensated by another finite order polynomial [129]. Errors are inevitably generated when deriving the inverse of the nonlinear model. For example,
consider a 3rd order memory-less polynomial

\[ y = f(x) = a_1 x + a_2 x^2 + a_3 x^3 \]  

(5.1)

Assume the coefficients \{a_1, a_2, a_3\} are known, and we want to compensate it by another 3rd order polynomial, which has the inverse characteristic of the above polynomial

\[ z = h(y) = b_1 y + b_2 y^2 + b_3 y^3 \]  

(5.2)

The output of the above two cascade polynomials is

\[ z = b_1(a_1 x + a_2 x^2 + a_3 x^3) + b_2(a_1 x + a_2 x^2 + a_3 x^3)^2 + b_3(a_1 x + a_2 x^2 + a_3 x^3)^3 \]

(5.3)

As we only have 3 control variables, we can only mitigate up to 3rd order nonlinear distortions with the following requirements

\[ b_1 a_1 = G \]  

(5.4)

\[ b_1 a_2 + b_2 a_1^2 = 0 \]  

(5.5)

\[ (b_1 a_3 + b_3 a_1^3 + 2b_2 a_1 a_2) = 0 \]  

(5.6)
where \( G \) is the linear gain. We can see that a \( p \)th order polynomial can only mitigate up to \( p \)th order nonlinear distortions. The residual nonlinear distortions with order higher than \( p \) are inevitably generated. Pre-distortion ahead of the nonlinear device is an effective method for compensating the nonlinear distortions. However, pre-distortion techniques are not cost-efficient as it needs feedback path from the receiver to transmitter. Additional physical modules and circuits are needed, which increases the system complexity and power efficiency. As post-distortion is implemented at receiver side, it is more convenient to use and adaptive distortion can be easily realised to handle the time-varying nonlinearity of LEDs. Hence, in this Chapter we focus on post-distortion. In [109], the author proposed an adaptive post-distortion technique. It has the advantage in terms of system complexity over pre-distortion methods. However, another problem of conventional post-distortion technique is that noise is added at the receiver side. The inverse nonlinear operation to the received signal will cause colour noises, which affects the overall system performance.

In this Chapter, we consider iterative nonlinearity mitigation and decoding in a coded LED communication system and design an iterative receiver, which consists of a soft-in-soft-out (SISO) post-distorter and a SISO decoder. The SISO post-distorter and the decoder work in an iterative manner by exchanging the log-likelihood ratios (LLRs) of coded bits. Specifically, the SISO post-distorter computes the extrinsic LLRs of coded bits based on the feedback from the SISO decoder, the observations at the receiver side and the nonlinearity of the LED. The polynomial inversion is not needed in the proposed technique (which is different from the conventional techniques), therefore avoiding the errors due to the use of finite-order inverse polynomials and the generation of colour noises. To the best of our knowledge, iterative nonlinearity mitigation technique has
not been investigated before. It is demonstrated that a remarkable performance gain can be achieved by the interaction between the SISO post-distorter and the SISO decoder through the iterative process. In addition, the iterative receiver converges very fast, as shown by the examples in the simulation results.

The organization of this Chapter is as follows. In Section 5.2, the signal model is introduced, and then the receiver design for iterative LED nonlinearity mitigation and decoding is investigated in detail. Simulation results are provided in Section 5.3 to verify the effectiveness of our proposed method. The Chapter is concluded in Section 5.4.

**5.2 Iterative SISO Detector**

**5.2.1 Signal Model**

We assume a single-carrier coded LED communication system with PAM modulation. As shown in the upper part of Fig. 5.1, at the transmitter side, information bits are firstly encoded into a code sequence and passed through an interleaver. The interleaved code sequence $c$ is then divided into length-$L$ sub-sequences $[c_{n,1}, c_{n,2}, \ldots, c_{n,L}]$ and each sub-
sequence is mapped to a $2^L$-ary PAM symbol $x(n) \in \beta = \{\alpha_i, i = 1, 2, \ldots, 2^L\}$ with a mapping rule (e.g., Gray mapping). Symbols $\{x_n\}$ are then used to modulate the LED light intensity for transmission. Due to the nonlinearity of the LED, the transmitted signal can be represented as [60]

$$z_n = \sum_{k=1}^{K} \sum_{m=0}^{M} a_{k,m} x_{n-m}^k,$$  \hspace{1cm} (5.7)$$

where the nonlinearity of the LED is modelled as a $Kth$ order memory polynomial with coefficients $\{a_{k,m}\}$ and $M$ is the memory length. It should be noted that the inter-symbol interference (ISI) channel due to multipath propagation can be absorbed into the memory polynomial model in (5.7). The signal is picked up by the photo diode (PD) and converted to an electrical one, which can be represented as

$$y_n = \rho z_n + w_n,$$  \hspace{1cm} (5.8)$$

where $\rho$ is the PD responsivity that is set to unity for simplicity, and $w_n$ denotes the additive white Gaussian noise (AWGN) with power $\sigma^2$.

The focus of this work is the receiver design and an iterative LED nonlinearity mitigation and decoding technique is proposed. We assume that the memory polynomial coefficients are known, and they can be estimated with the techniques e.g., our proposed orthogonal polynomial technique in Chapter 3 [118], and [57], etc.
5.2.2 Receiver Design for Iterative LED Nonlinearity Mitigation and Decoding

The iterative receiver is shown in the lower part of Fig. 5.1. It contains a SISO post-distorter and a SISO decoder, which work in an iterative manner by exchanging the extrinsic LLRs of coded bits.

Specifically, the SISO post-distorter computes the extrinsic LLRs for each coded bit with the output extrinsic LLRs from the decoder as the *a priori* information, and with the extrinsic LLRs from the post-distorter, the decoder refines the LLRs with the code constraints.

In this work, we borrow the standard SISO decoding algorithms (e.g., the BCJR algorithm for the convolutional codes) for the decoder, and focus on the derivation of the SISO post-distorter.

The task of the post-distorter is to compute the LLR for each code bit $c_{n,l}$ (without taking coding into account), which can be expressed as

$$LLR^p(c_{n,l}) = \ln \frac{p(c_{n,l} = 0 | y)}{p(c_{n,l} = 1 | y)}$$

$$= \ln \frac{\sum_{\alpha_i \in \beta_0^l} p(x_n = \alpha_i | y)}{\sum_{\alpha_i \in \beta_1^l} p(x_n = \alpha_i | y)},$$

where $\beta_0^l$ and $\beta_1^l$ denote the subsets of all $\alpha_i \in \beta$ whose label in position $l$ has the value of 0 and 1, respectively, and $y = [y_1, y_2, \ldots]$ is the received signal vector.

For the iterative receiver shown in Fig. 5.1, the extrinsic LLR should be used accord-
According to the turbo principle. The extrinsic LLR

\[ LLR^e(c_{n,l}) = LLR^p(c_{n,l}) - LLR^a(c_{n,l}), \]  

(5.10)

will be input to the decoder, where \( LLR^a(c_{n,l}) \) is the a priori LLR from the decoder in the previous iteration.

From the above, it can be seen that the key is to compute the a posteriori probability of each transmitted symbol \( p(x_n|y) \). According to Bayes’ theorem [130], we have

\[ p(x_n|y) = \frac{p(y|x_n)p(x_n)}{p(y)}, \]  

(5.11)

where \( p(x_n) \) is the a priori probability of the symbol \( x_n \) and \( p(y) \) is a constant for a fixed received signal. Then, we have

\[ p(x_n|y) \propto p(y|x_n)p(x_n), \]  

(5.12)

\( p(x_n) \) can be calculated based on the feedback from the decoder, i.e., Firstly with the a priori LLR

\[ LLR^a(c_{n,l}) = \ln \frac{p(c_{n,l} = 0)}{p(c_{n,l} = 1)}, \]  

(5.13)

fed back from the decoder and

\[ p(c_{n,l} = 0) + p(c_{n,l} = 1) = 1. \]  

(5.14)
We convert the \textit{a priori} LLR to bit probability as

\begin{equation}
p(c_{n,l} = 0) = \frac{1}{1 + \exp(LLR^a(c_{n,l}))}, \tag{5.15}
\end{equation}

\begin{equation}
p(c_{n,l} = 1) = 1 - p(c_{n,l} = 0). \tag{5.16}
\end{equation}

The probability of the transmitted symbols \(p(x_n = \alpha_i)\) can be calculated as

\begin{equation}
p(x_n = \alpha_i) = \prod_{j=1}^{M} p(c_{n,j} = s_{i,j}), \tag{5.17}
\end{equation}

where each \(\alpha_i\) corresponds to a binary vector \(s_i = [s_{i,1}, s_{i,2}, \ldots, s_{i,L}]\). Next, we compute the likelihood \(p(y|x_n)\) for each \(x_n\).

We use a sliding window approach to approximately compute the likelihood in (5.12). Define \(y_n = [y_n, \ldots, y_{n+M}]^T\) and \(w_n = [w_n, \ldots, w_{n+M}]^T\), and we compute \(p(y_n|x_n)\) instead of \(p(y|x_n)\). Based on (5.7) and (5.8), we have

\begin{equation}
y_n = \underbrace{\left[ \sum_{k=1}^{K} a_{k,0} x_n^k \right]}_{a(x_n)} + \underbrace{\left[ \sum_{k=1}^{K} \sum_{m=1}^{M} a_{k,m} x_{n-m}^k \right]}_{i} + w_n. \tag{5.18}
\end{equation}

where \(a(x_n)\) is the useful signal related to \(x_n\), and \(i\) is the interference.

We approximate the interference \(i\) to be Gaussian and its mean \(i'\) and covariance matrix \(R\) can be easily calculated based on the feedback of the decoder. Then we have

\begin{equation}
p(y_n|x_n = \alpha_i) \propto \exp\left(-\frac{1}{2} [y_n - a(\alpha_i) - i']^T V^{-1} [y_n - a(\alpha_i) - i'] \right), \tag{5.19}
\end{equation}

where \(V\) is the covariance matrix of the Gaussian noise.
where \( V = R + \sigma^2I \). To reduce the complexity, we ignore the correlation between the elements in \( i \), so that \( R \) is approximated as a diagonal matrix. Hence, the matrix inversion \( V^{-1} \) is trivial and the evaluation of (5.19) actually only involves scalar operations, thus leading to low complexity. Then, we normalize \( p(x_n = \alpha_i | y_n) \) as

\[
p(x_n = \alpha_i | y_n) = \frac{p(x_n = \alpha_i | y_n)}{\sum_{i=1}^{2^L} p(x_n = \alpha_i | y_n)}. \tag{5.20}
\]

The operations involved in our proposed iterative nonlinearity and decoding technique are summarized as follows:

- **Step 1**: with nonlinear parameters, perform likelihood estimation to find the *a posteriori* symbol probability \( p(x_n = \alpha_i | y_n) \)

- **Step 2**: convert the symbol level probability \( p(x_n = \alpha_i | y_n) \) to bit level probability \( LLR^{b_i}(c_n, l) \) for each coded bit

- **Step 3**: calculate the extrinsic *a priori* LLR \( LLR^{a_i}(c_n, l) \) for each coded bit

- **Step 4**: calculate the *a priori* symbol probability \( p(x_n = \alpha_i) \) for next iteration

It can be seen from the above that, no polynomial inversion is required in the proposed technique, therefore avoiding the errors due to the use of finite-order inverse polynomials and the generation of colour noises.

### 5.3 Simulation results

In the simulations, 8-PAM is used for modulation and the convolutional code with generator \([171,133]\) is used for generating codewords with length 1200. We compare the
system BER performance of our proposed iterative nonlinearity mitigation and decoding technique with conventional non-iterative and iterative post-distortion techniques. The LED nonlinear transfer function is given by the Hammerstein model [128]

\[ z_n = \sum_{k=1}^{K} a_k x_n^k + \lambda \left( \sum_{k=1}^{K} a_k x_{n-1}^k \right), \quad (5.21) \]

where \( \lambda = 0.1 \). The polynomial coefficients \( \{a_k\} \) are obtained based on an LED datasheet (Kingbright blue T-1 3/4 (5mm) LED)[114], which is shown in Fig. 5.2 for convenience. We choose \( K = 4 \) and the coefficients \( a_1 = 34.11, \ a_2 = -29.99, \ a_3 = 6.999 \) and \( a_4 = -0.1468 \).

Fig. 5.3 shows the BER performance of the various receivers. The non-iterative receiver employs the frequency domain equalization (FDE) to compensate the memory effect [121] and the conventional polynomial inverse technique [131] as post-distortion, followed by hard Viterbi decoding. Iterative receiver a represents the conventional iterative equalization and decoding receiver where the nonlinearity of the LED is simply

Figure 5.2: Kingbright blue T-1 3/4 (5mm) LED V-I datasheet [114].
ignored. It can be seen that, due to the lack of the nonlinearity mitigation mechanism, Iterative receiver a does not work properly. Iterative receiver b employs the same FDE and polynomial inverse technique as the non-iterative receiver (to combat the LED memory effect and nonlinearity) followed by the conventional iterative demapping and decoding technique. It can be seen that, thanks to the iterative demapping and decoding, Iterative receiver b delivers much better performance than the non-iterative receiver, but it is significantly inferior to the proposed iterative receiver (where iterative nonlinearity mitigation is used). The performances of the system without nonlinearity and memory are also shown for reference, where we assume an ideal LED with linear transfer function, and they are denoted by “Per. 1” and “Per. 2” in Fig. 5.3. In Per. 1, the signal power at the output of the ideal LED (which has the same turn-on voltage as the non-ideal one) is the same as that of the non-ideal LED. In Per. 2, the dynamic range of the ideal LED is...
the same as that of the non-ideal one. It can be seen from Fig. 5.3 that, the performance of our receiver has a small gap with Per. 2 because the signal power at the output of the ideal LED is larger than that of the non-ideal LED. We can also see that the performance of our receiver is very close to Per. 1, which demonstrates the effectiveness of the proposed nonlinearity mitigation technique. Fig. 5.4 shows the performance of the proposed iterative receiver with different iterations, where we can see that the iterative receiver converges fast and it only requires 3-5 iterations.

**Figure 5.4:** Performance of the proposed iterative receiver with different iterations.
5.4 Conclusion

In this Chapter, we have proposed an iterative post-distortion technique to mitigate the nonlinear distortion in LED communications. A SISO post-distorter has been designed, which works iteratively with the SISO decoder in the system. It has been demonstrated that a remarkable performance gain can be achieved by the iterative receiver compared with conventional iterative and non-iterative post-distortion techniques.
Chapter 6

Conclusions and Future Work

6.1 Conclusions

In this thesis, we have investigated and proposed some efficient and effective nonlinear system modelling and mitigation techniques in LED communications. The memory effect of LED and ISI distortions are also solved. The major contributions of this thesis are summarized in the following.

In Chapter 2, we do an overall literature review of the current work on LED communications. Firstly, the IM/DD system for LED communications and various modulation techniques specially designed for LED communications are introduced. Then, we focus on the LED nonlinear problem and introduce some popular nonlinear models being used for system modelling. Lastly, we investigate some current works on nonlinear system modelling and nonlinearity mitigation techniques. The problems of the existing works are our concerns and we aim to solve these in our research.

In Chapter 3, to solve the numerical instability problem in finding the memory polynomial coefficients in the conventional LED nonlinearity modelling techniques, we pro-
posed an alternative LED nonlinearity modelling technique based on orthogonal polynomials. For the first time, we developed a special set of orthogonal polynomial basis for LED communications with PAM signalling to achieve effective and efficient LED nonlinear system modelling. Due to the use of the orthogonal polynomials, the new basis matrix for the nonlinear model is a quasi-orthogonal matrix, avoiding the numerical instability problem during the estimation of the polynomial coefficients, which leads to low complexity and accurate LED nonlinearity modelling. Furthermore, a pre-distorter is employed to mitigate the LED nonlinearity. Simulations show that, compared to the conventional memory polynomial based technique, our technique significantly outperforms the conventional technique in terms of LED nonlinearity modelling error and system SER performance.

In Chapter 4, we extend our previous work on orthogonal polynomial based LED modelling technique and consider both the LED nonlinearity and ISI distortions due to LED memory effect and multipath dispersion in indoor LED communications. We develop a joint estimation approach to LED nonlinearity and composite ISI channel due to the LED memory effect and optical wireless channel based on our orthogonal polynomial technique. The orthogonal polynomial based joint estimation technique circumvents the numerical instability problem over the traditional one and it has low complexity thanks to the orthogonal property of the basis matrix. Then, we design a receiver which consists of three modules including nonlinearity and composite channel estimator, FDE equalizer and nonlinearity mitigator. In this work, we deal with LED nonlinearity and ISI due to LED memory effect and optical channel jointly. To the best of our knowledge, for the first time, both ISI optical channel and LED nonlinearity with memory effects are jointly estimated and mitigated. Simulations show that the proposed technique can effectively
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handle the LED nonlinearity and ISI distortion.

In Chapter 5, with effective LED nonlinearity modelling technique developed, we consider iterative nonlinearity mitigation and decoding in a coded LED communication system and design an iterative receiver, which consists of a SISO post-distorter and a SISO decoder. To the best of knowledge, for the first time, the post distorter is combined with demapper to handle the distortion of LED nonlinearity and ISI (due to LED and channel), and a SISO post-distorter is developed. The SISO post-distorter and the decoder work in an iterative manner by exchanging the LLRs of coded bits. Specifically, the SISO post-distorter iteratively finds the \(a posteriori\) probability estimates of the data symbols based on the nonlinearity parameter and \(a priori\) information from the SISO decoder. It is very different from the conventional post-distorters as explicit polynomial inversion is not required, thereby avoiding the impact of imperfect polynomial inversion and the generation of colour noises. Simulations show that the proposed scheme allows iterative interaction with the decoder, leading to remarkable performance gain, compared to the conventional one. In addition, the iterative receiver converges very fast which is effective and efficient.

6.2 Future Work

The thesis has successfully developed an effective and efficient nonlinear system and ISI channel modelling technique based on orthogonal polynomial for LED communications. A joint LED nonlinearity and composite ISI channel estimation and mitigation technique has been proposed. A novel iterative nonlinearity mitigation and decoding technique with SISO post-distorter and SISO decoder has been designed to significantly improve
the performance of post-distortion. However, there are still some issues that need to be further studied.

- Develop iterative post-distortion with precoding

  The nature drawback of post-distortion technique is that noise is added at the receiver side. Signals within the most severe nonlinear region will be affected more significantly, which may dominant the overall system performance. We believe with appropriate precoding technique at the transmitter side and iterative demapping and decoding post-distortion at the receiver side. The iterative receiver combined with the correlation between the transmitted information bits will helpful to further improve the system performance of post-distortion.

- Post-distortion with approximate linearization

  The conventional post-distortion or pre-distortion techniques require finding the inverse of the nonlinear function, which will inevitably has residual error. We have proposed a iterative SISO post-distorter and demapper associated with SISO decoder to solve this issue in Chapter 5. We believe post-distortion with approximate linearization using Taylor expansion may be another alternative. With estimated nonlinear function, we can do Taylor expansion at a specific point and ignore the higher order items to achieve a approximate linear function.
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