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Abstract

As one of the most practical and promising technologies, Wireless Body Area Networks (WBANs) play a vital role in a variety of application areas, including ubiquitous healthcare, medical, sport, and entertainment. Meanwhile, the multiple application scenarios also result in stringent and various Quality of Service (QoS) requirements in terms of data rate, reliability, energy consumption, delay, etc. Besides, due to the complicated deployment environments and peculiar channel characteristics, the design of WBAN systems is more challenging than other Wireless Sensor Networks (WSNs). Among many transmission challenges in the context of WBANs, transmission reliability and energy efficiency are the two key challenges. This thesis focuses on investigating high transmission reliability and energy-efficient transmission schemes for WBAN systems.

In order to capture the channel information variation in the real dynamic WBAN scenarios, we build a wearable wireless transceiver from easily-assembled commercial hardware modules. The measurements are conducted by test subjects wearing multiple wireless transceivers in dynamic scenarios. This thesis mainly focuses on two typical dynamic scenarios: walking and daily scenarios. Based on the channel gain datasets collected from these two scenarios, we analyze the on-body channel characteristics, including body shadowing effect, cross-correlation, autocorrelation, and transmission outage. Moreover, to improve the authenticity of our evaluation works, these channel datasets are imported into our simulation model to represent the channel variation.

Motivated by the significant cross-correlation feature of on-body channels in the walking scenarios, we propose a novel cooperation-based Network Coding (NC) scheme, namely A3NC. In A3NC, we explore the combination of the Aggregative Allocation (AA) mechanism in the MAC (Medium Access Control) layer and the Analog Network Coding (ANC) technique in the physical (PHY) layer. By comprehensive theoretical analyses and comparisons from the perspectives of data rate, energy efficiency, and throughput balance, we explore the upper bounds of A3NC in terms of data rate and energy efficiency. Simulation results confirm that A3NC achieves a better performance in terms of data rate, energy efficiency, and throughput balance, compared to the conventional approaches.

Extending from monotone walking scenarios to daily scenarios with mixed activities, we explore the Dynamic Slot Scheduling (DSS) method to improve the transmission reliability. DSS method optimizes the duration or order of time slots of different sensor
nodes. This method does not require extra hardware or software overhead on the sensor side. Motivated by the significant temporal autocorrelation of on-body channels within a time span of 500 ms, we propose a new DSS method, named DSS-TA, which applies a Temporal Autocorrelation Model (TAM) to predict the channel condition for future time slots. The performance evaluation results confirm the great potential of DSS methods (up to 52% reduction of packet loss ratio over the static scheduling method) in daily WBAN scenarios. Further, compared to the classical Markov model-based DSS methods, the newly proposed method is more effective in the prediction of channel conditions and hence achieves a better performance in terms of Packet Loss Ratio (PLR).

Lastly, we jointly consider Transmission Power Control (TPC), DSS and two-hop Cooperative Communication (CC) mechanism to achieve a better trade-off between transmission reliability and energy consumption. Motivated by the significant autocorrelation characteristic of on-body channels in the daily WBAN scenarios, we propose an autocorrelation-based adaptive transmission (AAT) scheme which uses a TAM to predict channel conditions. Then, the estimated channel conditions are used to optimize the transmission power level and the transmission order of all sensor nodes for the next superframe. Simulation results demonstrate that the proposed method can effectively reduce the PLR and increase the energy efficiency. Moreover, we also discuss the effectiveness of NC technology for two-hop transmissions. Two types of cooperative mechanisms are compared, namely the non-NC mechanism we proposed for AAT and the NC cooperative mechanism.
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Chapter 1

Introduction

1.1 Background and Objectives

As one of the most promising technologies for the next generation of wireless personal networks, Wireless Body Area Network (WBAN) has been one of the hottest research topics in wireless communication. WBAN is composed of bio-medical sensor nodes that can be worn on or placed in the human body to measure certain physiological parameters of the human body [1]. The applications of WBANs span a wide area, such as remote medical system, ubiquitous healthcare, sport, fitness, entertainment, and military. Meanwhile, the variety of application areas also requires an excellent support of Quality of Service (QoS) in terms of data rate, reliability, energy consumption, delay, etc. Besides, due to the complicated deployment environments and peculiar channel characteristics, ensuring the transmission reliability in the context of WBAN systems seems to be more challenging than other Wireless Sensor Networks (WSNs). Moreover, limited by the size of battery and Specific Absorption Rate (SAR), the power consumption and transmission power are stringently restricted. All these factors lead to many transmission challenges, including transmission reliability and energy efficiency.

Many research works (including our first conference paper [2] and the works of IEEE 802.15.6 working group [3]) focused on modeling the WBAN channel by providing an analytical formula. However, due to the complexity of environment and the existence of human body, it may not be possible or accurate to use mathematical models to characterize WBAN channels, especially in dynamic WBAN scenarios that are the focus of this thesis. Accordingly, the WBAN channel characterization and modeling work are important to support the research work with high feasibility. Besides, considering the dynamic feature of wireless channels in WBANs and the heterogeneous QoS requirement of various applications, the conventional static design for the transmission system is suboptimal. In recent years, many adaptive transmission schemes have been proposed to meet the transmission challenges in WBANs. These adaptive methods optimize key transmission
CHAPTER 1. INTRODUCTION

parameters, e.g., transmission power level, duty cycle, slot scheduling, in accordance with the real-time channel state or application requirement. Besides, as a promising technology which makes use of the intrinsic broadcast nature of wireless networks, Network Coding (NC) [2] technology also attracts much attention. NC technology enables nodes to code or mix packets (or symbols) before forwarding. In recent years, many NC methods have been proposed for WBAN systems. However, the applications of NC in WBANs are still an emerging area and most existing works consider the expansions of conventional NC schemes designed for general WSNs, which may not be optimized for the unique challenges and specific characteristics of WBANs.

Aiming at meeting the transmission reliability and energy efficiency challenges in the context of WBANs, the primary research objectives are listed as follows.

• In order to collect on-body channel data in real dynamic WBAN scenarios, we aim to design and deploy portable wireless transceivers on human body to collect on-body channel data. Based on these real datasets collected from experiments, we investigate the characteristics of on-body channels.

• By considering multiple dynamic transmission method (including transmission power control, dynamic slot scheduling and two-hop cooperation communication), we aim to explore the adaptive transmission mechanisms for dynamic WBAN scenarios to achieve a better trade-off between transmission reliability and energy efficiency.

• Investigate the application of network coding technology and relay cooperation in dynamic WBAN scenarios.

• Based on the channel datasets and existing discrete event simulation system, we aim to design and implement better performance evaluation platform, which could be used to evaluate newly proposed schemes or methods.

1.2 Research Approaches

The research approaches of this thesis are summarized in Figure 1.1. As shown in Figure 1.1, this research begins with the literature reviews of the area of interests, including WBAN, IEEE 802.15.6, on-body channel characteristics, adaptive transmission designs and applications of NC in WBANs. As a result, the main open research problems and research objectives are identified.

Meanwhile, to investigate the characteristics of on-body channels in the real dynamic WBAN scenarios, we construct a self-contained wireless transceiver from easily-assembled and widely available commercial hardware modules. Numerous measurements are carried out in two typical dynamic scenarios, i.e., walking scenarios and daily life scenarios. These channel datasets gathered from measurements are utilized to analyze the on-body channel characteristics. Moreover, these channel datasets are imported into our simulation model to represent the channel variation to improve the authenticity of the performance evaluation.
CHAPTER 1. INTRODUCTION

Figure 1.1: Research approaches.
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works.

The lower half part of Figure 1.1 illustrates the design procedures of new transmission schemes and the method of performance evaluations. Motivated by both the literature review over the related research topics and the analysis results based on real channel datasets, we design three transmission schemes for either walking or daily activities scenarios. Then, the performances of the new schemes are evaluated on the performance evaluation platform which combines real channel datasets and the protocol stack.

1.3 Outline of the Thesis

This thesis consists of seven chapters which are outlined as follows:

In Chapter 1, we first introduce the research background and the objectives of this thesis. Then the research approaches are illustrated, followed by the outline and key contributions of the thesis.

In Chapter 2, the background knowledge relevant to the research topics is discussed, including WBAN systems, IEEE 802.15.6 standard protocol, on-body channel characteristics, adaptive transmission design and applications of NC in WBANs. This background knowledge is essential to understand the state of art and the issues related to this thesis.

In Chapter 3, a customized wireless transceiver is constructed. By deploying multiple portable transceivers on human body in walking and daily scenarios, we collect the original on-body channel datasets. Based on these datasets, on-body channel characteristics are investigated, including body shadowing effect, cross-correlation, autocorrelation, and transmission outage.

In Chapter 4, motivated by the significant cross-correlation of on-body channels in walking scenarios, we propose a novel cross-layer scheme A3NC, which explores the combination of the Aggregative Allocation (AA) mechanism in the MAC layer and the Analog Network Coding (ANC) technique in the PHY layer. Besides the performance evaluation based on the simulation model, we also provide comprehensive theoretical analyses from the perspectives of upload data rate, energy efficiency, and throughput balance.

In Chapter 5, the Dynamic Slot Scheduling (DSS) mechanism in the dynamic daily life scenarios is investigated. Considering the significant temporal autocorrelation, we propose a new DSS method, which applies a temporal autocorrelation model to predict the channel quality for future time slots. In addition, we discuss the throughput fairness problem of the DSS mechanism in the WBAN daily scenarios.

In Chapter 6, we jointly consider transmission power control, dynamic slot scheduling and two-hop cooperative mechanism to design a practical adaptive transmission protocol for WBAN systems. Besides, we provide the performance evaluation when NC technology is used in the two-hop cooperative transmission.
In Chapter 7, the conclusions of this thesis are presented, and possible future works are discussed.

### 1.4 Contributions of the Thesis

The main contributions of this thesis are summarized as follows.

1. A customized portable wireless transceiver is built and utilized to collect the original WBAN channel data in dynamic scenarios. We analyze the channel characteristics based on these channel datasets. This channel characterization not only facilitates the design of more optimal transmission schemes but also improves the authenticity of our performance evaluation works.

2. Development of a novel cooperation-based network coding scheme, namely A3NC, for walking scenarios, which explores the combination of the AA mechanism and the ANC technique. The mathematical model and performance evaluation results confirm that A3NC achieves a better performance in terms of data rate, energy efficiency, and throughput balance.

3. Development of a novel DSS mechanism for daily scenarios with mixed activities. A temporal autocorrelation model is utilized to optimize the slot scheduling. The new method jointly takes the latest and historical channel conditions into consideration, achieving a more accurate prediction of channel conditions. Simulation results show that, compared to conventional DSS methods, the new method provides a much better transmission reliability.

4. Development of an adaptive transmission scheme which jointly optimizes the transmission power control and slot scheduling to achieve a better performance in terms of packet loss ratio and energy efficiency. Besides, we provide the performance evaluation when NC technology is used in the two-hop cooperative transmission for the practical WBAN systems.

### 1.5 Publications

This thesis is based on the following papers, which have been published or submitted for publication.

**Journal Papers**

1. Hongyun Zhang, Farzad Safaei, and Le Chung Tran, “A novel cooperation-based network coding scheme for walking scenarios in WBANs,” *Wireless Communications*

Conference Papers


3. Hongyun Zhang, Farzad Safaei, and Le Chung Tran, “Autocorrelation Based transmission power control in WBANs”, Accepted by IEEE International Symposium on Medical Information and Communication Technology, 2018
Chapter 2

Literature Review

In this chapter, the basic understanding of background information is provided to make this thesis self-contained. Specifically, Section 2.1 reviews the concept of WBAN, including the applications, communication architecture, and challenges. Section 2.2 overviews the IEEE 805.15.6 standard protocol, especially the detail in the MAC sublayer. Then, we review the key adaptive transmission methods in the context of WBANs in Section 2.3. The research works incorporating network coding into WBANs are reviewed in Section 2.4. Lastly, Section 2.5 provides a brief summary of this chapter.

2.1 Wireless Body Area Networks

2.1.1 Overview

With the developments and technological advancements in Micro-Electro-Mechanical Systems (MEMS) technology and integrated circuits, an increasing number of applications are beginning to benefit from the WBANs technology [3]. As defined by IEEE (Institute of Electrical and Electronics Engineers), WBANs are networks of low power devices operating in or around the human body to serve a variety of applications including medical, consumer electronics, personal entertainment and others [4].

Initially, WBAN technology was mainly driven by the need for more efficient and real-time health monitoring systems due to the aging society and the rapid increasing of healthcare expenditure. Whereas, with the promise of being cost-effective and unobtrusive and facilitating continuous monitoring, the applications of WBANs span a wide area. Figure 2.1 shows a series of key applications which will benefit from the introduction of WBANs.
2.1.2 Architecture

Generally, the communication architecture of WBANs can be divided into three tiers as follows [3], [5], [6]:

- **Tier-1:** Intra-WBAN communication is the communication between the sensors (or actuators) and the hub in a space of 2 to 5 meters surrounding the human body.

- **Tier-2:** Inter-WBAN communication is between the hub and one or more access points. This communication interconnects the WBAN with several networks to facilitate the transmission of data to the user.

- **Tier-3:** Beyond-WBAN communication is the connection between Tier-2 and the remote server via the internet. The function of the remote server depends on what application scenarios the system is designed for. For example, in a medical or healthcare application, a database is one of the most important components of Tier-3.

Figure 2.2 illustrates these communication tiers of WBANs. Because the human body affects the radio wave propagation, radio channels in Tier-1 exhibit the most unique and peculiar feature in comparison with other WSN systems. Accordingly, Tier-1 is considered as the most challenging component in a WBAN system. This thesis focuses on this tier, and in the following chapters, the term “WBAN” refers to the Tier-1 component if not specified otherwise. The node in Tier-1 is defined as an independent device that is deployed on/in/around the human body. Based on the functionality, these nodes can be classified as follows:

1. **Hub:** It is also called coordinator, personal device or aggregator in some other research works. In this thesis, we use the term “hub”, which is also the one used
by the IEEE. The hub is in charge of collecting all the information acquired by the sensors and actuators nodes, then handling interaction with other devices, e.g., remote medical center, application serves and cloud database.

2. **Sensor**: Sensor nodes in WBANs measure certain internal and external parameters of the human body and then upload this data to the hub. Specifically, the sensors can be classified into three categories: physiological sensors, biokinetic sensors, and ambient sensors. Physiological sensors are used to measure the physiological sign of the human body, including body temperature, heart rate, blood pressure, blood glucose level, blood oxygen level, Electrocardiography (ECG), and Electroencephalography (EEG). The kinetic indicators resulting from the human movements are measured by biokinetic sensors. At last, the ambient sensors are in charge of the measurement of ambient environmental parameters, such as light, sound and pressure level.

3. **Actuator**: It is the device that acts according to the data received from the sensors nodes or the interaction with the hub. For example, a diabetic may wear an actuator with a reservoir and an integrated pump. The actuator provides the correct dose of insulin to give based on glucose level measurements.

4. **Relay**: The intermediate node that assists the cooperative communication is called a relay node. If the channel from a sensor or actuator node to the hub is experiencing a severe fading, the relay node is essential for the channel. Note that, a relay node may also be a sensor or an actuator node.
2.1.3 Challenges

The development of WBANs is of great importance for healthcare applications, emergency services, sports and consumer entertainment. However, due to the complicated communication environments, the presence of the human body tissue and the peculiarity of WBAN channels, WBANs still face many particular transmission challenges, which are summarized as follows.

• Transmission Reliability

On one hand, transmission reliability is vitally important for healthcare or medical WBAN systems. Loss of emergency signal could lead to a fatal consequence. On the other hand, due to the presence of the human body, the wireless channels in WBAN exhibit significant peculiarity in comparison with other WSN channels. There is a large number of factors contributing to the severe signal attenuation (over 100 dB has been observed) of WBAN channels. These factors include diffraction, reflection, energy absorption, antenna losses, shadowing by the body tissue, and body posture [7], [8]. The deep fading effect in WBANs might last from 10 ms to 300 ms [9], [10], which is longer than cellular networks.

Moreover, unlike other longer-range networks where the distance between the transmitter and receiver dominates the signal attenuation, the strength of a WBAN signal is mostly affected by the physical location and orientation of the nodes in relation to each other as well as the human body, which can “shadow” or attenuate the signal [11].

• Energy Efficiency

To ensure the comfortable and unobtrusive deployment of wireless devices in/on the human body, WBAN sensor or actuator nodes are required to have a small size, which obviously limits the battery capacity. Meanwhile, in many WBAN applications, changing or replacing of the battery is infeasible. For example, a pacemaker or a glucose monitor would require a lifetime lasting more than 5 years [6]. Generally, the energy consumption of a sensor or actuator can be divided into three domains: sensing or actuating, wireless communication, and data processing, in which the wireless communication is the most power consuming component. Therefore, designing energy-efficient communication protocol is extremely important for reducing the energy usage.

• Heterogeneous QoS Requirements

As mentioned before, WBANs enable a wide application area, which also leads to different WBAN systems having totally different QoS (Quality of Service) requirements in terms of data rate, latency, packet loss ratio, etc. For example, the video stream application requires up to 10 Mb/s data rate, while some healthcare applications may only require a guarantee
of 1Kb/s data rate. Providing the heterogeneous QoS support is challenging due to the highly resource-constrained nature of WBAN systems and unreliable wireless links [5].

- **Security**

In WBAN systems, information obtained by sensors is subject to privacy considerations and the action performed by the actuator may be vital for the well-being of the individual. Therefore, the security issues are of a high priority in the context of WBAN. However, constrained by the resource in terms of power, memory, and computational capability, as well as inherent security vulnerabilities, the security specifications proposed for other networks may not be applicable to WBANs.

- **Managing Coexistence**

The coexistence issue in the context of WBANs can be classified into two categories. The first one is the scheduling for a large number of devices in a single WBAN network, and the second type is the interference mitigation with other wireless networks, including Wi-Fi (802.11), Bluetooth and IEEE 802.15.4 networks. The interference becomes more complicated when multiple people wearing WBANs come into the range of each other.

In WBAN systems, transmission reliability and energy efficiency are certainly two of the most important challenges. In fact, boosting the transmission power could significantly increase the Packets Deliver Ratio (PDR), and hence improve the transmission reliability. There is a trade-off between reliability and power consumption for wireless nodes in WBANs, especially for the sensor and actuator nodes. In this thesis, we mainly focus on these two challenges, i.e., transmission reliability and energy efficiency, from the perspective of communication protocols.

### 2.2 IEEE 802.15.6 WBAN Standard Protocol

To address the above challenges, the IEEE 802.15 Task Group (TG) 6 was set up in 2008 to introduce a new standard for WBANs. Then, in February 2012, the approved version of the IEEE 802.15.6 standard was released [4]. The aim of IEEE 802.15.6 standard is to develop a communication standard for low power devices and operation on, in or around the human body (but not limited to humans) to serve a variety of applications including medical, consumer electronics and personal entertainment.

In fact, there are a number of existing standards that seem to be appropriate for WBANs, such as Bluetooth LE [12] and the IEEE 802.15.4 standard [13]. For some WBAN applications, these existing standards may indeed be suitable, but they are not flexible enough to cover the wide range of WBAN applications, nor can they meet WBANs’ tough reliability and energy efficiency requirements [11], [14]–[16]. IEEE 802.15.6 standard
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specifies new physical (PHY) layer and Medium Access Control (MAC) layer for WBANs to support flexible, high reliability, low power, lightweight designs of communication protocols.

2.2.1 PHY Layer of IEEE 802.15.6

The PHY layer is responsible for the following tasks: activation and deactivation of the radio transceivers, clear channel assessment within the current channel and data transmission and reception. Specifically, the IEEE 802.15.6 standard defines three different PHY layers, i.e., Human Body Communication (HBC) PHY, Ultra-Wide Band (UWB) PHY and Narrow Band (NB) PHY.

Firstly, the HBC PHY solution uses the human body as a communication medium. This PHY layer employs electrodes in contact with the body for transmitting or receiving the signal through the body by means of electromagnetic coupling. The band frequency of operation is centered at 21 MHz. However, its effectiveness depends on the size of the coil, and the data rate is low.

Secondly, UWB PHY is used for the communication between on-body devices and the communication between on-body and off-body devices, especially for the WBAN application with a high data rate requirement. Based on the operation frequency band, UWB PHY is divided into a low (3.25-4.75 GHz) band and a high (6.6-10.25 GHz) band. Two different types of UWB technologies are included in the IEEE 802.15.6 standard, namely impulse radio UWB (IR-UWB) and frequency modulated UWB (FM-UWB).

Thirdly, NB PHY is designed for the communication of wearable and implantable wireless devices. Multiple possible operation frequency bands are provided to meet various requirements from different applications. As summarized in [4], there are seven available frequency bands for NB PHY. Table 2.1 lists the data rates and the receiver sensitivities corresponding to the seven frequency bands. Note that parameters listed in the table are the lowest requirements for the compliant wireless device when PLR (Packet Loss Ratio) is less than or equal to 10% and the Physical Layer Service Data Unit (PSDU) is of 255 octets in an additive white Gaussian noise environment. An IEEE 802.15.6-compliant device shall be able to support the transmission and reception in at least one of the listed optional frequency bands. Compared to UWB and HBC PHY, NB PHY is better suited to most WBAN applications, not only because of its mature technology, but also the resolvable multipath and the Inter-Symbol Interference (ISI) can be neglected [17], [18]. The works of this thesis are conducted on the basis of the NB PHY technology.

2.2.2 MAC Layer of IEEE 802.15.6

The primary task of MAC layer protocols is to organize the access time to the shared medium between nodes. Unlike the PHY layer, the IEEE 802.15.6 working group only
Table 2.1: Available frequency bands for NB PHY and the corresponding data rates and receiver sensitivities.

<table>
<thead>
<tr>
<th>Frequency band (MHz)</th>
<th>Data rate (kbps)</th>
<th>Receiver sensitivity (dBm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>402 to 405</td>
<td>79.5</td>
<td>-95</td>
</tr>
<tr>
<td></td>
<td>151.8</td>
<td>-92</td>
</tr>
<tr>
<td></td>
<td>303.6</td>
<td>-89</td>
</tr>
<tr>
<td></td>
<td>455.4</td>
<td>-83</td>
</tr>
<tr>
<td>420 to 450</td>
<td>79.5</td>
<td>-90</td>
</tr>
<tr>
<td></td>
<td>151.8</td>
<td>-87</td>
</tr>
<tr>
<td></td>
<td>187.5</td>
<td>-84</td>
</tr>
<tr>
<td>863 to 870</td>
<td>101.2</td>
<td>-94</td>
</tr>
<tr>
<td>902 to 928</td>
<td>202.4</td>
<td>-91</td>
</tr>
<tr>
<td>950 to 958</td>
<td>404.8</td>
<td>-87</td>
</tr>
<tr>
<td></td>
<td>607.1</td>
<td>-82</td>
</tr>
<tr>
<td>2360 to 2400</td>
<td>121.4</td>
<td>-92</td>
</tr>
<tr>
<td>2400 to 2483.5</td>
<td>242.9</td>
<td>-90</td>
</tr>
<tr>
<td></td>
<td>485.7</td>
<td>-87</td>
</tr>
<tr>
<td></td>
<td>971.4</td>
<td>-83</td>
</tr>
</tbody>
</table>

defines one MAC layer on top of three PHY layers. Therefore, to meet the flexibility requirement of BAN protocols, multiple access modes and various transmission phases are provided in the MAC layer. More specifically, the hub could decide whether to operate through one of the following three access modes:

1. **Beacon mode with beacon periods (superframes)**

In this access mode, the hub divides the time axis (or medium) into superframes of the same size. By sending beacon packets, the beginning of an active superframe is defined. The hub shall also organize applicable access phases in each active superframe, and the structure of one superframe in this mode is illustrated in Figure 2.3. As depicted in Figure 2.3, a superframe is divided into Exclusive Access Phases (i.e., EAP1 and EAP2), Random Access Phases (i.e., RAP1 and RAP2), Managed Access Phases (MAP) and a Contention Access Phase (CAP). The length of any access phase may be set to zero, but the RAP1 shall not be ended before the guaranteed earliest time as communicated in connection assignment frames sent to nodes that are still connected with it. Besides, to provide a non-zero length CAP, the hub shall transmit a preceding B2 frame. The hub shall not transmit a B2 frame if the CAP that follows has a zero length unless it needs to announce B2-aided time-sharing information and/or provide group acknowledgment. Specifically, in EAP, RAP, and CAP periods, nodes contend for the channel allocation using either CSMA/CA (Carrier Sense Multiple Access with Collision Avoidance) or slotted Aloha access procedure. EAP1 and EAP2 are utilized for high priority traffic, such as reporting emergency events. CAP, RAP1 and RAP2 are only used for regular
traffic. In MAP periods, scheduled, unscheduled and improvised access methods are possible. The scheduled access procedure is generally used for applications that involve periodic monitoring.

2. **Non-beacon mode with superframes**

   In this mode, a hub may have only one MAP (Managed Access Phase) in a superframe, and it may organize the access to the medium as explained above for the MAP phase in the beacon-enabled access mode.

3. **Non-beacon mode without superframes**

   In this mode, only unscheduled polled allocations and/or posted allocations are provided by the hub. A node may treat any time interval as a portion of EAP1 or RAP1 and performs CSMA/CA mechanism to obtain a contented allocation, which also means each node has to establish its own time schedule independently [3].

As the beacon mode with superframes provides the most abundant options in terms of access phases, it is considered as a universal mode for most WBAN applications, especially for healthcare applications. In this thesis, we also focus on the beacon mode with superframes.

Next, a brief introduction of frame (or packet) acknowledgments is provided, as it is a key procedure to the transmission. Upon receiving a packet, a recipient shall acknowledge a received packet according to the *Ack Policy field* in the MAC header of the packet. Four different acknowledgments policies are defined, and they are No Acknowledgment (N-Ack), Immediate Acknowledgment (I-Ack), Group Acknowledgment (G-Ack), and Block Acknowledgment Later & Block Acknowledgment (L-Ack & B-Ack).

- **N-Ack:** A frame with the *Ack Policy field* set to N-Ack indicates that the current frame does not require an acknowledgment from the recipient, either immediately or later. A frame with an N-Ack can be transmitted by either the hub or a node, and most control packets adopt the N-Ack policy.

- **I-Ack:** Upon receiving a frame with the I-Ack request, a recipient shall send an I-Ack frame after the end of the received frame with a given interframe spacing (e.g. pSIFS = 75 µs). Management type frames are always transmitted with an I-Ack request.

- **G-Ack:** The packets with G-Acks are applicable to data frames sent to a hub. The key advantage of G-ACK policy is that the hub could acknowledge data frames with G-Ack...
requests from multiple nodes together through multicast of one B2 frame. A B2 frame contains a set of Node Identifiers (NIDs) to indicate nodes from which the hub has received a frame with G-Ack requests since the last transmitted B2 frame. A node may retry the frame with the G-Ack request upon failing to receive the expected B2 frame, or if its NID does not appear in a received B2 frame. A detailed example of G-ACK can be found in Figure 61 in the standard document [4].

• L-Ack & B-Ack: Both node and hub can transmit the frame with L-Ack or B-Ack request. L-Ack & B-Ack policy is defined to support the block transmission, in which the source shall send frames of the same subtype in the order of non-decreasing sequence numbers. In a block of frames, except for the last frame being set with the B-Ack request, the other frames before it contains the L-Ack request. The receiver does not send an acknowledgment frame after receiving a frame with L-Ack requests. Instead, the block of frames is acknowledged by a B-Ack frame pSIFS (e.g., 75 µs) after the reception of the last frame with a B-Ack request. To illustrate the block transmission scheme, we provide an instance in Figure 2.4. In Figure 2.4, Node 1 transmits data frames to the hub in the manner of block transmission. The sender retransmits the data frames from the oldest lost one (represented by a dashed rectangle), after receiving the B-Ack. Note that a block transmission may span more than one allocation interval.

Besides, some other aspects related to the BAN transmission are specified in the IEEE 802.15.6 standard document [4], including transmission security, clock synchronization, power management, interference mitigation, etc.

2.3 Adaptive Transmission Design in WBANs

Considering the dynamic of the wireless channel in WBANs and the heterogeneous QoS requirements of various applications, the conventional static design for the transmission system is suboptimal. In recent years, many dynamic schemes which optimize key trans-
mission parameters in accordance with the real-time channel condition or application requirements have been proposed to meet the transmission challenges in WBANs. The adaptive transmission design for WBANs can be categorized into three main topics, namely Transmission Power Control (TPC), Adaptive Duty Cycling (ADC) and Dynamic Slot Scheduling (DSS), based on the regulating transmission parameters.

### 2.3.1 Transmission Power Control

Generally, powerful devices like cellphones or smartphones are well suited for a hub. The sensor and actuator nodes, however, are assumed to have a limited energy supply and a limited processing power. Therefore, reducing the energy consumption of the sensor or actuator node is considered as the main approach to increase the lifetime of WBAN systems. Meanwhile, wireless communication is often a major power consumer in the sensor and actuator nodes. Transmission Power Control (TPC) methods refer to the adaptive method which optimizes the transmission power (Tx Power) based on the change of channel conditions or QoS requirements. TPC is considered as an effective approach to improve the energy efficiency [19]. As a classical research topic, TPC has been extensively explored in the context of cellular networks and WSNs. Although the WBANs are usually considered to originally emerge from the field of WSNs, these WSNs-specific TPC methods are not suitable for WBANs. First, most WSNs-specific methods estimate the channel quality by utilizing control frames and then adjust the transmission power based on the estimated result. Whereas the channels in WBANs vary much more frequently than WSNs, the extra energy cost from the control frames certainly degrades the system lifetime. Second, many existing TPC methods require the transmitting node to stay in active state to track the real-time channel condition so as to optimize the Tx power. However, in WBANs, the transmitter is usually acted by the sensor or actuator node, which is expected to be in the sleep mode for most of the time to save energy.

Except for the motivation from the perspective of energy consumption, there are two other aspects that may benefit from the TPC technology. First, in WBANs, the wireless device is in close proximity to, or inside, a human body. To avoid the negative impact of electromagnetic radiation on the human body (e.g., temperature rise), the Tx power should be restricted to comply with the limitation of Specific Absorption Rate (SAR) of local regulatory bodies (the limitation of Federal Communications Commission is 1.6 W/Kg). Note that SAR is defined to measure the amount of power absorbed by the tissue. The second aspect that may benefit from TPC is the interference mitigation. In WBAN systems, multiple wireless devices are located in a space within 2-5 meters, and interference problem gets severe when several WBANs crowd in a small area. Reducing Tx power could significantly mitigate the signal interference to other nodes or other WBANs.

Among numbers of TPC methods proposed for WBANs, adjusting the Tx power based
on the channel condition to achieve a better trade-off between energy consumption and transmission reliability is considered as one of the major categories. In such approaches, predicting the future channel quality is the key part. The work of [20] is considered as the first work designing a TPC method for WBAN systems. Reference [20] firstly investigates the potential benefits of adaptive TPC for energy saving in body-wearable sensor devices used for medical monitoring, and then proposes a practical TPC method that adapts the Tx power according to the feedback RSSI (Received Signal Strength Indicator) values obtained from the sensor node. Specifically, the hub jointly considers the latest feedback RSSI value and previous average RSSI to estimate the new average RSSI (denoted as $\bar{R}$), and the new transmission level is configured based on the comparison between the new average RSSI and two pre-defined thresholds $T_H$ and $T_L$. If $\bar{R}$ drops below the lower threshold $T_L$, then the transmission power is doubled. In contrast, if $\bar{R}$ is above the upper threshold $T_H$, then the transmission power is reduced by a small fixed constant.

Based on different weighting configurations between the latest RSSI and previous $\bar{R}$, three TPC schemes, namely Conservative, Balance and Aggressive schemes, are designed for different applications with the different requirement in terms of data packet loss and energy consumption. Similarly, the TPC schemes proposed in [21]–[27] also utilize the comparison between historical RSSI record(s) and RSSI threshold(s) to reduce the power consumption while maintaining a high packet delivery ratio. In [28], the autocorrelation characteristics of on-body channels are taken into account to facilitate the TPC. The hub utilizes a correlation model to predict the future RSSI value, and then the transmission power level is adjusted based the predicted value.

There are some works exploring the relay-aided TPC method in WBAN, which aim at a higher transmission reliability or a lower energy consumption [29], [30]. The authors of [31], [32] try to use artificial neural network technology to optimize the TPC method in WBANs. Trained with RSSI values measured in human subjects, a channel quality estimation model is built to predict the on-body channel quality variations. Instead of using RSSI as the only indicator to estimate channel quality, the work of [33] explores the combination of RSSI and LQI (Link Quality Indication), which may have a better performance in the environment with interference.

With regard to the interference mitigation, game theory is widely used for the TPC methods [34]–[37]. In these game theory based TPC schemes, the power control problem is modeled as a non-cooperative game, in which the cost function is designed based on both QoS requirement and energy constraint. Besides, in [38] the relay selection problem is jointly considered with TPC to further improve the transmission performance in terms of energy efficiency, delay, and jitter.

Another group of TPC methods is adjusting the transmission power level based on the change of human posture or motion [39]–[43]. This category of TPC methods is novel because the presence and movement of the human body are taken into account. However,
in the dynamic scenarios, most of these work only consider the walking case which exhibits significant periodicity. The effectiveness in other complicated dynamic scenarios is not assessed. Besides, these works presume an effective activity recognition algorithm has been deployed, which also affects the feasibility.

2.3.2 Adaptive Duty Cycling

Duty cycle is calculated as the fraction of the time that a system is in an “active” state, which includes the transmitting (Tx), receiving (Rx) and listening states. Hence, reducing the duty cycle could significantly prolong the lifetime of a wireless system. Adaptive Duty Cycling (ADC) technology, which adjusts the duty cycle according to the traffic or other QoS requirements, has been extensively discussed in the context of WSNs, especially based on the IEEE 802.15.4 standard. Essentially, the superframe structure defines the duty cycle of nodes in IEEE 502.15.4, so adapting the duty cycle is changing the structure of superframe. Two key factors determining the superframe structure are Beacon Order (BO) and Superframe Order (SO). In existing literature, the efforts mainly focus on changing BO [44], [45], changing SO [46]–[49] or changing both BO and SO [50]. Taking the work in [48] as an example, the coordinator calculates the number of received packets in each superframe to adjust the active period. If the amount of received packets is above a threshold, the value of SO is incremented by 1 unit to augment the duty cycle. On the other hand, if a significant traffic reduction is detected, SO should be decremented. Besides, if no relevant traffic change is detected, SO remains unchanged. Reference [51] provides a comprehensive survey for the ADC schemes in IEEE 802.15.4-based networks.

In recent years, there are some works exploring the tailored ADC schemes for WBAN systems. In [52], the authors propose a dynamic duty cycle algorithm, namely D-MAC, for WBAN systems. In D-MAC, the packet received ratio and packet delay are taken into consideration to adjust both BO and SO simultaneously. In [53], the authors propose a new ADC scheme for resource-constrained WBAN systems. The new ADC scheme allows the sensor nodes to adapt the duty cycle according to the traffic. The dynamic adaptation of duty cycle avoids the extra energy waste from idle listening, overhearing, collisions and unnecessary wake-up beacon transmissions. In [14], the network traffic load, delay-reliability factor, and superframe duration are taken into account to assist the effective duty cycle adaptation. Besides, ADC is combined with Network Coding (NC) technique, which could improve the energy efficiency of these nodes located in the bottleneck zone [54].

2.3.3 Dynamic Slot Scheduling

Generally, the MAC protocols can be classified into contention-based and schedule-based protocols. In the case of contention-based protocols, several nodes compete for the same
resource by using contention-based methods such as CSMA/CA or slotted Aloha. While the schedule-based protocols aim to reserve a resource for each node by using schedule-based methods such as TDMA (Time Division Multiple Access) or polling method. Due to the advantages in collision-free and energy efficiency, the schedule-based methods, especially TDMA, are put forth as the most appropriate MAC solutions in the context of WBAN systems [55], [56]. However, considering the high volatility of on-body channels, a simple static TDMA allocation may lead to significant waste. Specifically, if a time slot is assigned to a particular sensor node with a bad channel to the hub (coordinator or sink), the data packets from this sensor are prone to be lost. However, at the same time, the slot cannot be used by any other nodes that may have a good link, which not only wastes the energy but also decreases the throughput. Ideally, we would like to allocate a transmission slot to a node only when the state of its link to the hub allows a successful data transfer. The core idea of DSS method is scheduling the time slots according to the channel conditions, rather than a fixed schedule. It is worth noting that all the additional controls are added to the hub and there will be no increase in sensors’ complexity, which is a big advantage for resource-constrained WBAN systems.

The core idea of DSS is usually referred to as “opportunistic scheduling” in the context of cellular networks [57]. However, traditional opportunistic scheduling approaches are not compatible with WBAN systems as they require that the slave nodes are continuously available for communication. This requirement is unacceptable for the energy-constrained sensors, which are in the sleep mode most of the time [11]. Besides, most opportunistic scheduling methods for cellular networks do not consider the peculiarities of WBAN channels, e.g., high variation and predominant shadowing from the body.

Recently, some DSS works are proposed in the context of WBANs. In [58], [59], the authors use a two-state (“good” or “bad”) Gilbert model [60] to describe the variation of on-body channels. Based on the Markov channel model, a DSS scheme, named Flipping, is proposed to maximize the expected number of successful transmissions in a TDMA round. The Flipping scheme schedules all “bad” links of the previous superframe last and preserves the order in time in which they are observed while schedules all “good” links first but reversing the order in which they are observed in the previous superframe. The rationale behind Flipping method is that all “bad” links are given the longest time to recover (i.e., getting out of the outage), while the flipped ordering of the good links takes advantage of the most recently observed “good” links to ensure a high probability of success in the next transmissions round [11]. Some other research works are also based on the assumption of the two-state Markov channel model. To tackle the dynamic fluctuation of on-body channels, [61] presents a novel transition matrix estimation method. In [62], the authors focus on adapting the slot order to improve the effectiveness of retransmission. The node with the worst channel condition is scheduled to occupy the first time slot to get the highest chance of discovering a relaying node and the best channel is scheduled
at the last. In [63]–[65], the authors propose a Flipping-like scheduling approach which also adopts a Gilbert model to describe on-body channels. Besides, the QoS requirements, including energy efficiency, data rate, and packet reception rate, are taken into account to optimize not only the slot order but also the slot number. The main limitation of these Markov model based schemes is that the condition of on-body channels is limited to only two states, “good” and “bad”, which are insufficient to describe the on-body channel states in the complex WBAN application scenarios.

With regard to the slot number, adaptively allocating the slot number based on the data priority is of interest [66]–[69]. In such schemes, the sensor node with a high priority is allocated with additional time slots to guarantee transmission reliability.

Similar to some TPC works exploring the motion feature of the human body, there are some works trying to utilize the channel fluctuation feature to facilitate the time slot scheduling in WBANs [70]–[73]. For instance, the authors of [73] and [70] apply Fast Fourier Transform (FFT) to the RSSI time-series and identify the dominant frequency, to find the transmission window. However, most of these works seem to be effective only in periodic movement patterns, such as walking, jogging and running, which may not be applicable in general.

Instead of improving the transmission reliability or supporting QoS requirements, the work in [74] adaptively allocates the time slots based on the number of BANs or sensors that exist in a nearby area, to mitigate the potential interference.

2.3.4 Other Adaptive Designs

Apart from TPC, ADC and DSS schemes, some researchers explore dynamic tuning of other parameters. For example, references [75], [76] try to combine the contention-based and the TDMA approaches by adaptively modifying the MAC frame structure. In [75], non-interfering sources use CSMA/CA to communicate with the relays. Whilst a flexible TDMA approach is adopted when interference is detected. The LPDQ (Low-Power Distributed Queuing) scheme proposed in [76] switches between Aloha and TDMA according to the traffic scale. In [77], a dynamic backoff scheduling algorithm is proposed for low data rate WBAN applications. The algorithm works on CSMA/CA, and the backoff length for each node is configured based on its past successful trials in accessing the channel and also its data rate. The works in [78]–[80] discuss the packet (or frame) size adaptation for WBANs.

Last but not least, some works try to jointly optimize multiple key parameters in MAC or PHY layers, including transmission power, slot order/duration, transmit rate, modulation, and space-time-frequency coding, etc [81]–[87]. For example, in [84]–[87], the authors propose to adaptively change the modulation, transmit power, and space-time-frequency coding to allow the better channel carry more information.
2.4 Applications of Network Coding in WBANs

Network Coding (NC) was initiated at the turn of the millennium in a seminal paper by Ahlswede, Cai, and Yeun [2]. NC has been proved to improve throughput, reliability, manageability, and support of QoS in wired or wireless environment [88]–[91]. The core notion of network coding is to allow and encourage mixing of data at intermediate network nodes, instead of simply storing and forwarding in the traditional network. More specifically, based on the deployment protocol layer of NC technology, NC can be categorized as either digital network coding (DNC) or Analog Network Coding (ANC). In DNC, the NC technology is performed above the data link layer. The encoding operation is completed on digital bit [88], [89]. In ANC, the mixing or coding operation is done over physical signals in the wireless channel itself [90], [92].

Considering the tremendous potential of NC technology in the context of wireless transmission, exploring the applications of NC in WBANs attracts many researchers’ attention. However, most existing works explore the combination of NC and WBAN from the perspective of conventional wireless network coding. In this thesis, all existing “WBAN+NC” schemes are categorized into the following three groups.

2.4.1 MP-based Scheme

In [93], Marinkovic and Popovici propose to use NC in the context of WBANs to achieve a better transmission reliability, and the scheme proposed in [93] is called MP scheme based on the names of the authors. All MP-based schemes only consider a two-hop star topology for data streaming from sensor or actuator nodes to the hub. Upon receiving the data packets from sensor or actuator nodes, the dedicated relay nodes perform XOR (eXclusive-OR) coding to these packets and transmit redundant packets to the hub. By this approach, the transmission reliability is improved. Figure 2.5 depicts a typical network topology of MP-based schemes.

In [94], an Unequally Error Protection (UEP) concept is introduced to support the different priority requirement of different application data. For a medical application, maximal XOR coding is performed to provide the best transmission reliability. Whereas, only partial packets are XORed in non-medical applications since they have a lower reliability requirement. In [95], [96], Byrne and Manada try to analyze the robustness of the MP scheme from the perspective of graph theory and linear algebra. Graph representations are used to describe the encoding and decoding of the packet in the hub side, and hence to explore the optimal ratio between the number of native and XORed packets sent by the relay node. The authors of [97] propose to concatenate the XOR encoding and BCH (Bose-Chaudhuri-Hocquenghem) encoding to counteract communication error and reduce energy consumption. In [98], the QoS requirement is taken into account, and an adaptive coding scheme is proposed to support various QoS requirements in terms of reliability,
energy efficiency, and delay. The direct transmission from the sensor node to the hub (i.e., one-hop transmission) is neglected in the MP-based scheme.

However, unlike massive WSNs, one-hop transmission is considered as an important component for WBAN systems. Moreover, MP-based schemes are not adaptive to the channel condition, which impedes its potential to improve the transmission reliability in the WBANs with complex wireless channels variations.

### 2.4.2 Cluster-based Scheme

Another important category in the “WBAN+NC” area focuses on the cluster-based network architecture, in which the intermediate relay nodes are divided into multiple cooperative clusters to facilitate the cooperative communication [99]. Instead of forwarding original packets between consecutive clusters, the NC packets are utilized to reduce the packet retransmission time in the cluster-based schemes. Figure 2.6 depicts a typical network topology of cluster-based schemes when a single source node is considered. Based on the cluster network topology, [100]–[102] use cooperative network coding and cooperative diversity coding to combat packet loss and reduce latency. In [103], a cloud coordinator is added to the cluster-based network to manage the encoding and retransmission at the relay nodes. Similarly, the work in [104] also employs a cloud resource for the relay coordination. The control packets are coordinated by the controller in the cloud, while all data related operations take place locally at the off-cloud nodes.

However, there exist some drawbacks for cluster-based schemes. First, as stated in [98], it is very difficult to make a clustering algorithm adaptive to the dynamic channel condition. Moreover, the network scale of WBAN is relatively smaller than other WSNs. Maximal two-hop transmission is sufficient for most on-body channel transmissions. Thus, the feasibility of cluster-based schemes is questionable in the context of WBAN systems.
2.4.3 CARQ-NC

Both MP-based and cluster-based schemes mainly focus on exploring the spatial diversity provided by the relay cooperation to improve the transmission reliability in WBAN systems. Whereas, the CARQ-NC (Combined ARQ and Network Coding) scheme proposed in [105] tries to leverage random linear network coding (RLNC) in the source node without the assistance of relay nodes. Specifically, TDMA (Time Division Multiple Access) scheduling is used to allocate the wireless channel to individual nodes within the network. Each sensor node linearly combines its data packets before taking turns to send the ensuing mixtures to the hub. Unlike the MP-based or cluster-based schemes, CARQ-NC is designed on the basis of a one-hop star network topology, and only source coding is performed. CARQ-NC reduces the sensors’ time slot of sending packets by encoding redundant packets. In this way, the sleep time of sensor nodes is increased and hence the energy consumption is reduced. In [106], the authors explore the strategic use of network coding in the wireless packet erasure relay channel from the perspective of both throughput and energy metrics. A fluid flow model is used to describe the case where coding is applied at both the source and the relay, and Markov chain models are proposed to describe packet evolution if coding is only applied at the relay nodes.

In fact, CARQ-NC is similar to the Forward Error Correction (FEC) technology, except the redundant information (or check information) is added in the packet level. Besides, there is no closed-form answer for the redundant packet number of each sensor.

Apart from these three typical groups of the “WBAN+NC” schemes, there exist some other works which provide new methods to the harnessing of NC in the WBAN systems. In [107], the authors propose a practical NC approach, namely DF-NC, for WBANs using decode-and-forward relays. Only one linear combination of packets is sent to the destination. Energy usage at the relay node is minimized compared to existing cooperative
schemes without NC, such as Maximum Ratio Combining (MRC), Selection Combining (SC) and Switched Combining (SwC). DF-NC scheme achieves a near-optimal outage probability performance while maximizing the energy efficiency of WBANs by fixing the average number of transmissions per node. In [108], researchers in MIT propose a Joint Channel-Network Coding (JCNC) scheme, which jointly considers the RLNC and FEC according to the variation of channel conditions. In [109], the relay first chooses $d$ different decided symbols from the received symbols and then performs Demodulate-and-Forward operation before encoding. Then, the destination performs message-passing algorithm (MPA) to reduce the computation complexity of decoding. Note that a larger value of $d$ means an NC symbol contains more symbols from source nodes. However, in the simulation section of [109], the author only considers the scenario with $d = 1$, thus the scheme actually degenerates into simple forwarding without coding. To improve the energy efficiency of sensor nodes in the bottleneck zone, the authors of [54], [110] propose to apply the RLNC technology in the multi-hop transmission of WBAN systems. In [111]–[113], the Cooperative Compressed Sensing (CCS) approach is jointly considered with the RLNC to further increase the energy efficiency. Besides, some research works discuss the transmission security issues in NC-enabled WBANs [114].

### 2.5 Chapter Summary

In this chapter, we first provide an overview of the WBAN system, including the communication architecture, application area, and main challenges. Then the standardization work developed by IEEE, i.e., IEEE 802.15.6, is introduced, especially the technical detail in the MAC layer. At last, we review the literature focusing on the adaptive transmission design and application of NC in WBAN systems. The up-to-date literature review shows that there are open and challenging problems in providing the heterogeneous transmission requirement in terms of transmission reliability, energy consumption, data rate, transmission latency and priority support etc. Thus, this thesis focuses on exploring the characteristics of WBAN channels in real dynamic scenarios and then investigates more effective transmission schemes by using these peculiar channel characteristics.
Chapter 3

Channel Data Collection and Analysis

3.1 Introduction

In WBANs, the on-body channel is considered as the most prevalent channel. However, affected by the tissue shadowing and dynamic body motion, on-body channels undergo complex temporal variations. One way to characterize the on-body propagation is through the theoretical description of electromagnetic propagation phenomena using anatomically accurate models of the human body. Limited by its large computational overhead and mobility, the anatomical channel model is intended for the detailed descriptions of specific aspects of the propagation, e.g., the influence of the body structure on the antenna patterns. Another popular approach to characterize the on-body channel propagation is based on empirical channel gain data from real human body measurements [115]–[117]. By taking the motion and posture of the human body into account, this approach seems closer to the practical WBAN systems. The works of modeling on-body channels can be categorized into two categories: small-scale fading model and large-scale fading model.

The small-scale fading models for fitting probability distributions to measured channel gains have been explored extensively in the literature [118]–[120]. In general, the best-fitting distributions to channel gains are lognormal, gamma and Weibull. The Rayleigh distribution is a poor choice for WBAN channels, though it is a good fit when various multipath in the radio channel are additive in the linear domain. For the walking scenarios, the Weibull distribution is found to be the best fit. On the other hand, with respect to the large-scale fading models, the distance between two radio devices are utilized to model WBAN channels’ path loss in many works [107], [109], [121]–[123]. However, as the WBAN is a short-range communication, for the majority of deployment scenarios, the signal attenuation is significantly affected by the shadowing of body tissues instead of the distance between two devices. Considering the slow fading characteristic for NB communication, we mainly focus on the large-scale fading of on-body channels.

In this chapter, we build customized wireless transceivers to measure actual channel
gain data in two typical dynamic scenarios, i.e., walking and daily life scenarios. The on-body channel characteristics, including autocorrelation, cross-correlation, outage duration, etc., are analyzed to lay the background for our design of more efficient transmission schemes. Besides, these real on-body channel gain datasets are imported into the simulation model to support the performance evaluation, which eliminates the defect of the distance-based channel models.

The contents of this chapter were published in our paper [124] and partly in our papers [125]–[127].

3.2 Portable Wireless Transceiver

Many current works utilize a Vector Signal Analyzer (VSA) as a testbed to capture the on-body channel information in dynamic motion scenarios. However, due to the size and power requirements of VSA, it is impractical to capture real channel information in mobile scenarios. For example, instead of measuring channel data in real walking or running scenarios, the VSA-based works have to carry out the measurement on a treadmill or by simulative walking or running on the spot. Given this limitation, we build a portable wireless transceiver to collect the real on-body channel information in dynamic and mobile scenarios. The customized transceiver is self-powered and capable of collecting real-time RSSI values.

Inspired by the testbed design in [128], we construct our new wireless transceiver from easy-assembled and widely available commercial hardware modules. As illustrated in Figure 3.1, each wireless transceiver consists of one radio module, one microcontroller, one MicroSD card, and one battery. The microcontroller controls all other components. The radio module is in charge of broadcasting and receiving wireless signals, and the MicroSD card stores the information of wireless channels. The main function of these devices is to transmit and receive continuous data packets from each other, thus facilitating the analysis of on-body channel characteristics.

Based on the hardware design in Figure 3.1, all the components are chosen from the mature commercial products.

- **Radio Module**: The XBee series 1 is utilized as the RF front end, which works at the 2.4 GHz ISM (Industrial, Scientific and Medical) radio bands. When in operation, the XBee’s output power is set to 0 dBm.

- **Microcontroller**: the Arduino UNO is utilized as the logical controller board. Both the XBee module and MicroSD card shield module are plugged into the control board. The Arduino UNO not only controls the transmitting and receiving of data packets but also writes the channel information to the MicroSD card. When the transceiver works as a transmitter, the sample data packets are transmitted at the frequency of 200 packets per second (i.e., transmitting one packet every 5 ms), and the transmission data rate of 250
Figure 3.1: Hardware design diagram.

Figure 3.2: Components of the portable transceiver.

As shown in Figure 3.2, the wireless transceiver looks like a “sandwich” with three PCBs (Printed Circuit Boards) overlying each other to make the system self-contained.

### 3.3 Walking Scenarios

We first focus on the on-body channel characteristics in the walking scenarios, which is one of the most frequent dynamic activities for the human.
3.3.1 Measurement Setups

In our experiment, the measurements are conducted in both indoor and outdoor environments. As shown in Figure 3.3, the outdoor environment is an open oval field of about 13,000 square meters, and the indoor environment is a hallway inside a building.

![Typical indoor and outdoor environments.](image)

**Figure 3.3:** Typical indoor and outdoor environments.

As the swinging motion of the upper limbs is a unique feature in the walking scenarios, in this chapter, we mainly consider the network deployment in Figure 3.4 with two sensors bound on the wrists.

![Deployment of the sensors and the hub.](image)

**Figure 3.4:** Deployment of the sensors and the hub.

As shown in Figure 3.4, we consider two locations for the hub (coordinator or gateway), i.e., on the abdomen (can be attached to the belt buckle) and on the back collar, where a subject could comfortably wear the hub that is expected to be larger than a sensor node. Two sensors (SN1 and SN2) are attached to the wrists. Moreover, to explore the effect of the antenna direction and the shadowing of wrists, the XBee module is rolled around the wrist in four directions: 0°, 90°, 180° and 270°, as depicted in Figure 3.5. The experiments
are carried out for one male subject. Consequently, there are 16 individual experimental setups (2×2×4) in total.

In each measurement, the hub node is configured to broadcast packets to two sensors continuously with the frequency of 200 Hz (200 sample packets per second). In other words, the time resolution is 5 ms, which is considered to be sufficient to capture the time variation of the on-body channels. When the XBee modules on the wrists receive the packets, the microcontroller extracts the RSSI and writes it to the MicroSD card together with the system time and the packet sequence. As each setup lasts for about 1 minute (walking one minute) and there are 16 setups, 16-minutes channel gain data, containing about 192,000 samples, is recorded.

In addition, it is necessary to explain why the downlinks (from the hub to the sensors) are utilized to capture the channel gain, instead of the uplinks (from the sensors to the hub). As demonstrated in [128] and [117], in the narrowband communication environments the on-body channels show prominent reciprocity, which means the channel profiles of downlink and uplink are approximately the same. Moreover, as the two sensors record the corresponding RSSI almost simultaneously, the downlinks are a better choice for the cross-correlation analysis.

### 3.3.2 Signal Attenuation and Shadowing Effect

We first analyze the RSSI data for the four different scenarios. Figures 3.6-3.9 present typical time-varying RSSI data for the two links from the hub to the two sensors. \( \text{RSSI}_1 \) and \( \text{RSSI}_2 \) refer to the RSSI of the packets received by \( SN_1 \) and \( SN_2 \), respectively. Observations that can be derived from the four figures are listed below.

1. When the hub is on the “Collar”, the channel path losses are much greater than the “Belt” cases. The main reason is that, in the “Collar” cases, the signal is affected not only by the shadowing of the torso but also the shadowing of the upper limbs.

2. The comparison between the indoor and outdoor environments shows that there exist more small-scale fluctuations in the indoor environment, resulting from the reflection from surrounding objects, such as desks, wall, and roof.
CHAPTER 3. CHANNEL DATA COLLECTION AND ANALYSIS

Figure 3.6: RSSI vs. time in the “Indoor+Belt” scenario.

Figure 3.7: RSSI vs. time in the “Outdoor+Belt” scenario.
Figure 3.8: RSSI vs. time in the “Indoor+Collar” scenario.

Figure 3.9: RSSI vs. time in the “Outdoor+Collar” scenario.
3. The direction of transceivers also affects the signal attenuation. When the hub is on the abdomen, the 180° cases experience the biggest path loss. The reason is that when the transceivers are bound on the top of the wrists, the signal is not only affected by the shadowing of the torso but also the shadowing of the wrists themselves. Similarly, in the “Collar” cases, both 90° and 180° cases bring more shadowing from the upper limbs, leading to lower RSSI values.

Next, considering the influence from reflection can be neglected in the outdoor environment, two outdoor cases, i.e., “Outdoor+Belt” and “Outdoor+Collar”, are picked to analyze the shadowing effect from the torso. Figure 3.10 shows the plots of a typical time variation of RSSI for the link from one sensor to the hub in the outdoor environment.

As shown in Figure 3.10, the RSSI values exhibit sharp fluctuations either for the “belt case” or the “collar case”. To deepen understanding of the shadowing effect from body parts in the human walking scenarios, Figures 3.11 and 3.12 illustrate the trend of RSSI variation and corresponding walking phases.
Figure 3.12: RSSI variation and corresponding walking phases when the hub is deployed on the back collar.

As shown in Figure 3.12, when the hub is placed on the back collar, the distance from the wrists to the hub remains nearly the same. However, the RSSI curve still exhibits sharp fluctuation when the person walks. Further, the signal attenuation is highly relevant to the “extent” of the body part that shadows the direct link between the transmitter and receiver. The “extent” here refers to the volume and depth of the impeding body part. On the other hand, if the shadowing from body parts can be neglected, the path loss is also affected by the distance between them, but causing a much smaller impact compared to the body’s shadowing. Considering the process in Figure 3.11 as an example, when moving from $P_1$ to $P_3$, the links are line-of-sight. Consequently, the path loss diminishes with the decrease of the distance between the two radios. Conversely, when the arm swings behind the torso ($P_3$ to $P_5$), the RSSI suffers a steep drop. In other words, the absolute value of the curve’s gradient for $P_3$-$P_5$ is much bigger than that for $P_1$-$P_3$, which confirms the body shadowing as the predominant factor for the signal attenuation.

### 3.3.3 Autocorrelation and Periodicity

In this section, we explore the periodicity by exploring the temporal autocorrelation of channel gain. Intuitively, the periodicity results from walking cycles, and can be clearly observed from Figure 3.10 for both “belt cases” and “collar cases”. Whereas, the periodicity of channel quality seems to be not straightforward when the experiment is performed in the indoor environment. For example, it is hard to tell the periodicity by the curves plotted in Figure 3.8. To deepen the insight behind the periodicity, we utilize Pearson Product-moment Correlation Coefficient (PPCC) [129] to present the temporal autocorrelation of RSSI.
\[ \gamma(k) = \frac{\sum_{n=1}^{N-k} (G(n) - \bar{G})(G(n + k) - \bar{G})}{\sum_{n=1}^{N} (G(n) - \bar{G})^2} \]  

(3.1)

where \( \bar{G} \) is the mean of array of \( N \) channel gain (or RSSI) values, i.e., \{\( G(1), G(2) \ldots G(N) \}\). \( k \) is the shifting data points in the record sequence. As the sampling frequency in our experiment is 200 Hz, \( k \) also represents a time lag of \( k \times 5 \) ms.

Taking the channel \( SN_1 - hub \) as an example, Figure 3.13 shows the autocorrelation coefficients for different setups. The autocorrelation exhibits a clear periodicity and it is easy to extract the cycle period to be around 1050 ms. In the indoor scenarios, there are more reflections from the surrounding objects. Hence the curves experience more small deviations and the magnitude of autocorrelation coefficients is smaller. Moreover, when the radio device rolls around the wrist, i.e., \( 0^\circ, 90^\circ, 180^\circ \) and \( 270^\circ \), the autocorrelation coefficient is affected. The differences mainly result from the change of antennas’ direction and the change of shadowing from the arms. Especially for the case of \( 180^\circ \), since the transceivers are bound on the top of wrists and shadowed further by the wrists themselves, the autocorrelation for these cases still exhibits the periodicity but with smaller amplitudes.

3.3.4 Cross-correlation and Path Loss Discrepancy

The cross-correlation between different links is instructive for network resource allocation and the scheduling of cooperative communication. Similar to the above autocorrelation analysis, the PPCC is used to evaluate the cross-correlation between the two channels from sensors to the hub.
Table 3.1: Cross-correlation between two links.

| Angle | Indoor |   | Outdoor |   |
|-------|--------|   |         |   |
|       | Belt   | Collar | Belt | Collar |
| 0°    | -0.45  | -0.08  | -0.42 | -0.27  |
| 90°   | 0.15   | 0.00   | 0.43  | 0.14   |
| 180°  | 0.20   | 0.06   | 0.22  | 0.09   |
| 270°  | -0.27  | -0.26  | -0.30 | -0.44  |

\[
\gamma_c = \frac{\sum_{n=1}^{N}(G_1(n) - \bar{G}_1)(G_2(n) - \bar{G}_2)}{\sqrt{\sum_{n=1}^{N}(G_1(n) - \bar{G}_1)^2 \sum_{n=1}^{N}(G_2(n) - \bar{G}_2)^2}} \tag{3.2}
\]

where \(\gamma_c\) is the correlation coefficient between \(G_1(n)\) and \(G_2(n)\), which represent the channel gain time series of the link \(SN_1 - hub\) and \(SN_2 - hub\), respectively. \(\bar{G}_1\) and \(\bar{G}_2\) are the means of channel gain values. \(N = 12,000\) is the number of samples in each measurement.

Table 3.1 shows the cross-correlation coefficients for different experimental setups. It is found that the walking scenarios exhibit relatively small cross-correlation coefficients, as the coefficient is generally considered to be significant when its absolute value is 0.7 or greater. Further, the cross-correlations vary dramatically with the network deployment, including the placement of the hub and sensors, surrounding environment, and the direction of transceivers. When the radio device rolls around the wrist, i.e., 0°, 90°, 180° and 270°, \(\gamma_c\) also varies accordingly. The differences mainly result from the change of antennas’ direction and the change of shadowing from the arms. Especially for the “collar” cases, significant shadowing comes from both torso and upper limbs outweighs other effects, leading to a relatively small \(\gamma_c\).

The cross-correlation between different links is considered to be an instructive parameter for the design of communication systems. However, a small absolute value of \(\gamma_c\) does not necessarily mean that two links are entirely independent. Taking the case of Figure 3.7(c) as an example, \(\gamma_c\) of the two channels is 0.22, but the two channels are obviously not independent. In this chapter, we focus on a simple but important parameter, namely the path loss discrepancy (in dB), referred to as PLD, to reflect the actual difference between two channel gains.

As shown in Figure 3.14, the probability distributions of the PLD are different for the four scenarios, but they all show a high proportion of the cases where the PLD is greater than 5 dB. Besides, the PLD medians for the four experimental setups from Figure 3.14 (a) to Figure 3.14 (d) are 15 dB, 7 dB, 21 dB and 11 dB respectively. In the outdoor environment, the PLD tends to be greater than that in the indoor environment. The main reason is that the reflections from surrounding objects in the indoor environment narrow
the gap between the RSSI of the two channels. Besides, the “belt” cases experience a bigger PLD than the “collar” cases, mainly because the shadowing effect is stronger in the latter.

Assuming that the environmental noise is relatively small, the PLD is the major constituent of the overall SNR (Signal-to-Noise Ratio). Meanwhile, SNR is a crucial parameter for the BER (Bit Error Ratio). The relationship between SNR and BER has been investigated intensively in the literature [130], [131]. As shown in Figure 3.15, when SNR is greater than 7 dB, the system achieves a BER of lower than $1 \times 10^{-2}$ for the most low-order modulation schemes, which may be considered to be sufficient for practical implementation. Accordingly, if the two sensors located on the wrists concurrently broadcast packets to the hub on the torso in walking scenarios, the hub can restore at least one signal with a high probability. In other words, although the two sensors transmit simultaneously, the probability of packet collisions is small. Consequently, the observed PLD in walking scenarios may be sufficient to justify the rationale for simultaneous transmission from the two sensors to the hub.

### 3.4 Daily Life Scenarios

Instead of a monotone posture or motion, in this section, we focus on the daily life scenarios with mixed every-day activities. The channel datasets collected from these scenarios not only support the characterization of on-body channels but also facilitate the design and evaluation of new transmission protocols.
3.4.1 Measurement Setups

A one-hop star topology composed of one hub and five sensors is considered. The deployment of the transceivers is depicted in Figure 3.16, where the transmitter (acting as the hub) is placed on the abdomen and five receivers (acting as sensor nodes) are mounted on limbs and head. The receiver mounted on the left wrist is named as $SN_{LW}$. Corresponding to the positions of the other receivers, the other four receivers are named as $SN_{RW}$ (right wrist), $SN_{LA}$ (left ankle), $SN_{RA}$ (right ankle) and $SN_{H}$ (head).

When the measurement begins, the transmitter continuously broadcasts sample packets to the five receivers with the transmission power of 0 dBm, and the sample packets transmission frequency is 200 Hz (i.e., sending 200 packets per second). Upon receiving the sample packet, the receivers record the packet sequence number, the timestamp, and the RSSI value into a text trace file. If the gap of sequence numbers between two successive sample packets, which a receiver receives successfully, exceeds one, some packets between these two packets have been lost due to the severe channel condition. In this case, the records of these lost packets will be added to the trace file with RSSI = -100 dBm. Taking the case in Figure 3.17 as an example, the hub broadcasts four sample packets ($Pkt_{16} - Pkt_{19}$) to the sensors nodes, but $SN_{LW}$ only receives two packets ($Pkt_{16}$ and $Pkt_{19}$) and loses two packets ($Pkt_{17}$ and $Pkt_{18}$). Accordingly, after receiving $Pkt_{19}$, $SN_{LW}$ will add two more data rows in the trace file with RSSI = -100 dBm, i.e., the middle two records in the data file of Figure 3.17. In addition, as the transmission power is set to 0 dBm, the RSSI value can be considered as the channel gain and the inverse of the RSSI is the path loss.

We focus on mixed activities encountered in typical daily scenarios, so the measurement environments include indoor office, gym, home, walkway, car, etc. Meanwhile, we do not limit the types of activities that the test subjects should conduct. These activities
include standing, walking, jogging, running, sitting, driving, and many other irregular movements. Two male subjects and two female subjects are invited to conduct the measurements. Each test subject conducts four measurements on four different days. For each measurement, the test subject is required to wear 6 wireless transceivers for one hour, and the subject continues their daily life just like every other normal day. Corresponding to the five receivers, each measurement produces five trace files, each of which stores $72 \times 10^4$ records (200 packets/second $\times 3,600$ seconds). Each trace file is a channel realization for one particular channel, e.g., from the hub to $SN_{LW}$. The five trace files collected from one measurement form one dataset, and we refer to each dataset as a channel dataset. Since 16 measurements are conducted, there are 16 channel datasets in total, and they are named $CD_1$ to $CD_{16}$ respectively.
3.4.2 Autocorrelation

Next, these channel realizations collected from the daily scenarios are used to characterize the temporal autocorrelation of the on-body channels. As demonstrated in [116], the on-body channel may not satisfy the Wide Sense Stationary (WSS) assumption when the time window is longer than 500 ms. Hence, we focus on exploring the autocorrelation within a time lag of 500 ms. Equation (3.1) is adopted to evaluate the autocorrelation. Corresponding to the time lag from 5 ms to 500 ms, parameter $k$ is set from 1 to 100. Besides, if whole channel realization records are considered, the record size for one link is $72 \times 10^4$, i.e., $N = 72 \times 10^4$.

![Figure 3.18: The autocorrelation in two typical channel datasets.](image)

First, two channel datasets are picked to show the autocorrelation variation between different links and different test subjects. Figure 3.18 shows the autocorrelation coefficients of the five on-body channels. The results displayed in Figure 3.18 (a) are calculated based on the first channel dataset performed by male subject 1, i.e., $CD_1$, and the results of Figure 3.18 (b) correspond to the first channel dataset from female subject 1, i.e., $CD_9$. Clearly, due to the variations of activities, environment, and sensor position, the autocorrelation of on-body channels varies with the change of test subject and the location of the receiver. For example, the autocorrelation coefficient of channel “SNRW-Hub” (denoted as $\gamma_{rw}$) drops rapidly with the increase of time lag in $CD_1$. Whereas, $\gamma_{rw}$ exhibits a much smoother and smaller decline in $CD_9$.

However, in spite of the discrepancy resulting from different test subjects and different sensor positions, all five on-body channels exhibit significant autocorrelation characteristics within a time lag of 500 ms. To have more insights into the on-body channel autocorrelation, we explore the ensemble average of autocorrelation coefficients over all 16 channel datasets. As shown in Figure 3.19, $\bar{\gamma}_h$, $\bar{\gamma}_{lw}$, $\bar{\gamma}_{rw}$, $\bar{\gamma}_{la}$, $\bar{\gamma}_{ra}$ represent the ensemble average of autocorrelation coefficient for channel “SNH-Hub”, “SNLW-Hub”, “SNRW-Hub”, “SNLA-Hub” and “SNRA-Hub”, respectively. If the coherence time is defined as the period when the autocorrelation coefficient is above 0.7, the average coherence
times for the five on-body channels all exceed 500 ms, which is much longer than the coherence time in the monotone walking or running activity scenarios [132] (23 - 73 ms). The main reason may be because the daily scenarios are mixed with multiple activities, but most activities are relatively static, e.g., standing and sitting. More specifically, the channel between the torso and the head exhibits the most striking autocorrelation. It is mainly because the relative distance, as well as the shadowing effect in this channel, are more stable than the other four channels. Besides, the channels between the torso and two ankles show a more significant autocorrelation than the channels between the torso and two wrists. The main reason for this phenomenon may be because the movement of upper limbs is more drastic than lower limbs.

![Autocorrelation coefficient (ensemble average) vs. time lag.](image)

**Figure 3.19:** Ensemble average autocorrelation vs. time lag.

Next, instead of calculating the autocorrelation coefficient based on the whole records in one channel datasets, i.e., \( N = 720,000 \), we try to explore the variation of autocorrelation within a single channel dataset. Taking the channel dataset \( CD_1 \) as an example, Figure 3.20 exhibits the variation of autocorrelation when the time lag is 100 ms, i.e., \( k=20 \). In particular, we recalculate the autocorrelation coefficient based on the channel gain records in the past 2 seconds, i.e., \( N = 400 \). As shown in Figure 3.20, for the channel dataset collected from one test subject, the autocorrelation coefficient varies dramatically in the timeline. For example, \( \gamma_{rw} \) in the \( 4^{th} \) second is around 0.4, while it sharply increases in the next one second, and reaches to the maximum (around 0.9) in the \( 5^{th} \) second. The fluctuation of autocorrelation is mainly due to the variety of activities in the human daily life.

In summary, the autocorrelation of on-body channels varies with the change of test subject and the location of the receiver. However, in the daily scenarios, the on-body channels exhibit a significant autocorrelation within a time lag of 500 ms. This general characteristic
may provide a great potential in channel condition estimation. This untapped feature has inspired us to optimize the transmission power control and TDMA slot scheduling which will be detailed in Chapter 5 and Chapter 6. In addition, due to the dynamic variation of body’s shadowing effect and reflection from surrounding objects, the autocorrelation for a specific on-body channel on a certain subject fluctuates in the timeline. Accordingly, if we want to predict the channel condition by using the on-body channel autocorrelation, the autocorrelation coefficient should be kept up to date.

### 3.4.3 Outage Analysis

In this thesis, the “outage” refers to the event where receiver side fails to receive the packets from the transmitter because the RSSI is below the Rx sensitivity. Investigating the characteristics of outage is meaningful for designing more reliable transmission schemes. In this section, the Rx sensitivity is set to -91 dBm, -86 dBm, -81 dBm, and -76 dBm, respectively, to show the outage feature of real on-body channels in daily scenarios. Specifically, the 16 channel datasets (i.e., \(CD_1, CD_2, \ldots, CD_{16}\)), are used to analyze three important second-order statistics, namely **outage duration**, **outage interval** and **outage magnitude**.

- **Outage Duration**

  When the RSSI is below the Rx sensitivity of the receiver, the corresponding link is experiencing an outage. **Outage duration** refers to the length of a period when outage occurs. First, the sum of duration corresponding to four different Rx sensitivity configurations are

\begin{figure}[h]
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    \textbf{Figure 3.20}: The autocorrelation variation over a time span of 10 seconds, time lag = 100 ms, \(CD_1\).
Table 3.2: The sum duration of outage in different Rx sensitivity configurations.

<table>
<thead>
<tr>
<th>Rx sensitivity</th>
<th>-91 dBm</th>
<th>-86 dBm</th>
<th>-81 dBm</th>
<th>-76 dBm</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sum duration of outage (ms)</td>
<td>14,230,995</td>
<td>37,962,745</td>
<td>91,445,735</td>
<td>180,699,030</td>
</tr>
</tbody>
</table>

presented in Table 3.2. As expected, with the increase of Rx sensitivity, on-body channels tend to experience more outage.

![Outage duration distributions](image)

Figure 3.21: The outage duration distributions corresponding to different Rx sensitivity configurations.

Next, we present the distributions of Outage duration. Figure 3.21 shows the statistical result of outage duration when the Rx sensitivity is set to four different levels. We notice that the shortest outage (outage duration \(\leq 10\) ms) always composes the biggest portion (from 32.1% to 36.7%), regardless of the Rx sensitivity. On the other hand, if we define an outage longer than 500 ms as a “long outage”, the proportion of “long outage” events exhibits a perceptible rise with the increase of Rx sensitivity, especially for the outage lasting longer than 2,000 ms.

Outage duration is crucial for the scheduling of retransmission, relay cooperation and DSS (Dynamic Slot Scheduling). For instance, given that over 60% outage duration exceed 10 ms, instead of the immediate retransmission after a packet loss, the cooperative communication assisted by the relay node might be a better choice.
• Outage Interval

Outage interval is defined as the interval between two neighboring outages. Figure 3.22 shows the outage interval distribution when Rx sensitivity is set to different levels. Since a higher Rx sensitivity causes more outages, the outage interval shortens with the increase of Rx sensitivity. Taking the interval longer than 2,000 ms as an example, when the Rx sensitivity is set to -91 dBm, around 9% of outage intervals are longer than 2,000 ms. The percentage drops to 1.6% when the Rx sensitivity is set to -76 dBm.

![Outage Interval Distributions](image)

**Figure 3.22:** The outage interval distributions corresponding to different Rx sensitivity configurations.

• Outage Magnitude

Outage magnitude is the maximum fade depth during the period of outage. In other words, it is the maximal magnitude of \((Rx\ sensitivity - RSSI)\) for the whole duration of one outage, hence outage magnitude is always greater than 0 dB. The outage magnitude is an important indicator of the level of signal attenuation when the link encounters an outage, which is an important factor for the effectiveness of TPC (Transmission Power Control) methods. An outage with the outage magnitude small than 1 dB is called a light outage. The results in Figure 3.23 show that the light outage always possesses the greatest proportion, and the proportion of light outage tends to be higher with the increase of Rx sensitivity. Besides, the proportion of the outage with Outage magnitude greater than 30
dB apparently rises with the increase of Rx sensitivity.

Figure 3.23: The outage magnitude distributions corresponding to different Rx sensitivity configurations.

3.5 Chapter Summary

In this chapter, we first detail the customized portable wireless transceiver for collecting realistic WBAN channel data. These wireless transceivers are used to measure the channel gain in two typical dynamic WBAN scenarios, i.e., walking scenarios and daily life scenarios. The measurement results confirm that body shadowing is a predominant factor for signal attenuation in the 2.4GHz ISM band. In the walking scenarios, a detailed illustration of the variation of the RSSI values and some second-order characteristics (autocorrelation, cross-correlation and path loss discrepancy) are derived. Strong periodicity is observed due to the swing of upper limbs. Interestingly, although the cross-correlation between on-body channels is not significant, the PLD (Path Loss Discrepancy) tends to remain big for a large proportion of time. These novel channel characteristics may facilitate more efficient system design and system evaluation schemes, including but not being limited to efficient network resource management and efficient cross-layer cooperative communication protocols. For example, motivated by the significant PLD in walking scenarios, we propose a novel cross-layer transmission scheme to achieve a better balance between energy consumption and throughput in Chapter 4.
As for the second dynamic scenarios: daily scenarios with mixed activities. We first focus on the autocorrelation of on-body channels. Statistical results show that the autocorrelation of on-body channels varies with changes of the test subject and the location of receivers. Besides, for a specific on-body channel, the channel autocorrelation also fluctuates in the timeline, due to the dynamic variation of body shadowing effects and the reflection from surrounding objects. However, in overall, the on-body channels in daily scenarios still exhibit a significant autocorrelation within a time lag of 500 ms. In addition, the outage analysis for on-body channels are provided from the perspective of \textit{outage duration}, \textit{outage magnitude}, and \textit{outage interval}. These channel characteristics may provide important information to facilitate the design of more practical transmission schemes.
Chapter 4

Cooperation-Based Network Coding Scheme for Walking Scenarios in WBANs

4.1 Introduction

WBAN systems have strict energy constraints as frequent change of batteries is inconvenient or even infeasible. Besides, sensor nodes are usually placed either in or on the human body, thus the maximum radiated transmission power is restricted to comply with the limitation of Specific Absorption Rate (SAR) of local regulatory bodies (the limitation of Federal Communications Commission is 1.6 W/Kg). On the other hand, up to 10 Mbps throughput should be offered to satisfy the required set of entertainment and healthcare services [4]. It is a challenging task to maintain a high throughput while fulfilling the specific energy efficiency requirement of WBANs.

As demonstrated in the literature and our experiment works in Chapter 3, propagation paths in WBANs can experience severe fading due to different reasons, such as energy absorption, reflection, diffraction, and shadowing by the body. All these unique features lead to high packet losses. Relay nodes deployed outside of the human body might possess better channels and less stringent energy limitations. Therefore, cooperative communication (CC) [133] has received considerable interest in recent years [134]–[137]. Initial solutions apply the existing methods, which were proposed for general Wireless Sensor Networks (WSNs), to WBANs. These schemes may not be optimized for the unique challenges and specific characteristics of WBANs, such as spatial cross-correlation, stringent trade-off between energy requirement and throughput gains, and QoS requirements.

Due to the broadcast nature of wireless networks, Network Coding (NC) [2], which enables nodes to code or mix packets (or symbols) before forwarding, is a potential method to produce a significant improvement in the throughput, reliability, manageability, and
QoS of wireless networks [88], [90]. As introduced in Chapter 2, the applications of NC in WBANs are still an emerging area. Most existing works explore the expansions of conventional NC schemes, without considering the particular characteristics of WBAN channels.

One particular feature of WBANs is that the signal attenuation is significantly affected by the shadowing of body tissues in addition to the distance between two devices. In other words, the movement and posture of the human body have a dramatic effect on the strength of the received signal. Based on the measurement results presented in Chapter 3, the PLD (Path Loss Discrepancy) is significant in walking scenarios. Motivated by this characteristic, we propose a novel NC transmission scheme to achieve a better balance between throughput and energy consumption. In our scheme, two correlated sensors are allocated to the same uplink interval, i.e., they transmit data concurrently. This method is referred to as Aggregative Allocation (AA) in our scheme. The received signal by the relay nodes is, therefore, a combination of the two signals, mixed at the physical layer. The relay nodes forward the combination to the hub, and the hub performs the ANC (Analog Network Coding) decoding processes [92], [125], [126]. Since AA method is combined with ANC, our scheme is referred to as A3NC (AA+ANC). We detail the design and implementation of A3NC on the basis of IEEE 802.15.6 [4]. Moreover, in this chapter, we develop a mathematical model and a simulation model to carry out the performance evaluations.

The contributions of this chapter are as follows:

- Development of a new NC transmission based on the special characteristics of on-body channels in walking scenarios.
- The channel gain data collected from our measurement campaign are imported into the IEEE 802.15.6-compatible simulation model to evaluate the performance of A3NC. Simulations show that the proposed A3NC achieves a better performance with respect to upload throughput, energy efficiency, and throughput balance perspectives.
- To deepen the understanding of all key parameters that affect the system performance, we provide the mathematical model to explore the performance from all three perspectives, namely upload throughput, energy efficiency, and throughput balance.

The content of this chapter has been published in our papers [125], [126].

The rest of the chapter is organized as follows. In Section 4.2, the system model is presented. Then, the proposed A3NC scheme is detailed in Section 4.3. In Section 4.4, the mathematical model is provided. Performance evaluation results are presented in Section 4.5. Finally, Section 4.6 concludes the chapter.
4.2 System Model

In this section, we first present the network model for typical walking scenarios. Then channel models, including the on-body channel and relay channel, are introduced. Finally, the notations utilized throughout this chapter are presented.

4.2.1 Network Model

We consider the walking scenarios where two sensors (SN₁ and SN₂) mounted on the wrists communicate with a hub, and a relay node deployed outside the human body is optional. As the hub is expected to be larger than a sensor node, the torso is considered to be a preferable part to mount the hub. In this chapter, we consider two typical device deployments as depicted in Figure 4.1, where the hub is placed on the abdomen (attached to the belt buckle) or on the back collar. The main task for the sensors is to continually upload monitoring data to the hub with or without the help of the relay node. All wireless devices operate in the half-duplex mode, and Time Division Multiple Access (TDMA) is used to schedule the channel resource.

4.2.2 Channel Model

Some current works, including our paper [125], simply utilize the distance-based formulas, e.g., Friis transmission formula [138], to quantify the strength of received signal power. However, the path loss of on-body channels in WBANs is affected by many factors, such as the shadowing effect of human tissues and the mobility of the human body. In this chapter, the wireless channels in the walking scenarios are classified into two categories: on-body channel and relay channel (as shown in Figure 4.2). Since only the sensors and the hub are deployed on the body, the channels between the sensors and the hub are named...
the on-body channels. On the other hand, the channels to or from the relay node are called relay channels.

- **On-body Channel Model**

Due to the high variability of on-body channels, neither distance-based nor other formula-based methods seems to be sufficient to describe the on-body channel condition, especially in the activity scenarios. Therefore, adopting channel gain datasets collected from the real walking scenarios to model the on-body channels is a better choice. The portable wireless transceivers introduced in Chapter 3 are used to collect the realistic on-body channel gain data. As demonstrated in [117] and [128], in narrowband communication environments, the on-body channels show prominent reciprocity, which means the channel profiles of a downlink and an uplink are approximately the same. Therefore, these datasets collected from the experiment are utilized to model the on-body channels, including downlinks and uplinks. More details about these experiments and the analysis of channel datasets can be found in Chapter 3.

- **Relay Channel Model**

In the context of WBANs, due to severe fading caused by body shadowing, the relay node may improve the transmission reliability. In this work, we assume the relay node is deployed outside but near human body with light obstacle and shadowing from adjacent objects, the off-body channel is considered to be more stable than the on-body channel. In this work, the channel $SN_1 - relay$ and channel $relay - hub$ are collectively called as “relay channel”. Besides, since the swing motions of two arms are symmetrical when the human is walking, the average packet delivery ratios (PDRs) tend to be the same for the two relay channels, i.e., $SN_1 - relay - hub$ and $SN_2 - relay - hub$. Accordingly, we assume the average PDRs of the two relay channels are the same.
CHAPTER 4. A3NC SCHEME FOR WALKING SCENARIOS

4.2.3 Notations

$R$ (Kbps) refers to the transmission rate of the upload data from the sensor to the hub, which is assumed to be the same for the two sensors. $L_p$ (Kbits) denotes the length of one packet. $T_s$ refers to the length of one superframe, and $T_c$ is the total time assigned to the two sensors and the relay node (if exist). Both $T_s$ and $T_c$ are in unit of second. $\beta_i$ represents the average PDR of the channel $SN_i - hub$ when neither AA and CC are adopted. $\beta_r$ is the average PDR of the relay channel $SN - relay - hub$. As mentioned before, the two relay channels are assumed to have the same $\beta_r$. In the proposed A3NC scheme, two sensors share a common time period to upload monitoring data. Therefore, some packets may be lost due to the signal collisions, and we denote the average Packet Loss Ratio (PLR) caused by collisions as $e$. Note that $\beta_i$ is measured when the channel is only occupied by $SN_i$, without taking the packet losses caused by signal collisions into account. $U_i$ denotes the actual upload throughput from $SN_i$ to the hub with the influence of fading and collision. $P_w$ is the working power of the sensor node, and we assume the two sensors have the same working power.

4.3 Joint Analog Network Coding and Channel Allocation

In A3NC, the Aggregative Allocation (AA) mechanism and the ANC [92] technique are incorporated to improve the system throughput and energy efficiency in walking scenarios. AA is the implementation method of simultaneous transmissions in IEEE 802.15.6. The ANC technique mainly focuses on the problem of energy efficiency, which is a crucial performance metric for WBANs. These two components of the proposed A3NC scheme are described below.

4.3.1 Aggregative Allocation

As mentioned in Section 3.4, a significant PLD (Packet Loss Discrepancy) between the two on-body channels is observed in a majority of cases of walking scenario. Therefore, by simultaneous transmission from the two sensors, there is a still a good chance of decoding the packets over the good channel. The significant PLD in the walking scenarios motivates us to design a transmission mechanism which supports simultaneous transmissions from different source nodes. The proposed AA mechanism aims to make the simultaneous transmission compatible with the IEEE 802.15.6 standard. As depicted in Figure 2.3 (Chapter 2), a superframe is divided into Exclusive Access Phases (i.e., EAP1 and EAP2), Random Access Phases (i.e., RAP1 and RAP2), Managed Access Phases (MAP) and a Contention Access Phase (CAP). In A3NC, only the RAP1 and one MAP are adopted to
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The transactions depicted in Figure 4.3 occur in the RAP1 phase. Initially, the hub broadcasts the beacon frame to the sensors ($SN_1$ and $SN_2$) and relay, and all receivers contend for the channel access by a CSMA/CA mechanism. Suppose that $SN_1$ randomly chooses the smallest backoff value. $SN_1$ transmits the connection request packet ($Pkt_{CR}$) to the hub to request an uplink interval in the MAP. Then, the hub sends a connection allocation packet ($Pkt_{CA}$) to $SN_1$ to allocate a Scheduled Uplink Interval (SUI). The processes of allocating an SUI to $SN_2$ and the relay are similar. In addition, the relay’s Scheduled Downlink Interval (SDI) is allocated to the same period with the sensors’ SUI in order to receive the packets from the sensors, which will be detailed in the next subsection. Note that handling the received $Pkt_{CR}$ in the hub is the key process for the AA mechanism, which is also marked as three blue rectangles in Figure 4.3.

The detail of processing $Pkt_{CR}$ in the hub is depicted in Algorithm 1. We add a new
field, named \( PID \) (Pair Identifier), in the header of \( Pkt_{CR} \) to assist the relay cooperation. More specifically, the two sensors and their relay have the same \( PID \) value, and the SDI of the relay is assigned to overlap with the SUI of the two sensors to receive the packets from the two sensors. \( NID_{assigned} \) denotes the \( NID \) (Node Identifier) assigned to the node. The hub maintains two independent maps, \( Map_{NID} \) and \( Map_{PID} \). The \( Map_{NID} \) contains the mapping between MAC address and \( NID \), and the \( Map_{PID} \) contains the mapping between \( PID \) and SUI or SDI. As illustrated in Algorithm 1 (Lines 2-5), a dedicated \( NID \) is assigned to each node (sensor or relay) with the help of \( Map_{NID} \). Consequently, correlated sensors with the same \( PID \) share the same SUI by searching \( Map_{PID} \) (Lines 7-13). If \( Pkt_{CR} \) is sent by a relay, the relay node will be allocated with the SDI overlapped with the SUI of the two sensors with the same \( PID \). Meanwhile, an SUI is allocated to the relay to forward data to the hub (as detailed in Lines 15-21). Note that SDI is not essential for sensors since their primary task is uploading the monitoring data to the hub.

After channel allocation, two sensors are allocated to share the same SUI, and the SDI of the relay is overlapped with the SUI of the two sensors. From the perspective of the hub, the two correlated sensors can be looked as one virtual sensor node. Meanwhile, as the beacon period is fixed, a longer SUI can be allocated to the sensors, allowing the AA technology to improve the system throughput in walking scenarios. The mathematical analyses will be presented in the Section 4.4.

### 4.3.2 Cooperative Communication with Analog Network Coding

In this subsection, we first explain the reasons for introducing the relay node. Firstly, by adopting pure AA without employing relay nodes, one of the sensors experiences more severe fading compared to the other one, which is a waste of energy. In other words, AA may achieve the throughput improvement at the cost of additional energy consumption, which is strictly limited in WBANs. Secondly, in the case that two correlated sensors experience different Packets Delivery Ratios (PDR), AA may cause the sensor with the lower PDR to experience even a worse throughput performance than the conventional TDMA scheme. These two issues can be addressed effectively by deploying a relay node. Since two sensors broadcast their signals concurrently, the traditional decode-and-forward relay strategy is impractical [92]. Similarly, the digital network coding (DNC) technology [88], [89], which requires the relay node to decode and re-encode the packets in the MAC layer, is also unrealistic. Given that concurrently transmitted packets from two sensors are mixed naturally at PHY layer and the hub can receive at least one sensor’s packet with a high probability, PHY layer network coding technology may be a better choice. In our proposed A3NC, the Analog Network Coding (ANC) technology originally proposed in [92] is adopted. The relay node simply amplifies and forwards the mixed signal to the hub without any decoding, and the hub undertakes the decoding using the
Algorithm 1: Uplink and downlink allocation

Input: Receive a PktCR from radio layer

1. Get PID, MAC address, required time slots from PktCR;

2. if Find a record in MapNID by MAC Address then

3. Set NID\textsubscript{assigned} by MapNID;

4. else

5. NID\textsubscript{assigned} = current free connected NID;

6. end

7. if Pkt\textsubscript{CR} comes from a sensor node then

8. if Find a record in MapPID by PID then

9. Set SUI\textsubscript{.startSlot} and SUI\textsubscript{.endSlot} by the record;

10. else

11. Set SUI\textsubscript{.startSlot} and SUI\textsubscript{.endSlot} from the end of MapPID;

12. Update MapPID;

13. end

14. else

15. if Find a record in MapPID by PID then

16. Set SDI\textsubscript{.startSlot} and SDI\textsubscript{.endSlot} by the record;

17. Set SUI\textsubscript{.startSlot} and SUI\textsubscript{.endSlot} from the end of MapPID;

18. Update MapPID;

19. else

20. Discard Pkt\textsubscript{CR};

21. end

22. end

23. Construct a Pkt\textsubscript{CA} based on NID\textsubscript{assigned}, SDI\textsubscript{.startSlot}, SDI\textsubscript{.endSlot}, SUI\textsubscript{.startSlot} and SUI\textsubscript{.endSlot};

24. Add Pkt\textsubscript{CA} to sending buffer;
mixed signal and one original signal. Perfect synchronization is not required in the ANC technology. Besides, since decoding of packets is not required, the complexity of the relay node is reduced.

Similar to [92], the MSK (Minimum Shift Keying) is adopted as an example modulation scheme to explain the main principle of ANC, because it has a simple demodulation algorithm as well as good bit-error properties. Figure 4.4 illustrates how to incorporate ANC with cooperative communication. The cooperation procedure can be divided into two phases, which correspond to the SUI of the two sensors (also identical to the SDI of the relay) and the SUI of the relay. As depicted in Figure 4.4 (a), the signals transmitted from SN$_1$ and SN$_2$, respectively, can be represented as

\[ s_1[n] = A_s[n]e^{i\theta_s[n]} \]  
\[ s_2[n] = B_s[n]e^{i\phi_s[n]} \]  

where \( A_s[n] \) and \( B_s[n] \) are the amplitudes of the n-th sample, and \( \theta_s[n] \), \( \phi_s[n] \) are their phases.

If the signal from SN$_2$ (i.e., \( s_2 \)) experiences a severe fading and the hub receives successfully the signal from SN$_1$, the received signal at the hub, \( y_h[n] \), can be represented as

\[ y_h[n] = hA_s[n]e^{i(\theta_s[n]+\gamma)} + w(n) \]  

where \( he^{i\gamma} \) is the complex coefficient for the channel SN$_1$ – hub and \( w(n) \) is the additive Gaussian noise. For brevity, noise term will be ignored in our subsequent formulas.

Meanwhile, the relay node receives and stores the mixed signal \( y_r[n] \) from two sensors
CHAPTER 4. A3NC SCHEME FOR WALKING SCENARIOS

as follows:

\[ y_r[n] = h_1A_s[n]e^{i(\theta_s[n]+\gamma_1)} + h_2B_s[n]e^{i(\phi_s[n]+\gamma_2)} \]  \hspace{1cm} (4.4)

where \( h_1 \) and \( \gamma_1 \) are the channel gain and phase shift respectively for the channel \( SN_1 - Relay \), and \( h_2 \) and \( \gamma_2 \) are those for the channel \( SN_2 - Relay \).

In the second phase (i.e., the SUI of the relay node), which is shown in Figure 4.4(b), the relay node amplifies the ANC mixed signal \( y_r[n] \) and forwards it to the hub. Since the relay node only amplifies and forwards \( y_r[n] \), for simplicity, we assume the received signal at the hub is the same as the mixed signal at the relay, which can be presented as

\[ y'_h[n] = A[n]e^{i\theta[n]} + B[n]e^{i\phi[n]} \]  \hspace{1cm} (4.5)

where \( A = h_1A_s \), \( B = h_2B_s \), \( \theta[n] = \theta_s[n] + \gamma_1 \), and \( \phi[n] = \phi_s[n] + \gamma_2 \). In the complex plane, \( y'_h[n] \) is a sum of two vectors, which have lengths \( A \) and \( B \) respectively. As shown in Figure 4.5, the two vectors lie on two circles with radii \( A \) and \( B \). As proved in [92], there exist two solutions for the pair \( (\theta[n], \phi[n]) \)

\[ \theta[n] = \text{arg}(y'_h[n](A + BD \pm iB\sqrt{1 - D^2})) \]  \hspace{1cm} (4.6)

\[ \phi[n] = \text{arg}(y'_h[n](A + AD \mp iA\sqrt{1 - D^2})) \]  \hspace{1cm} (4.7)

where \( D = \frac{|y'_h[n]|^2 - A^2 - B^2}{2AB} \), \( |y'_h[n]| \) is the norm, and \( \text{arg} \) is the angle of the complex number. Note that for each solution \( \theta[n] \), there is a unique solution for \( \phi[n] \). Specifically, if \( \theta[n] = \text{arg}(y'_h[n](A + BD + iB\sqrt{1 - D^2})) \), the corresponding solution of \( \phi[n] \) is \( \text{arg}(y'_h[n](A + AD - iA\sqrt{1 - D^2})) \). In addition, the amplitude of the two signals (i.e., \( A \) and \( B \)) can be estimated by the received signals [92].

Figure 4.5: Two possible solutions for the phase computation.
The next step is to estimate the phase difference between the signals from two sensors, i.e., \( \theta[n+1] - \theta[n] \) and \( \phi[n+1] - \phi[n] \). Corresponding to two potential phase pairs at each sample time, there are four possible pairs of phase differences

\[
(\Delta \theta_{xy}[n], \Delta \phi_{xy}[n]) = (\theta_x[n+1] - \theta_y[n], \phi_x[n+1] - \phi_y[n]) \quad \forall x, y \in \{1, 2\}
\]

(4.8)

Since the channel of \( SN_1 - hub \) is in a “good” condition, the hub knows the signal transmitted from \( SN_1, y_h[n] \) (cf. Equation (4.3)). Thus, the hub knows the phase difference \( \Delta \theta[n] \). Next, the hub picks the \( \Delta \theta_{xy}[n] \) that produces the smallest deviation to the \( \Delta \theta[n] \) as the optimal one, and the matching \( \Delta \phi_{xy}[n] \) is the optimal phase difference for the signal from \( SN_2 \). In the last step, the hub obtains \( SN_2 \)’s bits based on these estimated phase differences.

Since the focus of this chapter is the characteristics of on-body channels and the combination of AA and ANC, many other decoding details of ANC, such as the estimation of amplitudes A and B and the alignment of pilot sequences, are omitted in the above example. More details of the ANC technology can be found in [92]. In addition, the complexity of the A3NC is relatively low with a time complexity \( O(n) \), where \( n \) the number of sensors.

### 4.4 Performance Analyses

In this section, the performance of the proposed scheme is analyzed and compared to the existing schemes from three perspectives: total throughput, energy efficiency, and throughput balance. The AA mechanism and ANC cooperation are two key components of the proposed A3NC scheme. Three alternative schemes that do not employ both AA and ANC are considered for comparison, and their time slot schedules are depicted in Figure 4.6.

As shown in Figure 4.6, suppose a certain period \( T_c \) is allocated to the two sensors and the corresponding relay node. A3NC and the other three schemes adopt different scheduling in the period of \( T_c \).

1. **Con-TDMA**: In the conventional TDMA scheme, denoted as Con-TDMA (Figure 4.6 (a)), \( T_c \) is split into two for the SUIs of the two sensors.

2. **Only-AA**: When the AA mechanism is employed but without the cooperative communication part of A3NC, we denote the transmission scheme as Only-AA (Figure 4.6 (b)). In Only-AA, the two sensors share the whole \( T_c \) concurrently.

3. **TDMA+DNC**: On the other hand, if each of the two sensors possesses an exclusive SUI, i.e., the AA mechanism is not adopted, and the relay node forwards the Digital Network Coding (DNC) packets to the hub, we call this approach as TDMA+DNC.
In the TDMA+DNC scheme, the $T_c$ is divided into three identical parts, the first two parts are allocated to the two sensors as the exclusive SUIs, and the third time interval is assigned to the relay node to forward the DNC packets (Figure 4.6 (c)).

4. **A3NC**: In the newly proposed scheme A3NC (Figure 4.6(d)), the two sensors are assigned to a shared SUI, and the ANC is adopted as the relay technology to improve the performance.

### 4.4.1 Throughput Analysis

Before analyzing the upload throughput of the four schemes, it is necessary to examine the packet loss ratio $e$ in more detail. As introduced in Section 4.2.3, $e$ is caused by signal collisions, which only occur when two sensors perform simultaneous transmissions in the MAP duration. Thus $e$ only exists in Only-AA and A3NC. As presented in the next section, $e$ in the typical walking scenario would be small enough (about 0.022) to be ignored. However, in order to explore the performance of A3NC in other situations, rather than being limited to walking scenarios, we consider $e$ as a variable parameter in both mathematical and simulation analyses. Besides, we assume $e$ for the two sensors to be identical due to their symmetry.

- **Conventional TDMA**

We first consider the Con-TDMA scheme without the cooperation of the relay node. In this scheme, every sensor is scheduled with a dedicated uplink interval. With the notations mentioned in Section 4.2.3, the expectation of upload throughput of $SN_1$, denoted as $E(U_1)$...
(Kbps), can be calculated as

\[ E(U_1)_{Con-TDMA} = (R \times \frac{1}{2} T_c \times \frac{1}{L_p} \times \beta_1 \times L_p) \times \frac{1}{T_s} = \frac{1}{2} \frac{RT_c \beta_1}{T_s} \]  \tag{4.9} \]

Equation (4.9) is explained as follows. Since only two sensors share the time interval, every sensor occupies \( \frac{1}{2} T_c \) upload interval; \( R \times \frac{1}{2} T_c \times \frac{1}{L_p} \) is the number of packets transmitted in one beacon period by \( SN_1 \). \( R \times \frac{1}{2} T_c \times \frac{1}{L_p} \times \beta_1 \times L_p \) is the amount of bits received by the hub. The calculation for the upload throughput of \( SN_2 \), i.e., \( E(U_2) \), is similar. Thus, the expectation of the sum of upload throughput of the two sensors can be expressed as

\[ E(U_1 + U_2)_{Con-TDMA} = \frac{1}{2} \frac{RT_c}{T_s} (\beta_1 + \beta_2) \]  \tag{4.10} \]

- **Only-AA**

In the Only-AA scheme, since two sensors transmit simultaneously, the packet errors caused by signal collisions should be considered. The actual PDRs for \( SN_1 \) and \( SN_2 \) in this scheme are \( (\beta_1 - \varepsilon) \) and \( (\beta_2 - \varepsilon) \) respectively. Accordingly, the throughput of the two sensors can be expressed as

\[ E(U_1 + U_2)_{Only-AA} = \frac{RT_c (\beta_1 - \varepsilon)}{T_s} + \frac{RT_c (\beta_2 - \varepsilon)}{T_s} = \frac{RT_c}{T_s} (\beta_1 + \beta_2 - 2\varepsilon) \]  \tag{4.11} \]

- **TDMA+DNC**

The TDMA+DNC scheme adopts DNC as the cooperative technology. As Figure 4.6 (c) shows, the relay node occupies the third time interval to transmit the network coding packets to the hub. Since the packet loss in the first two time slots may be recovered in the third time slot, the probability of effective cooperative communication should be taken into account to calculate the actual PDR (denoted as \( B_1 \) and \( B_2 \)) of the TDMA+DNC scheme. If the result of whether the hub receives the packets from \( SN_1 \) is represented by a discrete random variable (D.R.V) \( X \), then let \( X = S \) denote the situation that the hub receives the packets from \( SN_1 \) successfully, and \( X = F \) represents the failure of the hub to receive the packets from \( SN_1 \). Similarly, D.R.V \( Y \) and \( R \) denote the situations for \( SN_2 \) and the relay node respectively. Hence, \( B_1 \) and \( B_2 \) can be calculated as

\[ B_1 = P_{X,Y}(S, F) + P_{X,Y}(S, S) + P_{X,Y}(F, S)P_R(S) \]  \tag{4.12} \]

\[ B_2 = P_{X,Y}(F, S) + P_{X,Y}(S, S) + P_{X,Y}(S, F)P_R(S) \]  \tag{4.13}
where \( P_{X,Y} \) is the joint probability that considers both D.R.V \( X \) and \( Y \), and \( P_R \) denotes the probability of whether the hub receives the packets from the relay node. It is worth noting that \( \beta_1 = P_{X,Y}(S,F) + P_{X,Y}(S,S) \), \( \beta_2 = P_{X,Y}(F,S) + P_{X,Y}(S,S) \) and \( \beta_r = P_R(S) \). Accordingly, \( B_1 \) and \( B_2 \) can be expressed as

\[
B_1 = \beta_1 + (\beta_2 - P_{X,Y}(S,S))\beta_r \tag{4.14}
\]

\[
B_2 = \beta_2 + (\beta_1 - P_{X,Y}(S,S))\beta_r \tag{4.15}
\]

For a general WBAN network, the probability that the packets from two sensors are received by the hub, i.e., \( P_{X,Y}(S,S) \), can be calculated in a similar way as [136]. However, since we mainly consider the walking scenarios, \( P_{X,Y}(S,S) \) can be approximated as

\[
P_{X,Y}(S,S) \approx \begin{cases} 
0; & \beta_1 + \beta_2 \leq 1 \\
(\beta_1 + \beta_2) - 1; & \beta_1 + \beta_2 > 1
\end{cases} \tag{4.16}
\]

We derive the above approximation based on the following observations. Compared to the walking cycle (about 1000 ms - see Section 3.3), the superframe (about 100 ms) is relatively short. Moreover, the two upload intervals assigned to the two sensors are typically adjacent. So, based on the statistical results in Section 3.3.4, it is reasonable to assume the PLD between the two channels remains significant and stable in one superframe. To make the approximation in Equation (4.16) clear, suppose that each sensor only sends one packet in one superframe. Accordingly, in the case of \( \beta_1 + \beta_2 \leq 1 \), the hub tends to receive only one packet either from \( SN_1 \) or \( SN_2 \) with a high probability in one superframe, instead of receiving packets from both sensors simultaneously. On the other hand, in the case of \( \beta_1 + \beta_2 > 1 \), the received signal strength from the “bad” channel is still strong enough to decode, regardless of the big PLDs between the two channels. Note that the latter case is normally caused by the increase of Tx power of sensors. Therefore, based on Equations (4.14)-(4.16), the expected overall throughput can be obtained as

\[
E(U_1+U_2)_{TDMA+DNC} = \frac{1}{3} RT_c \frac{B_1}{T_s} + \frac{1}{3} RT_c \frac{B_2}{T_s} \approx \begin{cases} 
\frac{1}{3} RT_c (\beta_1 + \beta_2)(1 + \beta_r); & \beta_1 + \beta_2 \leq 1 \\
\frac{1}{3} RT_c ((\beta_1 + \beta_2)(1 - \beta_r) + 2\beta_r); & \beta_1 + \beta_2 > 1
\end{cases} \tag{4.17}
\]

**A3NC**

As for the A3NC scheme, two sensors broadcast the data packets simultaneously in the first half period, and the ANC packet is relayed in the second half. This situation can be
considered as a combination of Only-AA and TDMA+DNC schemes. When calculating the actual PDRs, denoted as \( \tilde{B}_1 \) and \( \tilde{B}_2 \), both the cooperative communication and the packet loss caused by signal collision should be taken into account. The actual PDRs for SN\(_1\) and SN\(_2\) are expressed as

\[
\tilde{B}_1 = (\beta_1 - e) + (\beta_2 - e)\beta_r \\
\tilde{B}_2 = (\beta_2 - e) + (\beta_1 - e)\beta_r
\] (4.18) (4.19)

The first parts of Equations (4.18) and (4.19) refer to the PDRs for the SUI of the two sensors, and the second parts are the PDRs with the help of the relay node. Consequently, the upload throughput of the whole network can be written as

\[
E(U_1 + U_2)_{A3NC} = \frac{1}{2} \frac{RT_c \tilde{B}_1}{T_s} + \frac{1}{2} \frac{RT_c \tilde{B}_2}{T_s} = \frac{1}{2} \frac{RT_c}{T_s} (\beta_1 + \beta_2 - 2e)(1 + \beta_r)
\] (4.20)

By comparing the analytical results of the four schemes, we have the following important observations.

**Observation 1**

If the packet loss ratio caused by signal collisions is below the quarter of \( \beta_1 + \beta_2 \), the throughput performance of Only-AA is better than that of Con-TDMA. That is

\[
E(U_1 + U_2)_{Only-AA} > E(U_1 + U_2)_{Con-TDMA}; \quad e < \frac{1}{4}(\beta_1 + \beta_2)
\]

\[
\leq E(U_1 + U_2)_{Con-TDMA}; \quad o.w.
\]

**Observation 2**

The upload throughput of A3NC is always smaller than that of Only-AA because the PDR of the relay channel cannot exceed one, i.e., \( \beta_r \leq 1 \).

\[
E(U_1 + U_2)_{A3NC} \leq E(U_1 + U_2)_{Only-AA}
\]

**Observation 3**

The comparison between Con-TDMA and TDMA+DNC is complicated. If \( \beta_1 + \beta_2 \leq 1 \), we have

\[
E(U_1 + U_2)_{TDMA+DNC} \begin{cases} > E(U_1 + U_2)_{Con-TDMA}; & \beta_r > \frac{1}{2} \\
\leq E(U_1 + U_2)_{Con-TDMA}; & \beta_r \leq \frac{1}{2} 
\end{cases}
\]

If \( 1 \leq \beta_1 + \beta_2 \leq \frac{4}{3} \), and we denote \( Q = \frac{\beta_1 + \beta_2}{4 - 2(\beta_1 + \beta_2)} \), the relationship between these two...
schemes can be expressed as

\[ E(U_1 + U_2)_{TDMA+DNC} \begin{cases} > E(U_1 + U_2)_{Con-TDMA} ; & \beta_r > Q \\ \leq E(U_1 + U_2)_{Con-TDMA} ; & \beta_r \leq Q \end{cases} \]

If \( \beta_1 + \beta_2 > \frac{4}{3} \), the throughput of TDMA+DNC cannot exceed that of Con-TDMA. That is

\[ E(U_1 + U_2)_{TDMA+DNC} < E(U_1 + U_2)_{Con-TDMA} \]

**Observation 4**

When the PLR caused by signal collisions, i.e., \( e \), is smaller than \( \frac{1}{6}(\beta_1 + \beta_2) \). The performance of A3NC scheme surpasses that of TDMA+DNC

\[ E(U_1 + U_2)_{A3NC} > E(U_1 + U_2)_{TDMA+DNC} \]

It can be seen that both A3NC and Only-AA outperform the conventional schemes when the values of specific parameters (i.e. \( e \), \( \beta_r \) and \( \beta_1 + \beta_2 \)) satisfy certain conditions. Detail performance evaluation based on walking datasets will be provided in the next section.

In addition, if the packet losses due to signal collisions and failed cooperations are small, i.e., \( e \approx 0 \) and \( \beta_r \approx 1 \), we can derive the upper bounds for the four schemes in the walking scenarios. For brevity, denote \( M = \frac{RT_c}{Ts} (\beta_1 + \beta_2) \). The upper bounds of upload throughput for four schemes are presented in Table 4.1. We notice that the upper bounds for Only-AA and A3NC are the same, i.e., \( \frac{RT_c}{TsL_p} (\beta_1 + \beta_2) \), which achieve 2 and 1.5 throughput gains in comparison with Con-TDMA and TDMA+DNC respectively.

**Table 4.1:** The upper bounds of throughput.

<table>
<thead>
<tr>
<th></th>
<th>Con-TDMA</th>
<th>Only-AA</th>
<th>TDMA+DNC</th>
<th>A3NC</th>
</tr>
</thead>
<tbody>
<tr>
<td>Expectation of throughput</td>
<td>( \frac{1}{2}M )</td>
<td>( M )</td>
<td>( \frac{2}{3}M )</td>
<td>( M )</td>
</tr>
</tbody>
</table>

### 4.4.2 Energy Efficiency Analysis

An effective MAC layer method for energy saving is prolonging sleep time of the sensors, which also means completing data transmission in a shorter active time. Generally, recharging and changing the battery in a hub are easier than in the sensors. The relay node is deployed out of human body. Hence, in this chapter, the energy efficiencies of hub and relay are not considered. Moreover, because the behaviors of hub, relay, and sensor nodes are repeated in each beacon period, we take the active time in one beacon period as an
Table 4.2: Energy efficiency comparison.

<table>
<thead>
<tr>
<th></th>
<th>Con-TDMA</th>
<th>Only-AA</th>
<th>TDMA+DNC</th>
<th>A3NC</th>
</tr>
</thead>
<tbody>
<tr>
<td>$T_{active}$</td>
<td>$T_c$</td>
<td>$2T_c$</td>
<td>$\frac{2}{3}T_c$</td>
<td>$T_c$</td>
</tr>
<tr>
<td>$EE$</td>
<td>$\frac{1}{2}F$</td>
<td>$\frac{1}{2}F$</td>
<td>$F$</td>
<td>$F$</td>
</tr>
</tbody>
</table>

example. Note that the active state of the radio includes both Tx (transmitting) and Rx (receiving) states. Assuming the working power of sensors remains the same for both Rx and Tx states, the energy efficiency ($EE$) in Kbits/Joule can be defined as the ratio of the amount of uploading data and the power consumed in one beacon period

$$EE = \frac{E(U_1 + U_2)T_s}{T_{active}P_w}$$ (4.21)

where $T_{active}$ is the active time of the two sensors in one beacon period, and $P_w$ is the working power of the sensor. $E(U_1 + U_2)$ is the expected sum of the upload throughput of the two sensors, and it has been analyzed before. We now focus on the $T_{active}$, which can be calculated from Figure 4.6. Similar to the analysis of throughput, if $e=0$, $\beta_r=1$ and denote $F = \frac{R(\beta_1 + \beta_2)}{P_w}$, from Equations (4.21), the upper bounds of $EE$ are summarized in Table 4.2. From Table 4.2, the two cooperative schemes (TDMA+DNC and A3NC) achieve a twofold $EE$ gain, compared to Con-TDMA and Only-AA.

Combining the results in Tables 4.1 and 4.2, we find that the A3NC scheme not only achieves the highest throughput upper bound but also retains the best energy efficiency. In other words, the A3NC scheme provides a better trade-off between network throughput and energy consumption.

### 4.4.3 Throughput Balance Analysis

The above analyses consider the total upload throughput of the two sensors. In this subsection, the throughput disparity between the two sensors (i.e., $E(U_1)$ and $E(U_2)$) is taken into account, instead of only considering their sum. The aim is to assess whether the proposed A3NC scheme may result in a severe throughput imbalance between the two sensors, for example, one sensor being completely starved. We define a new parameter called the balance factor ($BF$) to evaluate whether the transmission scheme can achieve a reasonable throughput balance between the two sensors. The balance factor $BF$ is defined by the following equation

$$BF = \left| \log_2 \frac{E(U_1)}{E(U_2)} \right|$$

where $E(U_1)$ and $E(U_2)$ are the expected throughput of $SN_1$ and $SN_2$, respectively. If $BF = 0$, the two sensors achieve the same throughput, no matter whether $\beta_1$ is equal to $\beta_2$.
or not. On the other hand, the larger the $BF$ is, the bigger throughput disparity between the two sensors is. Table 4.3 summarizes the $BF$ when the relay node achieves a perfect cooperation, i.e., $\beta_r = 1$.

**Table 4.3:** Balance factor comparison.

<table>
<thead>
<tr>
<th></th>
<th>Con-TDMA</th>
<th>Only-AA</th>
<th>TDMA+DNC</th>
<th>A3NC</th>
</tr>
</thead>
<tbody>
<tr>
<td>$BF$</td>
<td>$\log_2 \left( \frac{\beta_1}{\beta_2} \right)$</td>
<td>$\log_2 \left( \frac{\beta_{1-r}}{\beta_{2-r}} \right)$</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

As shown in Table 4.3, the $BF$s of the two cooperative schemes TDMA+DNC and A3NC are zero, but the $BF$s of other two non-cooperative schemes vary with the ratio of two actual PDRs. That is because, with the help of the relay, the hub can decode the packet sent through the “bad” channel by receiving a network-coded packet from the “good” channel, which balances the throughput of the two sensors. Therefore, TDMA+DNC and A3NC achieve a better throughput balance, compared to the schemes without relay nodes.

In summary, the proposed A3NC scheme achieves a better throughput in comparison with the schemes without AA method. Meanwhile, due to the contribution of the relay node, the A3NC also achieves a better energy efficiency and throughput balance compared to the schemes without the relay.

### 4.5 Performance Evaluation

In this section, simulation results will be provided to show the performance of the A3NC scheme in terms of total throughput, energy efficiency, and throughput balance.

#### 4.5.1 Simulation Model and Configurations

The protocol stack from the PHY layer to the application layer is developed based on the Castalia framework [139] in OMNeT++. All the important default parameters of protocol stacks and hardware are listed in Table 4.4. The parameters of the routing layer are not listed in the table because the routing layer in the model only forwards packets between the application layer and MAC layer. Besides, the initial energy of the sensor is set to 2430 Joules, which is the average energy of one CR2032 lithium button battery at 3 Ohms and 225 mAh capacity. For the fairness of comparison, the SUI of the sensors and the SUI of the relay are set up to different values in different schemes to make sure that the overall time ($T_c$) remains 120 ms (as depicted in Figure 4.6).

In this chapter, both the channel gain datasets and a simulated network model are utilized to construct channel-related parameters. First, the datasets collected from our experiments are imported to simulate the variation of the path loss in time. However, these datasets only cover a limited number of walking scenarios, and the critical parameters,
Table 4.4: Simulation parameters for A3NC.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Radio Layer</strong></td>
<td></td>
</tr>
<tr>
<td>dataRate</td>
<td>512 kbps</td>
</tr>
<tr>
<td>modulationType</td>
<td>DIFFBPSK</td>
</tr>
<tr>
<td>bandwidth</td>
<td>20 MHz</td>
</tr>
<tr>
<td>carrierFreq</td>
<td>2400.0 MHz</td>
</tr>
<tr>
<td>noiseFloor</td>
<td>-101 dBm</td>
</tr>
<tr>
<td>sensitivity</td>
<td>-91 dBm</td>
</tr>
<tr>
<td>CCAthreshold</td>
<td>-95 dBm</td>
</tr>
<tr>
<td>symbolsForRSSI</td>
<td>8 bits</td>
</tr>
<tr>
<td>Tx Power</td>
<td>-38 dBm</td>
</tr>
<tr>
<td>Tx state energy consumption</td>
<td>2.9 mW</td>
</tr>
<tr>
<td>Rx state energy consumption</td>
<td>3.1 mW</td>
</tr>
<tr>
<td>Idle state energy consumption</td>
<td>0.05 mW</td>
</tr>
<tr>
<td><strong>MAC Layer</strong></td>
<td></td>
</tr>
<tr>
<td>SuperframeLength</td>
<td>160 ms</td>
</tr>
<tr>
<td>RAP1Length</td>
<td>40 ms</td>
</tr>
<tr>
<td>SlotLength</td>
<td>5 ms</td>
</tr>
<tr>
<td>pTIFS</td>
<td>0.03 ms</td>
</tr>
<tr>
<td>Data’s AckType</td>
<td>N-Ack</td>
</tr>
<tr>
<td>Control’s AckType</td>
<td>I-Ack</td>
</tr>
<tr>
<td><strong>others</strong></td>
<td></td>
</tr>
<tr>
<td>sensor’s initialEnergy</td>
<td>2430 J</td>
</tr>
<tr>
<td>simulationTime</td>
<td>50 s</td>
</tr>
</tbody>
</table>
i.e., $\beta_i$, $\beta_r$ and $e$, in each scenario are fixed. In order to verify the theoretical analyses mentioned in Section 4.4, a simulated network model should also be used to adjust $\beta_i$, $\beta_r$ and $e$. The combination of the experimental datasets and simulated network model create a more flexible simulation platform.

Figure 4.7: Simulated network model in OMNeT++.

Figure 4.7 presents the simulated network model. SP1, SP2 are the starting points for the two sensors. The reciprocating motion of the two sensors is simulated by importing the trace file, which records the path loss sequence during the walking activities. We now explain how to tune $\beta_i$, $\beta_r$ and $e$. The “Outdoor+Belt” scenario with the transceivers bound in 0 degrees is chosen as an example, and the corresponding path loss dataset is imported into the network model. First of all, the average PDR for the channel $SN_i – hub$ (i.e., $\beta_i$) can be changed by modifying the Tx power. As shown in Figure 4.8, when the Tx power of the two sensors decreases, the sum of $\beta_1$ and $\beta_2$ also diminishes. Moreover, due to the two sensors having the same Tx power, $\beta_1$ and $\beta_2$ are also approximately identical.

Figure 4.8: $\beta_1 + \beta_2$ vs. Tx power.

The average PDR of the channel $relay – hub$ (i.e., $\beta_r$) can be tuned by setting up a parameter (named PDR_Relay) in OMNeT++ to modify the behavior of the relay node. At last, the average PLR due to collisions (i.e., $e$) is controlled by changing the relative position between the two sensors’ start points (SP1 and SP2). From Figure 4.7, intuitively, the interference between the two sensors is maximized (i.e., maximum $e$), if both SP1 and
SP2 are in the left endpoint of their motion trajectories (i.e. LE1 and LE2). But, if SP1 is on LE1 and SP2 is on RE2, which is a common situation in walking scenarios, \( e \) reaches its minimum value. Accordingly, we can change the value of \( e \) by changing the two start points of the sensors. Specifically, \( e \) can be changed by introducing a shift in the path loss sequence of the channel \( SN_2 - hub \) while remaining the path loss sequence of the channel \( SN_1 - hub \). As the sampling rate is fixed, the shift in the path loss sequence can also be denoted as a time shift compared to the normal arm swing in the walking scenarios.

Figure 4.9: \( e \) vs. Time shift.

Figure 4.9 presents the curve of \( e \) versus time shift, when the Tx power of the two sensors is set to -38 dBm and \( \beta_1 + \beta_2 \) is approximately one. The case of “time shift = 0” corresponds to the normal swing motion of arm in walking scenarios. As shown in Figure 4.9, the average PLR due to collisions for normal walking scenarios is about 0.022. On the contrary, when the time shift reaches 525 ms, both \( e_1 \) and \( e_2 \) reach the maximum (about 0.5). In addition, it also implies that the cycle for chosen walking scenarios is around 1,050 ms. It is worth noting that the change of Tx power may also lead to the variation of \( e \).

### 4.5.2 Simulation Results

- **Throughput**

  Figure 4.10 shows the average total throughput of the proposed A3NC scheme in comparison with the Con-TDMA, Only-AA, and TDMA+DNC schemes in four typical walking scenarios, with consideration of four different deployment directions on the wrists. The Tx power and \( \beta_r \) are set at -38 dBm and 0.9 respectively. The “Total Throughput” here means the sum of the average upload throughput of the two sensors.

  As shown in Figure 4.10, the performances of Only-AA and A3NC are slightly below that of Con-TDMA and TDMA+DNC in the “Indoor+Collar” scenario. The reason is that, compared to the cases where the hub is deployed in the belt, the PLD is relatively small when the hub is located on the back collar. Furthermore, the significant reflection
effect in the indoor environment reduces the PLD between the two channels. Nevertheless, Only-AA and A3NC achieve a significant improvement in terms of upload throughput in the other three scenarios, which confirms the feasibility of the AA method in the real walking scenarios. Besides, due to the $\beta_r$ is set at 0.9 and $e$ is not equal to zero in the real walking scenarios, based on Equations (4.11) and (4.20), the Only-AA scheme achieve a slightly better throughput performance.

Next, we explore relationship between the upload throughput and three key parameters, i.e., $\beta_1 + \beta_2$, $\beta_r$, and $e$. Firstly, Figure 4.11 shows the results of total throughput vs. $\beta_1 + \beta_2$, when $\beta_r = 0.9$ and the time shift is 0 ms. The Tx power of two sensors is amplified to increase the sum of $\beta_1$ and $\beta_2$, hence the value of $e$ is also increased. The dash lines correspond to theoretical results derived from mathematical analyses in Section 4.4. The solid lines indicate the simulation results. Figure 4.11 clearly shows the good agreement between the mathematical analyses in Section 4.4 and the simulation results. The small deviation between the analytical and simulation curves is mainly due to two reasons. Firstly, the theoretical formulas analyze the throughput at the bit level, but the simulation model works at the packet level. The overhead of the packet header is not taken into account in the theoretical analyses. Meanwhile, because of the packetization of data, the tail end of the SUI would be a wastage of time resource when the tail period is too short to complete the transmission of one packet. Secondly, the idle interval between the transmission of two packets is not considered in the theoretical analysis.

Both theoretical and simulation results prove that Only-AA and A3NC achieve a remarkable improvement in comparison with Con-TDMA and TDMA+DNC, especially when $\beta_1 + \beta_2 = 1$. Also, it can be seen that the performances of Only-AA, TDMA+DNC and A3NC reach their plateaus when the $\beta_1 + \beta_2 > 1$. For the two schemes with the AA mechanism, based on Equations (4.11) and (4.20), the key part determining the throughput of Only-AA and A3NC is $\beta_1 + \beta_2 - 2e$, i.e., $(\beta_1 - e) + (\beta_1 - e)$. However, since the signal collisions increase with the increase of Tx power, $\beta_1 - e$ and $\beta_1 - e$ cannot exceed 0.5. Therefore, after $\beta_1 + \beta_2$ reaching one, further increase of $\beta_1$ or $\beta_2$ cannot improve the

\[
\text{Figure 4.10: Throughputs of typical walking scenarios.}
\]
total throughput. For the TDMA+DNC scheme, based on Equation (4.17), if $\beta_r = 0.9$ and $\beta_1 + \beta_2 > 1$, the increment of $\beta_1$ or $\beta_2$ affects the throughput slightly. The reason is that, if the probability of successful relay cooperation is close to one, the reception of either one packet from the two sensors can lead to the successful decoding of the other packet. In other words, when $\beta_1 + \beta_2 \geq 1$, the hub can receive both two sensors’ packets which is the best situation in one transmission process. Therefore, the upload throughput of the TDMA+DNC is saturated if $\beta_1 + \beta_2 > 1$. As for the Con-TDMA, the SUI of the two sensors are separated in the time domain and the relay node is not adopted, so the total performance of Con-TDMA scheme raises linearly with the increase of $\beta_1 + \beta_2$.

Figure 4.11: Throughput vs. $\beta_1 + \beta_2$.

Figure 4.12 shows the throughput performance as a function of $\beta_r$, with the Tx power of -38 dBm and the time shift of 0 ms. As expected, the performances of both TDMA+DNC and A3NC improve with the increase of $\beta_r$, while those of Only-AA and Con-TDMA remain constant. Besides, when the time shift is 0 and Tx power is -38 dBm (i.e., $\beta_1 + \beta_2 < 1$), $e$ is small enough to be ignored (around 0.022). Therefore, based on Equation (4.17) and (4.20), the slope of TDMA+DNC is $\frac{1}{3}(1 + \beta_r)$, while that slope of...
A3NC is \( \frac{1}{2}(1 + \beta_r) \). That is the reason that the curve of A3NC is steeper than that of TDMA+DNC. In other words, A3NC is more sensitive to the relay channel condition, which is acceptable when the relay node is deployed outside the human body.

In Figures 4.11 and 4.12, the time shift is set to 0 ms, which matches the normal swing motion of arms in walking scenarios. However, if we increase the time shift, the resulting change of \( e \) will affect the system performance. Figure 4.13 shows the throughput performance as a function of \( e \), when the other parameters are set to the default values (including \( \beta_1 + \beta_2 = 0.99 \), and \( \beta_r = 0.9 \)). As expected, the performance of Con-TDMA is not affected by \( e \), and the performances of the two schemes with the AA mechanism decrease with the increase of \( e \). Moreover, since \( \beta_r = 0.9 \), the slope of two AA schemes are almost the same. An exception is that, although the AA mechanism is not adopted in TDMA+DNC, its performance still declines with the rise of \( e \), which does not match the analysis result in Equation (4.17). The reason for this exception is that because the two SUIs of the two sensors are adjacent and are relatively short compared to the walking cycle, when \( e \) increases by changing the swing behavior of two arms, the hub tends to receive or discard both packets from the two sensors. Accordingly, the effectiveness of the relay cooperation is reduced.

**Figure 4.13:** Throughput vs. \( e \).

- **Energy Efficiency**

Figure 4.14 compares the energy efficiency of the four schemes when \( \beta_r \) and time shift are set to 0.9 and 0 ms, respectively. Since both the PDR sum of the two sensors (i.e., \( \beta_1 + \beta_2 \)) and the energy consumption are affected by the Tx power of the sensors, we evaluate the energy efficiency in different Tx power levels. The “Energy Efficiency” (EE) in Figure 4.14 represents how many megabytes (MB) of data are transmitted by consuming one joule energy of the two sensors (cf. Equation (4.21)). As mentioned before, the energy of the relays and hub are not considered in this chapter.
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Figure 4.14: Measured energy efficiency (MB/Joule) vs. Tx power.

From Figure 4.14, the energy efficiency of Only-AA, A3NC and TDMA+DNC schemes increase slightly when the Tx power decreases from -5 dBm to -38 dBm, and reduces rapidly when Tx power is below -38 dBm. The curve trend can be explained by two reasons. First, combining the simulation results in Figure 4.11 and Figure 4.8, when the Tx power is below -38 dBm (i.e., $\beta_1 + \beta_1 < 1$), the upload throughputs rise up with the increase of the Tx power, and the throughputs reach a plateau after Tx power $\geq -38$ dBm. On the other hand, the working power of the sensor is slightly reduced with the decline of Tx power. Accordingly, based on the definition of EE in Equation (4.21), the energy efficiency reaches the maximum at the point of -38 dBm. As for the Con-TDMA scheme, since its throughput declines continuously with the decrease of Tx power (see Figure 4.11), its energy efficiency experiences a similar trend. At last, combining Figure 4.11 and Figure 4.14, when the Tx power is -38 dBm, both the throughput and the energy efficiency reach the maximum. The Tx power -38 dBm is considered as the optimal value for Only-AA, TDMA+DNC, and A3NC for this simulation configuration.

Figure 4.15: The comparison of the estimated lifetime.

We also estimate the lifetime for a typical WBAN application, in which an upload traffic of 200 kbps is required for each sensor equipped with one CR2032 button battery. In
this case, the Tx powers of the two sensors are set to the optimal value: -38 dBm. Figure 4.15 shows that the estimated lifetime of Con-TDMA or Only-AA is less than 12 days, while A3NC lasts over 21 days, which is a significant improvement.

- Throughput Balance

All the above results are derived when the PDRs of two sensors are approximately equal, i.e., $\beta_1 \approx \beta_2$. Here we consider the case where $\beta_1$ and $\beta_2$ are different.

![Figure 4.16: The comparison of throughput between the two sensors.](image)

Figure 4.16 shows the average ratio between the upload throughput of the two sensors, $E(U_2)/E(U_1)$, as a function of $\beta_2/\beta_1$. The curves of both TDMA+DNC and A3NC are almost constant and are approximately equal to one, i.e., $E(U_1) \approx E(U_2)$. That means the two schemes with relay cooperation can achieve a better throughput balance between the two sensors. In contrast, when the relay node is not utilized (Con-TDMA and Only-AA schemes), the difference between $E(U_1)$ and $E(U_2)$ increases significantly with the decrease of $\beta_2/\beta_1$. The simulation results in Figure 4.16 also confirm our analysis in Table 4.3.

In summary, the simulation results confirm the theoretical analyses in Section 4.4. In contrast to conventional methods, the newly proposed A3NC scheme achieves a significant throughput improvement (about 10%-40% in normal walking scenarios), while attaining substantial power saving. Besides, with the help of cooperative communication, A3NC maintains a good throughput balance between two correlated sensor nodes.

### 4.6 Chapter Summary

Motivated by the significant PLD (Path Loss Discrepancy) between two on-body channels in walking scenarios, in this chapter, we propose a novel cross-layer network coding scheme, called A3NC, to achieve a better trade-off between energy consumption and
throughput. The A3NC scheme integrates the ANC technology in the PHY layer and a time slot allocation algorithm in the MAC layer to improve transmission performance in the walking scenarios. In A3NC, two sensors with a significant path loss discrepancy simultaneously transmit packets to the relay and hub. Then, the relay forwards network coding packets to the hub and the hub performs the decoding process after the first two phases. We derived the mathematical analyses for the proposed A3NC from three perspectives, namely sum throughput, energy efficiency, and throughput balance, in comparison with three other existing schemes. Moreover, by importing the channel gain data collected from walking scenarios, we build a Castalia-based simulation model to validate the performance of A3NC. Simulation results show that the A3NC scheme achieves the best trade-off between the energy efficiency and the throughput, compared to the other three existing schemes. Meanwhile, A3NC provides a better sum throughput than the Con-TDMA and TDMA+DNC and roughly the same sum throughput as the Only-AA one. To the best of our knowledge, this is the first work attempting to bridge network coding to a spatially correlated WBAN system.
Chapter 5

Dynamic Slot Scheduling for Daily Life Scenarios in WBANs

5.1 Introduction

In recent years, many dynamic schemes which adjust key transmission parameters in accordance with the real-time channel state or application requirement have been proposed to meet the transmission challenges in WBANs. Among these works, Adaptive Duty Cycle (ADC) [14], [52]–[54] and Transmission Power Control (TPC) [20], [22], [23], [25], [28], [38], [41] are the two key research topics. However, both ADC and TPC methods require additional hardware or software costs on the sensor side. In this chapter, we focus on the Dynamic Slot Scheduling (DSS) method, which dynamically optimizes the permutation of time slots in each superframe. Because of the advantages in collision-free and energy efficiency, the TDMA-based approach is put forth as one of the most appropriate MAC solutions. However, due to the high volatility of on-body channels, a simple static TDMA allocation may lead to a significant waste. Specifically, if a time slot is assigned to a particular sensor node with a bad channel to the hub (coordinator or sink), the data packets from this sensor are prone to be lost. This slot cannot be used by any other node that may have a good link. This not only wastes the energy but also decreases the throughput. Ideally, we would like to allocate a transmission slot to a sensor node only when the state of its link to the hub allows a successful data transfer. The core idea of DSS methods is scheduling the time slots according to the variation of link conditions, rather than a fixed scheduling. It is worth noting that all the additional controls are added to the hub and there is no increase in sensors’ complexity.

The core idea of DSS has been somewhat mentioned in the literature, which is usually referred to as “opportunistic scheduling” in the context of cellular networks [57]. However, traditional opportunistic scheduling approaches are not compatible with WBAN systems as they require that the slave nodes are continuously available for communication [11].
requirement is unacceptable for the energy-constrained sensors, which are in a sleep mode most of the time. Besides, most opportunistic scheduling methods for cellular networks do not consider the peculiarities of WBAN channels, e.g., high variation and predominant shadowing from the body. As introduced in Chapter 2, there are also some DSS works proposed for WBANs. However, most existing works use a two-state Markov model to describe the on-body channel, which is insufficient for the complex WBAN application scenarios, especially the daily scenarios with mixed activities. In this chapter, motivated by the significant temporal autocorrelation of the on-body channels in the human daily activity scenarios, a Temporal Autocorrelation-based DSS method (DSS-TA) is proposed. DSS-TA utilizes a temporal autocorrelation model to estimate the on-body channel condition for future time slots and then optimizes the permutation of scheduled time slots for all connected sensor nodes based on the estimation results. The new method is designed to be compatible with the IEEE 802.15.6 standard.

The major contributions of this chapter are as follows:

• We first propose to utilize a temporal autocorrelation model to optimize the slot scheduling and detail its implementation in IEEE 802.15.6. The new method jointly takes the latest and historical channel states into consideration, thus achieving a more accurate prediction of channel conditions.

• We evaluate the performance of our DSS-TA method through importing the real channel datasets into the simulation model. Simulation results show that, compared to conventional DSS methods, the new method achieves a much better performance in terms of Packet Loss Ratio (PLR).

Our publication [127] is based on the content of this chapter.

The rest of the chapter is organized as follows. The system model and problem formulation are presented in Section 5.2. Section 5.3 details the newly proposed DSS-TA method. Performance evaluation results based on the real channel datasets are presented in Section 5.4. Finally, Section 5.5 summarizes this chapter.

## 5.2 System Model and Problem Formulation

### 5.2.1 System Model

In this chapter, we consider a one-hop star topology composed of one hub and a number of sensors. As the health monitoring is considered as the application of interest, all sensors periodically upload data packets to the hub. In the MAC layer, the MAC model of the IEEE 802.15.6 standard [4] is adopted. In the IEEE 802.15.6 standard, a hub shall operate in three types of access modes: beacon mode with superframes, non-beacon mode with superframes, and non-beacon mode without superframes. As stated before, the beacon mode with superframes provides the most flexible option in terms of access phases, we
consider this mode in this chapter. As shown in Figure 5.1, one active superframe (beacon period) consists of two access phases: Random Access Phase (RAP1) and Managed Access Phase (MAP). Both RAP1 and MAP consist of several time slots with same length, i.e., $T_s$. In the RAP1, the CSMA/CA (Carrier Sense Multiple Access/Collision Avoidance) access method is performed to exchange management and control packets, including the connection request and assignment packets. In the MAP, the TDMA access method is utilized to schedule the upload interval for sensor nodes. After the scheduling of the hub, the exclusive upload intervals for the sensor nodes are located in the MAP. For brevity, we call the exclusive intervals as SUIs (Scheduled Upload Intervals). In this study, we assume that the hub assigns the same length of SUI to each sensor in one superframe, and we call this constraint as “fairness constraint”. It is worth noting that for comparison, we also consider the method which the hub allocates the time slots only based on the channel condition, without the restriction of the equal SUI length. However, as presented in Section 5.4, there exists a significant imbalance in the data rate of different sensors in the latter case. For the radio layer, all wireless devices operate in a half-duplex mode and no relay nodes are used in the network. All sensors are configured with the same transmission power level. As the hub device is usually less energy-constrained, the transmission power level of the hub is higher than that of sensors. Therefore, the downlink channels (from the hub to the sensors) are assumed to be much more reliable than the uplink channels (from the sensors to the hub).

## 5.2.2 Problem Formulation

In the classical TDMA method, upon accomplishing the scheduling in the first TDMA round, the order of SUI for all sensor nodes will remain the same for several TDMA rounds. However, some time slots may be occupied by a sensor with a bad channel condition to the hub. These time slots cannot be assigned to another sensor that may have a better link. Moreover, as the sensor is assigned to an interval with a bad channel condition, it also loses the opportunity to have a better channel condition in another interval. Unlike the static TDMA method, DSS methods focus on the problem of how to dynamically schedule the time slots in each superframe. Ideally, DSS methods aim to allocate transmission slots to a sensor only when the state of its link to the hub is likely to result in a successful data
Figure 5.2: Time slot scheduling problem.

Assuming there are $n$ sensors ($SN_1 - SN_n$) in the network, and each MAP is split into $m$ slots with the same duration (cf. Figure 5.1), denoted as $TS_1, TS_2, \ldots, TS_m$. Each sensor node is assigned with $q$ slots to upload data packets in MAP, so there are $\lfloor m/q \rfloor$ available intervals. We denote $K(i)$ as the SUI assigned to $SN_i$, $1 \leq K(i) \leq \lfloor m/q \rfloor$, and vector $K = (K(1), K(2), \ldots, K(n))$ represents the SUI permutation in one MAP. Theoretically, the total number of possible values of $K$ is the n-permutation of $\lfloor m/q \rfloor$, i.e., $\prod_{i=0}^{n-1}(\lfloor m/q \rfloor - i)$, for each superframe. In DSS methods, $K$ does not remain the same across different superframes, which is the key difference compared to a static TDMA assignment. Let us consider the example in Figure 5.2. Assuming there are three sensors in the network and five time slots in one MAP, each sensor is assigned one time slot, i.e., $m = 5$, $n = 3$, and $q = 1$. In the previous beacon period, $TS_2$, $TS_1$, and $TS_4$ are assigned to $SN_1$, $SN_2$ and $SN_3$, respectively, i.e., $K = (2, 1, 4)$. In the static TDMA method, $K$ remains the same for several superframes. Our aim is to choose the optimal value of $K$ for the current superframe based on the historical channel information.

The main target of all DSS methods is to minimize the packet loss from the sensors to the hub. More specifically, at the start of each superframe, the permutation of SUI for the current superframe should be optimized based on the following criteria:

$$\min_K \sum_{i=1}^{n} p_i(K(i))$$

for $i \neq j$, $K(i) \leq \lfloor m/q \rfloor$ and $K(i) \neq K(j)$

(5.1)

where $p_i(K(i))$ represents the average PLR (Packet Loss Ratio) of the link “$SN_i$-Hub” in the $K(i)^{th}$ time interval. Therefore, the more accurate estimation of $p_i(K(i))$, the better performance of the DSS method. However, estimating the full channel state information at the start of each round is not trivial, especially in the dynamic WBAN scenarios. The key challenge of DSS schemes is how to predict the channel conditions using the channel information from the previous superframes and then optimize the time slot scheduling in the current superframe based on the prediction results.
5.3 Proposed DSS-TA Method

In the proposed DSS-TA method, the hub predicts the channel condition based on a temporal autocorrelation model at the beginning of each superframe. Specifically, DSS-TA consists of three parts: channel information collection, PLR prediction, and slot permutation optimization. Except for the first part that needs the assistance of sensor nodes, DSS-TA is mainly implemented on the hub side, which is considered to be less constrained by energy, storage, and computation resources.

5.3.1 Channel Information Collection

As presented in Equation (3.1), historical channel gains are needed at the granularity of time slots to calculate the latest autocorrelation coefficient. Intuitively, the hub could collect the channel conditions by receiving the upload packets from the sensor nodes. However, every sensor node only uploads the data packets during their SUI, which misses the channel information during the other time slots. Meanwhile, if multiple sensor nodes simultaneously upload packets to the hub, it may result in severe signal collisions. Therefore, broadcast from the hub to all sensors, i.e., downlink transmission, is used to track the channel condition. As demonstrated in [117] and [128], the on-body channels show prominent reciprocity in narrowband communication environments, which means the channel profiles of downlink and uplink are about the same. Therefore, the channel gain of uplink channels can be estimated by the measurement of the downlink channel. Specifically, the hub keeps broadcasting control or sample packets to all sensors, then the sensor nodes will feedback the RSSI values to the hub during their SUIs.

Consider an example in Figure 5.3. There are five time slots ($TS_1$ – $TS_5$) in the MAP, and three sensor nodes ($SN_1$ – $SN_3$) are assigned one time slot each. In order to record the channel gain for each time slot, we introduce an extra subslot in the tail of each time slot. On the hub side, depending on whether the current time slot is free or not, the hub shall broadcast one control or sample data packet, respectively, to all sensor nodes in the extra subslot. If the current time slot is assigned to a sensor (i.e., $TS_1$ – $TS_3$ in Figure 5.3), the hub shall broadcast a B-Ack packet during the extra subslot. The B-Ack packet means block acknowledgment packet, which is combined with the block acknowledgment later (L-Ack) packet to support the L-Ack & B-Ack acknowledgment policy of IEEE 802.15.6. In DSS-TA, L-Ack & B-Ack policy is adopted in the uplink data transmission. That means the Ack policy field of all data packets would be set to L-Ack, except the last data packet in each time slot which is set to B-Ack. On the other hand, if the current time slot is set as free ($TS_4$ and $TS_5$ in Figure 5.3), instead of broadcasting the acknowledgment packet, the hub shall broadcast a sample packet to all sensor nodes during the extra subslot. At the sensor side, if the current time slot is assigned to a certain sensor, this sensor will stay in a normal active state. Otherwise, the sensor will be in the sleep state. During
the extra subslots, three sensor nodes will stay in Rx (reception) state to receive B-Ack or sample packets from the hub. Upon receiving the B-Ack or sample packet from the hub, the sensor nodes record the RSSI values and assemble them into the headers of data packets, which would be uploaded during the next superframe. Note that the hub knows the Tx power level of the B-Ack or sample packets, thus, it is easy to calculate the channel gain (or path loss) after receiving the historical RSSI values. By this approach, the hub keeps track of the channel conditions of each channel in every time slot, while the sensor nodes only stay active during the extra subslots and its allocated interval. Although an extra subslot is only a small portion of a time slot, the extra subslots still consume extra energy compared. In Chapter 6, by introducing TPC (Transmission Power Control), the extra energy consumption will be removed.

In DSS-TA, the hub stores the channel gain data of the latest 2 seconds, which contain 400 channel gain values for each sensor. Note that, choosing an appropriate sample size to estimate the autocorrelation is not a trivial task. On one hand, with the increase of sample size, more data points are utilized to calculate the channel autocorrelations, which may appear to result in a more accurate estimation of autocorrelation. On the other hand, since the sampling frequency is fixed, a bigger sample size means these data points are collected from a wider time span. However, as demonstrated in [116], on-body channels show a low probability of WSS assumption outside the time span of 500 ms. In other words, the timeliness of autocorrelation calculation is weakened with the increase of sample size. In fact, there exists a trade-off between accuracy and timeliness when choosing the sample size. We will explore the effect of the sample size in Section 5.4.
5.3.2 Packet Loss Ratio Prediction

We first introduce the temporal autocorrelation model used to predict the PLR. Suppose the sensor node $SN_i$ transmits a data packet to the hub with the transmission power $P_{Tx}$, and the hub receives the packet with the power $P_{Rx}$. Then the channel gain for the channel \textit{"SN}_i\textendash\textit{Hub} is defined as

$$ G_i|_{dB} = P_{Rx}|_{dBm} - P_{Tx}|_{dBm} $$ \hspace{1cm} (5.2)

Meanwhile, as proved in [119], [120], [128], [140], the lognormal distribution provides a good fit for the long-term average on-body channel gain. Therefore, the channel gain in the channel \textit{"SN}_i\textendash\textit{Hub} can be described by a Gaussian random variable (r.v.)

$$ G_i|_{dB} \sim N(\mu_i, \sigma_i^2) $$ \hspace{1cm} (5.3)

where $\mu_i$ and $\sigma_i$ are the mean and standard deviation of the channel gain, respectively. Note that both $\mu_i$ and $\sigma_i$ depend directly on the type of human activity, the position of transmitting and receiving nodes, and propagation environment. In this study, we assume the variation of the channel gain is a WSS process within 500 ms, thus $\mu_i$ and $\sigma_i$ remain the same within 500 ms. Accordingly, the channel gains within this period follow the same distribution

$$ G_i(T_0) \sim N(\mu_i, \sigma_i^2) \hspace{1cm} (5.4) $$
$$ G_i(T_0 + \tau) \sim N(\mu_i, \sigma_i^2) \hspace{1cm} \tau \leq 500\text{ms} \hspace{1cm} (5.5) $$

where $G_i(T_0)$ and $G_i(T_0 + \tau)$ are the channel gains at the time instants $T_0$ and $T_0 + \tau$, respectively. Therefore, the joint distribution of the two channel gains recorded at different time instants can be expressed as [141]

$$ (G_i(T_0), G_i(T_0 + \tau)) \sim N(\mu_i, \mu_i, \sigma_i^2, \sigma_i^2, \rho_i(\tau)) \hspace{1cm} (5.6) $$

where $\rho_i(\tau)$ denotes the autocorrelation coefficient for a time lag of $\tau$. Furthermore, the conditional distribution of $G_i(T_0 + \tau)$ can be deduced to [141]:

$$ G_i(T_0 + \tau) \sim N((1 - \rho_i(\tau))\mu_i + \rho_i(\tau)G_i(T_0), (1 - \rho_i^2(\tau))\sigma_i^2) \hspace{1cm} (5.7) $$

The PLR is the probability of the received signal power below the pre-defined receiving power threshold. Thus, the PLR for the time instant $T_0 + \tau$ is given by

$$ p_i(T_0 + \tau) = \text{Prob}(P_{Rx}(T_0 + \tau) \leq P_{Rx}^*) $$
$$ = \text{Prob}(G_i(T_0 + \tau) + P_{Tx}(T_0 + \tau) \leq P_{Rx}^*) $$
$$ = \text{Prob}(G_i(T_0 + \tau) \leq G^*) $$ \hspace{1cm} (5.8)
where $p_i(T_0 + \tau)$ is the PLR, $P_{Tx}(T_0 + \tau)$ and $P_{Rx}(T_0 + \tau)$ are the signal transmitting and receiving power respectively, $P_{Rx}^*$ is the pre-defined receiving power threshold, and $G^* = P_{Rx}^* - P_{Tx}(T_0 + \tau)$ is defined as the channel gain threshold. Consequently, combining Equations (5.7) and (5.8), $p_i(T_0 + \tau)$ can be predicted by

$$p_i(T_0 + \tau) = \int_{-\infty}^{G^*} f_{G_i(T_0+\tau)}(G_i) dG_i$$

$$= \Phi\left( \frac{G^* - (1 - \rho_i(\tau))\mu_i - \rho_i(\tau)G_i(T_0)}{\sigma_i \sqrt{1 - \rho_i^2(\tau)}} \right)$$

(5.9)

where $f_{G_i(T_0+\tau)}(G_i)$ is the probability density function of $G_i(T_0 + \tau)$, and $\Phi(\cdot)$ is the cumulative distribution function of the standard normal distribution.

Equations (5.7)-(5.9) are called the temporal autocorrelation model (TAM), which is first proposed in [141]. In [141], the TAM model is used to choose dynamically between the relay and direct transmissions. In DSS-TA, the collected historical channel gain data is combined with TAM at the hub side to predict the PLR for each channel.

Based on Equation (5.9), the following parameters: $G_i(T_0)$, $\mu_i$, $\sigma_i$ and $\rho_i(\tau)$ are required in the hub side. Firstly, the latest channel gain record in the previous superframe is chosen as $G_i(T_0)$. Then, the channel gain expectation $\mu_i$ and standard deviation $\sigma_i$ can be estimated by the sample mean ($\hat{\mu}_i$) and sample standard deviation ($\hat{\sigma}_i$)

$$\hat{\mu}_i = \bar{G}_i = \frac{1}{n} \sum_{x=1}^{n} G_i(x)$$

(5.10)

$$\hat{\sigma}_i = \sqrt{\frac{1}{n} \sum_{x=1}^{n} (G_i(x) - \bar{G}_i)^2}$$

(5.11)

where $G_i(x)$ ($x = 1, 2, \ldots, n$) are the historical channel gain records, and $n = 400$ is the sample size. Next, we will calculate the autocorrelation coefficient $\rho_i(\tau)$. We convert the time lag of $\tau$ to the number of time slots, i.e., $[\tau/T_s]$. Hence, $\rho_i(\tau)$ can be estimated as $\gamma_i([\tau/T_s])$, based on Equation (3.1). In addition, in order to predict the channel condition for multiple future time slots, the hub should calculate an autocorrelation coefficient vector for each channel. In DSS-TA, the autocorrelation coefficients within the time lag of 500 ms are calculated. For instance, if the length of one time slot is 5 ms, each autocorrelation vector has $500/5 = 100$ elements, which are denoted for the channel “SN_i-Hub” as $\gamma_i = (\gamma_i(1), \gamma_i(2), \gamma_i(3), \ldots, \gamma_i(100))$. Besides, when the time lag exceeds 500 ms, the autocorrelation coefficient is considered as $\gamma_i(100)$. 
5.3.3 Slot Permutation Optimization

As presented in Equation (5.1), the aim of DSS approaches is to find a permutation of SUI, i.e., $K$, to minimize the sum of PLR of all links. In fact, the process of finding an optimal $K$ for the current superframe can be converted into a minimum-cost matching problem in a bipartite graph. The bipartite graph can be denoted as $G = (U, V, E)$, where $U$ and $V$ denote the sensor node set and time interval set, respectively, $E$ denotes the edges between the two subsets. In the DSS-TA, the cost of the edge from the sensor $SN_i$ to the time interval $x$, namely $TI_x$, is weighted by the average PLR of the link “$SN_i$-Hub” during $TI_x$.

If each sensor is assigned with $q$ time slots, the length of one time interval equals $q \times T_s$, and the predicted PLR for one time interval is estimated as the mean value of $q$ predicted PLR values within that time interval. Accordingly, using the PLR prediction algorithm mentioned before, a $|U| \times |V|$ adjacency matrix can be built to represent the bipartite graph, and the entries of the matrix are all estimated PLR values. $|U|$ and $|V|$ denote the size of the sets $U$ and $V$, respectively. The assignment problem in the bipartite graph can be solved by the Hungarian algorithm [142], which is also called as Kuhn-Munkres algorithm. In addition, the time complexity in worst cases of this algorithm depends is $O(J^3)$, $J = \max\{n, \lfloor m/q \rfloor\}$, where $n$ the number of sensors and $\lfloor m/q \rfloor$ is the number of time intervals. Considering both $n$ and $m$ are below 256 [4], this complexity is acceptable.

Figure 5.4 illustrates the process of finding the minimum-cost matching. There are three sensor nodes in the network and five time slots in one MAP, and suppose each sensor is assigned with one time slot, i.e., $n = |U| = 3$, $m = |V| = 5$ and $q = 1$. Figure 5.4 (a) presents the predicted PLR matrix for the current superframe. The entry at the coordinate $(a, b)$ denotes the predicted average PLR for the channel “$SN_a$-Hub” during $T S_b$. By performing the Hungarian algorithm on this matrix, the selected edges are depicted in Figure 5.4 (b). The optimal slot scheduling is that $TS_5, TS_4,$ and $TS_1$ are assigned to $SN_1, SN_2,$ and $SN_3$ respectively, i.e., $K = (5, 4, 1)$. The cases when $q > 1$ are similar, except that the cost of each edge is the mean value of $q$ predicted PLR values within the considered time interval.
In short, at the start of each beacon period, the hub performs the PLR prediction algorithm to predict the PLRs for each time interval in the MAP and then performs the Hungarian algorithm to calculate the optimal permutation vector $K$. Then the optimal $K$ is inserted into the beacon packet, which would be broadcasted to all sensor nodes. Upon receiving the beacon packet, sensor nodes obtain their exclusive upload intervals, set radio state timer, and control their data uploading process in the scheduled time slots.

5.4 Performance Evaluation

In this section, we evaluate the performance of the proposed DSS-TA. To do that, we build a simulation model as follows. The channel datasets collected from our measurement campaigns are imported into the simulation model to represent the variation of actual on-body channels in the daily scenarios. To demonstrate the effectiveness of DSS-TA, we compare the performance of the DSS-TA method with the following methods.

1. **Static TDMA**: The uplink time slots of all sensors are fixed after being assigned in the first superframe. The order of sensors’ SUIs is chosen randomly in the first superframe.

2. **Random**: Unlike the static approach, the random scheme re-schedules the time slots at the start of each superframe, and the permutation of SUI is selected randomly.

3. **Flipping**: The flipping method schedules all “bad” links of the previous superframe last, preserving the order in which they were observed. Meanwhile, it schedules all “good” links first but reversing the order in which they were observed in the previous superframe. The original Flipping [58], [59] method assumes the number of sensors is identical to the number of available upload intervals. In this section, we consider a more general version where the number of available upload intervals may be larger than the number of sensors. Accordingly, some slots located in the middle of the MAP may remain idle.

4. **Perfect prediction**: This scheme is designed to explore the upper bound of DSS approaches. The hub is assumed to know exactly the channel gain of any time slot in the next beacon period. Therefore, the perfect prediction method can optimize the assignment based on the accurate value of channel gain. This method is infeasible for real WBAN systems because it assumes perfect prediction of future states.

5. **Fairness unconstrained**: Unlike all the aforementioned methods, this method does not restrict the SUI length for the sensors. A sensor may obtain the whole time slots if the channel condition from the sensor to the hub is predicted as the best during the MAP. On the other hand, another sensor may not be allocated any time slot to...
upload packets due to its bad channel conditions. For the purpose of comparison, the fairness unconstrained method adopts the PLR prediction mechanism which we propose in the DSS-TA method. The hub adopts a greedy strategy to schedule the time slots, each time slot is assigned to the sensor with the lowest predicted PLR.

5.4.1 Simulation Model and Configurations

We build the simulation model from wireless channels to the application layer based on the Castalia framework [139]. Compared to other simulators, Castalia provides more realistic network features, such as accurate realistic radio model, clock drift, and energy consumption model. All the important default parameters of the protocol stack and hardware are listed in Table 5.1. In the wireless channel layer, the “TraceChannel” model is selected, in which the on-body channels are simulated by the channel datasets collected from our measurement campaign, i.e., $CD_1$, $CD_2$, ..., $CD_{16}$. Corresponding to the 16 channel datasets, we carry 16 simulations for each simulation configuration by importing different channel datasets to the simulation model. Because each channel realization lasts 3,600 seconds (1 hour), the simulation time is also set to 3,600 seconds. The functions of application and routing layer are relatively simple. The application layer generates sample data packets with the rate of “PacketRate”, and the routing layer forwards packets between the application layer and MAC layer. In the MAC layer, one time slot is set to 5 ms. The 4 ms period in the front is used for uploading data packets and the 1 ms period at the end is the extra subplot used for receiving B-Ack or sample packets from the hub. As for the radio layer, all the parameters are set based on a low power RF transceiver module: CC2420 [143]. Besides, taking the overheads of different layers into account, the size of one data frame is 110 bytes (87+10+7+6), hence the transmission delay for one frame is $(110 \times 8)/250 = 3.52$ ms (the transmission rate is 250 Kbits/sec). Taking the guard time and $pSIFS$ (short interframe separation time) into account, the sensor nodes only transmit one data packet in one time slot.

5.4.2 Simulation Results

As mentioned before, there exists a trade-off between accuracy and timeliness when choosing the sample size in DSS-TA. By presenting the relationship between the PLR and the sample size, we explore the best sample size for daily scenarios. Four channel datasets collected from four test subjects, i.e., $CD_1$, $CD_5$, $CD_9$, and $CD_{13}$, are selected as the examples to show the PLR as a function of the sample size. As shown in Figure 5.5, the PLR reaches the minimum when the sample size is about 400. Since the sampling frequency of our measurements is 200 Hz, 400 data points corresponding to the time duration of 2 seconds. The accuracy of autocorrelation estimation is weakened by a sample size smaller than 400. On the other hand, when the sample size is bigger than 400, the
Table 5.1: Simulation parameters for DSS-TA.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Application Layer</strong></td>
<td></td>
</tr>
<tr>
<td>PacketSize</td>
<td>87 bytes</td>
</tr>
<tr>
<td>PacketRate</td>
<td>30 Pkts/s</td>
</tr>
<tr>
<td><strong>Routing Layer</strong></td>
<td></td>
</tr>
<tr>
<td>PacketOverhead</td>
<td>10 bytes</td>
</tr>
<tr>
<td><strong>MAC Layer</strong></td>
<td></td>
</tr>
<tr>
<td>SuperframeLength</td>
<td>70 ms</td>
</tr>
<tr>
<td>RAP1Length</td>
<td>10 ms</td>
</tr>
<tr>
<td>SlotLength</td>
<td>5 ms</td>
</tr>
<tr>
<td>SubslotLength</td>
<td>1 ms</td>
</tr>
<tr>
<td>SUI</td>
<td>10 ms</td>
</tr>
<tr>
<td>pTIFS</td>
<td>0.03 ms</td>
</tr>
<tr>
<td>Data’s AckType</td>
<td>L-Ack &amp; B-Ack</td>
</tr>
<tr>
<td>Control’s AckType</td>
<td>I-Ack</td>
</tr>
<tr>
<td>PacketOverheader</td>
<td>7 bytes</td>
</tr>
<tr>
<td><strong>Radio Layer</strong></td>
<td></td>
</tr>
<tr>
<td>dataRate</td>
<td>250 kbps</td>
</tr>
<tr>
<td>modulationType</td>
<td>PSK</td>
</tr>
<tr>
<td>bandwidth</td>
<td>20 MHz</td>
</tr>
<tr>
<td>carrierFreq</td>
<td>2400.0 MHz</td>
</tr>
<tr>
<td>noiseFloor</td>
<td>-101 dBm</td>
</tr>
<tr>
<td>sensitivity</td>
<td>-95 dBm</td>
</tr>
<tr>
<td>CCAthreshold</td>
<td>-95 dBm</td>
</tr>
<tr>
<td>symbolsForRSSI</td>
<td>8 bits</td>
</tr>
<tr>
<td>Tx Power</td>
<td>-15 dBm</td>
</tr>
<tr>
<td>FrameOverheader</td>
<td>6 bytes</td>
</tr>
<tr>
<td>pTimeSleepToTx</td>
<td>0.05 ms</td>
</tr>
<tr>
<td>pTimeSleepToRx</td>
<td>0.05 ms</td>
</tr>
<tr>
<td><strong>others</strong></td>
<td></td>
</tr>
<tr>
<td>Wireless Channel</td>
<td>TraceChannel</td>
</tr>
<tr>
<td>simulationTime</td>
<td>3600 s</td>
</tr>
</tbody>
</table>
PLR increases slightly. The reason is that, when the time duration is longer than 2 seconds (corresponding to 400 data points), the non-stationary property of on-body channels starts to offset the accuracy despite having more data points, leading to an increase of the PLR. Accordingly, the latest 400 channel gain values are chosen as the sample data points to perform the PLR prediction algorithm in both the proposed DSS-TA and the fairness unconstrained method.

Next, the comparison between the DSS-TA method and the fairness unconstrained method is presented. The comparison will explain the reason for introducing the “fairness constraint”, where all sensors shall have the same length of SUI in each MAP. Taking four typical channel datasets \(CD_1, CD_5, CD_9, \) and \(CD_{13}\) as the examples, the upload data rate for each sensor and average data rate are depicted in Figure 5.6. As expected, the fairness unconstrained method exhibits a better performance in terms of the average data rate. However, in most cases, the fairness unconstrained method shows a significant discrepancy of data rates between different sensor nodes. We consider the significant discrepancy as “unfairness” between sensors. Specifically, \(SN_{RW}, SN_{RA}, SN_{LA}\) are severely starved in \(CD_1, CD_9, \) and \(CD_{13}\), respectively. In other words, the discrepancy of data rates between different sensor nodes could be significant and unpredictable in the fairness unconstrained method. If the WBAN application aims at the maximum average data rate and does not require a minimum data rate for the sensor nodes, the fairness unconstrained method may be the best choice. However, the unpredictable and significant discrepancy is not suitable for the majority WBAN applications. This is the rationale for introducing the “fairness constraint” in this chapter.

The following simulations will focus on the comparison among four DSS methods, namely the static, random, flipping, perfect prediction, and newly proposed DSS-TA
methods under the “fairness constraint”. Since these schemes comply with the “fairness constraint”, the data rates of all sensors would be roughly same. Hence the average upload packet loss ratio (PLR) is considered to be the main performance metric. We first explore the PLR performance when adopting different levels of Tx power. Clearly, boosting the Tx power can decrease the PLR, but also increases the power consumption, which is strictly limited in WBAN systems. On the other hand, a low Tx power may cause the PLR to exceed the guideline of PLR in WBAN system. As summarized in [144], a PLR less than 10% is considered as a guideline in this study. Accordingly, we set the range of Tx power from $-18$ dBm to $-8$ dBm. Figure 5.7 shows the PLR performance of different scheduling methods by importing the first channel dataset $CD_1$ into the simulation model. As expected, the PLR decreases with the increase of Tx power. The proposed DSS-TA is significantly better than the static, flipping and random methods.

Figure 5.8 shows the mean and standard deviation of PLR reduction over the static method for the four DSS methods, namely the random, flipping, perfect prediction and DSS-TA. Note that the PLR reduction over the static method represents the percentage of the improvement in terms of PLR, compared to the static method, defined as \((PLR_{static} - PLR_{DSS})/PLR_{static}\). Clearly, DSS-TA achieves a much better PLR reduction (6.43%-10.28%) in comparison with the conventional flipping method (0%-2.89%). Figure 5.8 also shows that the PLR reduction of DSS-TA is more significant when the Tx power is higher.
The superframe length (the duration of one beacon period) is another key parameter. We now focus on exploring the PLR as a function of the superframe length. To avoid a significant decrease in throughput when extending the superframe length, we prolong the SUI for sensors with the extension of the superframe length. Specifically, we allocated one more time slot (5 ms) to each sensor when the superframe length is augmented by 35 ms. Figure 5.9 presents the simulation results by importing the first channel dataset CD₁, while Figure 5.10 illustrates the mean and standard deviation of the PLR reduction over the static method.

From Figure 5.9 and Figure 5.10, we have the following observations. Firstly, as expected, the PLR performances of both static and random methods do not change with the extension of the superframe length. Secondly, the performance of the perfect prediction method continuously improves with the extension of the superframe length. The reason may be the “bad” channel has a longer time to recover when a longer superframe length is adopted. Besides, since the perfect prediction scheme represents the upper bound performance of DSS methods, this observation also indicates that DSS methods have more potential when a longer superframe is adopted. Thirdly, the performance of DSS-TA slightly improves when the superframe length increases from 35 ms to 105 ms, then it degrades with the prolongation of superframes. On one hand, when the superframe is too short, there is not enough time to “revive” the “bad” channels, even the TAM model could provide an accurate PLR prediction. On the other hand, the channel autocorrelation decreases with the extension of the superframe length. Thus, the accuracy of PLR prediction results also decreases when a longer superframe is adopted, which decreases the performance of DSS-TA. At last, we found that when the superframe length is larger than 490 ms, the flipping and DSS-TA methods achieve the roughly same performance.
Figure 5.8: PLR reduction over the static method vs. Tx power level, superframe length 70 ms.

Figure 5.9: PLR vs. superframe length, $P_{Tx} = -15$ dBm, $CD_1$. 
Compared to the flipping method, the TAM used in the DSS-TA considers not only the latest channel gains but also the channel gains in the past two seconds. Therefore, this observation indicates that TAM may not provide further accuracy in terms of channel condition prediction when the target future time slot is far away. However, a superframe length longer than 490 ms is normally impractical for most WBAN applications, because even for non-medical applications, the packet latency should be less than 250 ms [144], which limits the superframe to at most 250 ms. Accordingly, except for the applications that are not constrained with respect to packet latency, the DSS-TA provides a more accurate estimation of future channel conditions and hence achieves a better transmission performance in terms of PLR.

5.5 Chapter Summary

In this chapter, we focus on exploring DSS (Dynamic Slot Scheduling) methods in daily activity scenarios for WBAN systems. Based on the analyses in Chapter 3, the autocorrelation of on-body channels is significant within a time lag of 500 ms, regardless of the location of transceiver or test subject. Motivated by the significant autocorrelation, we propose a new slot scheduling method, namely DSS-TA. In DSS-TA, the hub uses a temporal autocorrelation model to predict PLR for future time slots. Then, the slot scheduling problem is transformed into a minimum-cost bipartite matching problem, and the edges in the bipartite are weighted by the predicted average PLRs. DSS-TA is designed to be compatible with the IEEE 802.15.6 standard. We add an extra subslot at the tail of each time slot to keep track the variation of channel gains. At the beginning of every

![Figure 5.10: PLR reduction over the static method vs. superframe length, $P_{Tx} = -15$ dBm.](image)
beacon period, the hub broadcasts the slot scheduling decision to the sensor nodes. To evaluate its performance, the real channel realizations are imported into our simulation model to mimic the channel condition variation in the daily life scenarios. Simulation results show that the DSS approach exhibits a great potential in decreasing the PLR for daily scenarios. Moreover, we find that the superframe length is a key parameter which affects not only the upper bound of DSS methods but also the performance of the flipping and DSS-TA methods. There exists a superframe threshold for the flipping and DSS-TA method when the superframe length is shorter than the threshold, DSS-TA is more effective than the flipping method. When the superframe length is longer than the threshold, DSS-TA almost remains the same performance with the flipping method. In the daily activity scenarios, the threshold is around 490 ms. Considering the packet latency requirement for the majority WBAN applications is below 250 ms, DSS-TA is a more feasible choice.

In addition, we also explore the effect of transmission power on the sensor side. The transmission power level is a key parameter affecting both PLR and energy consumption. DSS method may provide a new insight to balance the trade-off between transmission reliability and energy consumption.

In this chapter, all sensor nodes are assumed to have the same Tx power level and the Tx power do not change over time. We will explore the combination of transmission power control and DSS methods in the next chapter.
Chapter 6

Joint Transmission Power Control and Relay Cooperation for WBAN Systems

6.1 Introduction

With the developments and technological advancements in Micro-Electro-Mechanical Systems (MEMS) technology and integrated circuits, especially industry’s migration to smaller process technologies, the power consumption of microprocessors (MPUs) or microcontrollers (MCUs) has reduced significantly. On the other hand, the energy consumption from wireless communication, especially RF front ends, becomes a significant component for the sensor node. Accordingly, designing an effective Transmission Power Control (TPC) scheme is of great importance for WBAN systems. As introduced in Chapter 2, TPC refers to the adaptive method which optimizes the transmission power based on the channel conditions or QoS requirements. In fact, as a classical research topic, TPC has been extensively explored in the context of cellular networks and WSNs (Wireless Sensor Networks). However, due to the presence of the human body, the extremely low power requirement and high flexibility requirement of transmission protocol designs, simple adoption of the TPC methods designed for other networks is not appropriate. For example, the TPC method not only should consider the energy consumption but also the temperature rise of the human tissue resulting from the radiation absorption. A prolonged temperature rise within the body tissue may result in tissue damage, blood flow reduction in certain organs and enzymatic reactions [145].

Although applying TPC approach at the sensor side is capable of reducing the energy consumption, only considering TPC may not be sufficient to meet the stringent transmission reliability requirement of some WBAN applications, e.g., m-medical or e-health WBAN systems. In recent years, there are some works exploring relay-aided TPC methods in WBANs to achieve a better balance between energy consumption and transmission reliability. In [29], the authors propose a dynamic cooperative transmission scheme based
on the last round channel condition. When the direct channel is too bad to complete the packet transmission, the relay-aided two-hop transmission is introduced to improve the transmission reliability. In the scheme proposed in [26], the diversity gain from the two-hop relay link is utilized to decrease the outage probability, and radio transmission power control is integrated into sensor and relay nodes to extend the system lifetime and mitigate the signal interference from other WBAN systems. To achieve a better balance between transmission reliability and energy efficiency, the work of [30] proposes to jointly consider TPC, relay selection, and transmission time, and then convert the problem of controlling these parameters to a non-convex mixed-integer optimization problem.

Integrating Network Coding (NC) and cooperative communication in the context of WBANs is another research topic, which has been discussed in Chapter 2. However, most of the existing works either consider multi-hop or cluster-based network topology. Given that the transmission range of WBAN is usually limited to 2-5 meters, the feasibility of these two topologies in the context of WBANs is questionable. Moreover, most of the existing NC schemes for WBANs neglect the direct (or one-hop) transmission, which is considered as the most important component for WBAN systems.

In this chapter, we focus on the adaptive transmission protocol in the real daily life WBAN scenarios. Inspired by the autocorrelation analyses presented in Chapter 3, we propose an Autocorrelation-based Adaptive Transmission (AAT) scheme which jointly considers TPC, DSS (Dynamic Slot Scheduling) and two-hop cooperation. Firstly, the slot scheduling results are taken into account to optimize the transmission power level on the sensor side. Then, in order to further improve the transmission reliability, AAT provides an advanced cooperation option in which the two-hop transmission mechanism is designed to utilize the spatial diversity. The newly proposed scheme is designed on the basis of IEEE 802.15.6. The channel datasets collected from real WBAN daily scenarios are imported into our simulation model to carry out the performance evaluation. The simulation results demonstrate that the AAT significantly improves the transmission reliability and enhances the energy efficiency. Besides, considering extensive research works explore the application of NC technology in WBAN systems, we also provide a primary performance evaluation of the effectiveness and feasibility of NC technology in practical WBAN systems where both one-hop and two-hop transmissions are taken into account.

The main contributions of this chapter are summarized as follows.

- Motivated by the significant autocorrelation feature of on-body channels, we propose an adaptive TPC algorithm. The new TPC method optimizes the transmission power level based on the autocorrelation characteristic between two consecutive superframes.
- Since DSS operations are carried out at the hub, a DSS mechanism is incorporated into the newly proposed TPC method to further optimize the transmission power.
- The combination of TPC and two-hop relay cooperation is explored. We detail the protocol implementation on the basis of IEEE 802.15.6, including relay node selection,
relayed node selection and adaptive allocation of relay slots.

- The performances of the proposed protocol are evaluated using the measured channel data collected from the real daily scenarios. The evaluation results show that the newly proposed protocol achieves a remarkable high PDR (Packet Delivery Ratio) while the energy consumption remains at a low level.

The contents of this chapter were partly published in [146].

The rest of the chapter is organized as follows. In Section 6.2, the system model is presented. Section 6.3 details the newly proposed AAT method. The performance evaluation results are presented in Section 6.4. Finally, Section 6.5 summarizes this chapter.

6.2 System Model

In this section, the network architecture, channel model, and the energy consumption model are described.

6.2.1 Network Model

In this chapter, we consider the WBAN composed of $n$ on-body sensor nodes (denoted as $SN_1, SN_2, \ldots, SN_n$) and one hub node. All sensor nodes periodically upload monitoring data to the hub. Then, these monitoring data are transmitted to a data server or remote sink node by the hub, but the off-body link is out of the scope of this chapter. As shown in Figure 6.1, both one-hop (direct) transmission and two-hop (relay) transmission are considered in the star topology. In the case of Figure 6.1, the two sensors on the wrists act as the relay nodes. Specifically, the right wrist node is scheduled to relay the packets from the sensor located on the head and the sensor bound on right knee, while the left wrist node is assigned to relay the data packets from the left ankle. Note that a sensor node is called a relayed node only when its packets are scheduled to be relayed by a relay node. In this chapter, the relay nodes are not dedicated, they are selected from sensor nodes.

The uplink transmissions for all sensor nodes are regulated in a TDMA fashion, where each sensor node has its own SUI (Scheduled Upload Interval) to transmit monitoring data to the hub, and the selected relay node has its SRI (Scheduled Relay Interval) to transmit the packets. As for the exchange of management and control packets, the CSMA/CA access method is performed before the SUIs of sensor nodes. Specifically, we adopt the beacon mode with superframes in the IEEE 802.15.6 standard [4], as this mode provides the most flexible options in terms of access phases. As shown in Figure 6.2, one active beacon period (superframe) consists of two access phases: Random Access Phase (RAP1) and Managed Access Phase (MAP). The CSMA/CA access method is adopted in the RAP1 phase, which occupies a fixed length after the transmission of beacon packet. The time
The period in the MAP phase is divided into two sub-phases: Direct Transmission Phase (DTP) and Relay Transmission Phase (RTP) to support both one-hop and two-hop transmissions. The SUIs assigned to sensor nodes are located in DTP. As demonstrated in Chapter 5, if we do not constrain the SUIs of all sensors at the same length, there exists an unpredictable and significant data rate discrepancy between different sensors. Therefore, in this chapter, we still consider the “fairness constraint”, in which all sensor nodes are allocated with SUIs of the same length. As for the RTP, the SRI assigned to the relay node is located in this phase to forward the packets from relayed nodes. Both DTP and RTP consist of multiple time slots with the same length. In Figure 6.2, the last four time slots in the MAP are set as the RTP. If each sensor node is assigned with the SUI with two time slots, the relay node is capable to forward the data packets from at most 2 relayed nodes during the RTP. In order to focus on evaluating the performance of TPC and relay cooperation, the No acknowledgment (N-Ack) policy is adopted in the uplink. This means the packets from sensor nodes do not require an acknowledgment from the recipient, either immediately or later. Moreover, all hub, relay and sensor nodes are considered to operate in the half-duplex mode.

The hub performs the slot scheduling, relay/relayed nodes selection, and transmission power control, and then embeds these decisions into the beacon packet at the beginning of a superframe. If a sensor node also acts as a relay node, it would stay at the Rx state during the SUI(s) of the relayed node(s) to listen and receive the packets from the relayed node(s), and it would try to send the received packets to the hub in RTP. On the other hand, if a sensor node does not act as a relay node, except for the corresponding SUI period, the sensor would stay in the sleep mode in other time slots of the MAP.
6.2.2 Channel Model

According to the experiments illustrated in [20], the Packet Loss Ratio (PLR) is a function of RSSI. The PLR could remain around zero when RSSI is larger than a certain threshold. In this chapter, this threshold is referred to as Rx sensitivity. and we recognize that a packet is correctly received when its RSSI value is greater than the Rx sensitivity. The RSSI of a packet can be expressed as follows:

\[ \text{RSSI} = P_{Tx} - \text{Pathloss} \]  \hspace{1cm} (6.1)

where \( P_{Tx} \) represents the transmission power of this packet at the transmitter and \( \text{Pathloss} \) is the path loss that the packet undergoes. Since the \( P_{Tx} \) of a sensor node can be adjusted based on a TPC algorithm, the key part of modeling the on-body channel is describing the variation of path loss. As discussed before, the path loss of on-body channels is affected by many factors, such as the shadowing effect of human tissues and the mobility of the human body. In this work, the on-body channels in the daily scenarios are classified into two categories: direct channel and relay channel (cf. Figure 6.1). Specifically, the channel between the sensor and the hub is called the direct channel, while the channel from the sensor node to the relay node is denoted as the relay channel. Since the relay node is a sensor node, the channel between the relay node and the hub is also a direct channel.

- **Direct Channel Model**

Due to the high variability of on-body channels, neither distance-based nor other formula-based methods seem to be sufficient to describe the on-body channel condition, especially in the dynamic scenarios. Therefore, adopting channel datasets collected from the real daily scenarios to model the on-body channel is a better choice. The portable wireless transceivers introduced in Chapter 3 are used to collect the on-body channel gain data. As the on-body channels show a prominent reciprocity in narrowband communication environments [117], [128], the channel profiles of downlink and uplink are approximately the same. Therefore, these channel datasets collected from the experiment are utilized to model the on-body channels, including downlink and uplink. More details about these
experiments and the analyses of channel gain datasets can be found in Chapter 3.

- **Relay Channel Model**

Our portable wireless transceivers work in a half-duplex mode, and the path losses of all direct channels are recorded by broadcasting sample packets from the hub to the sensors. Therefore, the path loss information between different sensors is missing in the channel datasets, which means the relay channel is not represented in these datasets. In this study, we adopt a relatively straightforward relay model in which the channel condition from the relayed node to the relay node is described by one parameter $PLR_r$, i.e., the packet loss ratio for the channel from relayed node to the relay node. Moreover, as we focus on the channel condition from source or relay nodes to the hub, these parameters for all relay channels are assumed to be the same. Accordingly, the success of one two-hop transmission is decided by not only the channel gain recorded in the channel datasets but also the parameter $PLR_r$.

**6.2.3 Energy Consumption Model**

There are considerable energy consumption models designed for WBANs in the literature, e.g. the model used in [30], [147], [148]. However, most of these works do not take the energy consumption of the radio state transition and the energy consumption in sleep mode into account, and the transmission time is simply equal to the time interval allocated to the transmitter. To achieve a more accurate calculation of energy consumption, we adopt the energy consumption model in the network simulator Castalia [139], which we believe is quite accurate for WBANs. Besides, as the hub node is usually considered to be less constrained by energy, we focus on the energy consumption of sensor nodes.

Because the MAC layer works in the beacon mode with superframes and the superframe length is defined as a fixed parameter in IEEE 802.15.6, taking the energy consumption in one superframe is enough to explain the energy consumption model. In each superframe, the energy consumption for one sensor node consists of four parts: the energy consumption in the Tx state, the energy consumption in the Rx state, the energy consumption in the sleep state, and the energy consumption used to complete the state transition. Hence, the energy consumption in one superframe for one sensor can be expressed as follows

$$E_{\text{sum}} = E_{\text{Tx}} + E_{\text{Rx}} + E_{\text{sleep}} + E_{\text{transition}}$$  \hspace{1cm} (6.2)

where $E_{\text{Tx}}, E_{\text{Rx}}, E_{\text{sleep}}$ and $E_{\text{transition}}$ represent the four components of the whole energy consumption, respectively. Figure 6.3 illustrates the variation of radio states during one SUI or SRI. $T_{xy}$ in the figure refers to the transition delay from state $x$ to state $y$, $pSIFS$
is the time interval between two consecutive transmissions. As the default active state is Rx state, the radio returns to the Rx state after completing each transmission.

We first detail the calculation of $E_{Tx}$ in one superframe as follows

$$E_{Tx} = P_{Tx} \times T_{Tx} \quad (6.3)$$

where $P_{Tx}$ stands for the transmission power that the sensor node adopts in the superframe, and $T_{Tx}$ represent the time in the Tx state. Note that the value of $P_{Tx}$ may vary in different superframes since TPC is considered in this study. The length of $T_{Tx}$ varies with the role of the sensor in that beacon period. If the node does not act as a relay node, $T_{Tx}$ can be expressed as

$$T_{Tx} = \frac{L_p}{R} \times \left[ 1 + \frac{SUI - (T_{sleep2Tx} + L_p/R)}{L_p/R + pSIFS} \right] \quad (6.4)$$

where $R$ (Kbps) refers to the transmission rate, which is assumed to be the same for all sensors. $L_p$ (Kbits) denotes the length of one data packet or frame. $\frac{L_p}{R}$ is the time of transmitting one data packets. As the sensor only transmit packets during its SUI, the number of transmitting packets is $\left[ 1 + \frac{SUI - (T_{sleep2Tx} + L_p/R)}{L_p/R + pSIFS} \right]$ which is denoted as $PN_1$.

Hence, the time duration in Tx state is $\frac{L_p}{R} \times PN_1$. On the other hand, if the sensor is selected as a relay node, it not only transmits its own data packets during its SUI but also forwards the relaying packets. In this case, the $T_{Tx}$ can be calculated as

$$T_{Tx} = \frac{L_p}{R} \times \left( PN_1 + \left[ 1 + \frac{SRI - (T_{sleep2Tx} + L_p/R)}{L_p/R + pSIFS} \right] \right) \quad (6.5)$$

If we denote the number of relaying packets as $PN_2 = \left[ 1 + \frac{SRI - (T_{sleep2Tx} + L_p/R)}{L_p/R + pSIFS} \right]$, the
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$T_{Tx}$ for a relay node can be expressed as $\frac{L_p}{R} \times (PN_1 + PN_2)$.

Next, we detail the calculation of $E_{Rx}$, which can be expressed by

$$E_{Rx} = P_{Rx} \times T_{Rx}$$  \hspace{1cm} (6.6)

where $P_{Rx}$ denotes the power when sensor node is in the Rx state, and $T_{Rx}$ represents the time duration in this state. Similar to the calculation of $T_{Tx}$, whether a node acts as a relay node affects the length of $T_{Rx}$. If the node does not act as a relay node, the $T_{Rx}$ is given by

$$T_{Rx} = (PN_1 - 1)(pSIFS - T_{Tx2Rx} - T_{Rx2Tx})$$

$$+ \left( SUI - T_{sleep2Tx} - \frac{L_p}{R} - T_{Tx2Rx} - (PN_1 - 1) \times (pSIFS + \frac{L_p}{R}) \right)$$  \hspace{1cm} (6.7)

Partitioned by the plus sign, the $T_{Rx}$ in Equation (6.7) has two parts. The first part is the $Rx$ time between two consecutive packet transmissions, and the second part is the $Rx$ time at the end of SUI, which is not long enough to transmit one data packet. The calculation of $T_{Rx}$ for a relay node is more complicated than a sensor node. It not only includes the $Rx$ time during SUI and SRI but also includes the time spent on receiving the data packets from relayed nodes

$$T_{Rx} = (PN_1 - 1)(pSIFS - T_{Tx2Rx} - T_{Rx2Tx})$$

$$+ \left( SUI - T_{sleep2Tx} - \frac{L_p}{R} - T_{Tx2Rx} - (PN_1 - 1) \times (pSIFS + \frac{L_p}{R}) \right)$$

$$+ (PN_2 - 1)(pSIFS - T_{Tx2Rx} - T_{Rx2Tx})$$

$$+ \left( SRI - T_{sleep2Rx} - \frac{L_p}{R} - T_{Tx2Rx} - (PN_2 - 1) \times (pSIFS + \frac{L_p}{R}) \right)$$

$$+ (SRI - T_{sleep2Rx} \times \alpha)$$  \hspace{1cm} (6.8)

Partitioned by the plus signs, the first two parts are similar to the Equation (6.7), which represent the $Rx$ time during its SUI. The middle two parts are the $Rx$ time during its SRI to forward the relaying packets to the hub. The last parts is the duration when the relay node stays in the $Rx$ state to receive the data packets from relayed node(s). Note that we introduce a parameter $\alpha$, which varies with the number of relayed nodes and whether their SUIs are adjacent. For example, if two sensor nodes are selected as the relayed nodes and their SUIs are not adjacent, $\alpha$ is two. On the other hand, if their SUIs are adjacent, $\alpha$ is one.

Then, we calculate the energy consumption of the state transition. We first detail this
kind of energy consumption for a sensor node, which can be expressed as follows

\[ E_{\text{transition}} = P_{\text{sleep2Tx}} \times T_{\text{sleep2Tx}} + (P_{N1} - 1)(P_{TX2Rx} \times T_{TX2Rx} + P_{RX2Tx} \times T_{RX2Tx}) + P_{TX2Rx} \times T_{TX2Rx} + P_{RX2sleep} \times T_{RX2sleep} \]

(6.9)

Partitioned by the plus signs, the first and the last two parts in Equation (6.9) represent the energy consumption of state transition before and after the data packet transmissions, respectively. The second part is the energy consumption of the state transition during the transmissions of consecutive data packets. Next, if the node is selected as the relay node, the energy consumption used to complete the radio state transitions is calculated by:

\[ E_{\text{transition}} = P_{\text{sleep2Tx}} \times T_{\text{sleep2Tx}} + (P_{N1} - 1)(P_{TX2Rx} \times T_{TX2Rx} + P_{RX2Tx} \times T_{RX2Tx}) + P_{TX2Rx} \times T_{TX2Rx} + P_{RX2sleep} \times T_{RX2sleep} + (P_{\text{sleep2Rx}} \times T_{\text{sleep2Rx}} + P_{RX2sleep} \times T_{RX2sleep}) \times \alpha \]

(6.10)

The first eight lines of Equation (6.10) represent the energy consumptions of the state transitions during its SUI and SRI. The last line calculates the energy consumption of the state transition during the SUI(s) of the relayed node(s). The value of \( \alpha \) varies with the number of relayed nodes and whether their SUIs are adjacent, its meaning has been explained in Equation 6.8.

At last, the energy consumption in sleep state can be expressed as

\[ E_{\text{sleep}} = P_{\text{sleep}} \times T_{\text{sleep}} \]

(6.11)

where \( P_{\text{sleep}} \) represents the power when a sensor node is in the sleep mode, and \( T_{\text{sleep}} \) is the time duration in the sleep mode. The \( T_{\text{sleep}} \) in one superframe is not provided in this section, as it can be easily calculated by subtracting the time in other three radio states from the superframe length.

In this study, we adopt the energy consumption parameters from the CC2420 radio chip [143]. The power consumptions in different states for CC2420 are listed in Table 6.1,
Table 6.1: The power consumptions in different states for CC2420.

<table>
<thead>
<tr>
<th>State</th>
<th>Output (dBm)</th>
<th>Power (mW)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Rx</td>
<td>-</td>
<td>62</td>
</tr>
<tr>
<td>Sleep</td>
<td>-</td>
<td>1.4</td>
</tr>
<tr>
<td></td>
<td>0</td>
<td>57.42</td>
</tr>
<tr>
<td></td>
<td>-1</td>
<td>55.18</td>
</tr>
<tr>
<td></td>
<td>-3</td>
<td>50.69</td>
</tr>
<tr>
<td></td>
<td>-5</td>
<td>46.2</td>
</tr>
<tr>
<td></td>
<td>-7</td>
<td>42.24</td>
</tr>
<tr>
<td></td>
<td>-10</td>
<td>36.3</td>
</tr>
<tr>
<td></td>
<td>-15</td>
<td>32.67</td>
</tr>
<tr>
<td></td>
<td>-25</td>
<td>29.04</td>
</tr>
</tbody>
</table>

Table 6.2: The transition delay and power consumption for CC2420.

<table>
<thead>
<tr>
<th>From</th>
<th>To</th>
<th>Power (mW)</th>
<th>Delay (ms)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sleep</td>
<td>Rx</td>
<td>62</td>
<td>0.194</td>
</tr>
<tr>
<td>Sleep</td>
<td>Tx</td>
<td>62</td>
<td>0.194</td>
</tr>
<tr>
<td>Rx</td>
<td>Sleep</td>
<td>1.4</td>
<td>0.05</td>
</tr>
<tr>
<td>Rx</td>
<td>Tx</td>
<td>62</td>
<td>0.01</td>
</tr>
<tr>
<td>Tx</td>
<td>Sleep</td>
<td>1.4</td>
<td>0.05</td>
</tr>
<tr>
<td>Tx</td>
<td>Rx</td>
<td>62</td>
<td>0.01</td>
</tr>
</tbody>
</table>

while the transition delay and power between different states are detailed in Table 6.2.

6.3 Proposed Transmission Scheme

Given that the hub is typically more powerful than the sensor nodes in terms of storage and computational resources, it is desirable to push more control and computational tasks to the hub. In the proposed AAT scheme, except for requiring the capacity of changing transmission power and optional relaying at the sensor side, the hub side implements all control and calculation operations, including channel condition prediction, transmission power level decision, and adaptive relaying scheduling, etc. Specifically, AAT scheme consists of three main steps, which are summarized as follows:

1. The hub keeps track of the channel conditions from all sensor nodes, and then predicts the channel condition in the next TDMA round based on a temporal autocorrelation model.

2. Based on these predicted channel conditions, the hub adjusts the transmission power and reschedules the SUI order for all sensors.
3. After configuring the transmission power and SUI order, some channels may still be predicted to be in an outage state. In this case, the hub selects the relay and relayed nodes based on the predicted channel conditions, and then schedules the relay slots adaptively.

6.3.1 Channel Condition Prediction

The temporal autocorrelation model used to predict the channel condition is firstly introduced. Suppose the sensor node $SN_i$ transmits a data packet to the hub with the transmission power $P_{Tx}$, and the hub receives the packet with a signal power of $P_{Rx}$. Then the channel gain for the channel “$SN_i$-Hub” is defined as

$$G_i|_{dB} = P_{Rx}|_{dBm} - P_{Tx}|_{dBm} \quad (6.12)$$

Meanwhile, as proved in [119], [120], [128], [140], the lognormal distribution provides a good fit for a long-term average on-body channel gain. Therefore, the channel gain in the channel “$SN_i$-Hub” can be described by a Gaussian random variable (r.v.)

$$G_i|_{dB} \sim N(\mu_i, \sigma_i^2) \quad (6.13)$$

where $\mu_i$ and $\sigma_i$ are the mean and standard deviation of the channel gain, respectively. Note that both $\mu_i$ and $\sigma_i$ depend directly on the type of human activity, the position of transmitting and receiving nodes, and propagation environment. As proved in [116], the variation of the channel gain can be considered as a WSS process within 500 ms. If the superframe length is less than 250 ms, the channel gain for this channel in the next superframe follows the same distribution

$$G_i(S) \sim N(\mu_i, \sigma_i^2) \quad (6.14)$$
$$G_i(S+1) \sim N(\mu_i, \sigma_i^2) \quad (6.15)$$

where $G_i(S)$ and $G_i(S+1)$ are the channel gains in the superframe $S$ and $S+1$, respectively. Therefore, the joint distribution of the two channel gains recorded during two consecutive superframes can be expressed as

$$(G_i(S), G_i(S+1)) \sim N(\mu_i, \mu_i, \sigma_i^2, \sigma_i^2, \rho_i) \quad (6.16)$$

where $\rho_i$ denotes the autocorrelation coefficient between the two channel gains recorded in the two adjacent superframes. Furthermore, the conditional distribution of $G_i(S+1)$ can be deduced to

$$G_i(S+1) \sim N\left((1-\rho_i)\mu_i + \rho_i G_i(S), (1-\rho_i^2)\sigma_i^2\right) \quad (6.17)$$
Now, the expectation of the channel gain in the next superframe $S + 1$ can be estimated by $(1 - \rho_i)\mu_i + \rho_i G_i(S)$. In fact, Equation (6.17) can be considered as a “lite version” of the temporal autocorrelation model (TAM) used in Chapter 5. Since the work in the previous chapter focuses on the DSS, the hub should keep track of the channel condition at the granularity of time slots to accurately calculate the autocorrelation coefficient between different time slots. To this end, an extra wake-up period was introduced at the price of additional energy consumption. In this chapter, the autocorrelation characteristic is used to optimize the TPC, in which the energy consumption is one of the primary metrics. For this reason, we propose the simplified TAM which only needs the channel information by receiving normal data packets from sensor or relay nodes.

### 6.3.2 Transmission Power Control

To estimate the channel condition in the next superframe using the Equation (6.17), the following parameters $G_i(S)$, $\mu_i$, $\sigma_i$ and $\rho_i$ are required in the hub side. Firstly, the latest channel gain record in the previous superframe is chosen as $G_i(S)$. Then, channel gain expectation $\mu_i$ and standard deviation $\sigma_i$ can be estimated by the sample mean ($\hat{\mu}_i$) and sample standard deviation ($\hat{\sigma}_i$).

\[
\hat{\mu}_i = \bar{G}_i = \frac{1}{N} \sum_{x=1}^{N} G_i(x) \tag{6.18}
\]

\[
\hat{\sigma}_i = \sqrt{\frac{1}{N} \sum_{x=1}^{N} (G_i(x) - \bar{G}_i)^2} \tag{6.19}
\]

where $G_i(x) (x = 1, 2, \ldots, N)$ are the historical channel gain records, and $N$ is the sample size. According to the discussion in Section 5.4, there exists a trade-off between accuracy and timeliness when choosing the sample size. In this chapter, we adopt the optimal sample size used in Chapter 5, i.e., recording the channel gain values of the past 2 seconds. For example, if the superframe length is 80 ms, the hub stores the latest $\lfloor 2000/80 \rfloor = 25$ channel gain values. Next, we calculate the autocorrelation coefficient $\rho_i$ based on the following equation

\[
\rho_i = \frac{\sum_{x=1}^{N-1} (G(x) - \bar{G}_i)(G(x + 1) - \bar{G}_i)}{\sum_{x=1}^{N} (G(x) - \bar{G}_i)^2} \tag{6.20}
\]

where $G_i(1) \ldots G_i(N)$ are sample channel gain values recorded in $N$ consecutive superframes.

At the beginning of each superframe, the hub performs the calculations of $G_i(S)$, $\hat{\mu}_i$, $\hat{\sigma}_i$ and $\rho_i$ for each channel, i.e., $SN_i - hub, i = (1, 2, \ldots, n)$. Then the adaptive algorithm presented in Algorithm 2 is carried out to decide the transmission power level for each sensor in the current superframe.
Algorithm 2: Adaptive transmission power control method

**Input:** The known channel gains in the last superframe, i.e.,
\[ G_1(S), G_2(S), \ldots, G_n(S). \]

**Input:** Autocorrelation coefficients between two consecutive superframe, i.e.,
\[ \rho_1, \rho_2, \ldots, \rho_n. \]

**Input:** Sample means, i.e., \( \hat{\mu}_1, \hat{\mu}_2, \ldots, \hat{\mu}_n. \)

**Input:** Sample standard deviations, i.e., \( \hat{\sigma}_1, \hat{\sigma}_2, \ldots, \hat{\sigma}_n. \)

**Output:** The transmission power levels of \( n \) sensor nodes for current superframe, i.e.,
\[ P_{Tx_1}(S+1), P_{Tx_2}(S+1), \ldots, P_{Tx_n}(S+1). \]

**Output:** The scheduled SUI orders of \( n \) sensor nodes for current superframe, i.e.,
\[ O_1(S+1), O_2(S+1), \ldots, O_n(S+1). \]

1. Define \( TxLevel = [-25, -15, -10, -7, -5, -3, -1, 0] \);
2. for \( i \leftarrow 1 \) to \( n \) do
   3. \[ \hat{G}_i(S+1) = (1 - \rho_i)\hat{\mu}_i + \rho_i G_i(S); \]
5. Sorting array \( \hat{G}_1(S+1), \hat{G}_2(S+1), \ldots, \hat{G}_n(S+1) \) in a descending order;
6. \( O_i(S+1) \) is the order of \( \hat{G}_i(S+1) \) in the sorted array;
7. for \( i \leftarrow 1 \) to \( n \) do
   8. \[ M_i(S+1) = \hat{\sigma}_i \times (BasicMargin + O_i(S+1) \times GradientMargin); \]
   9. \[ P_{Tx_i}(S+1) = \arg\min_x TxLevel[x] \geq (Rx_{sensitivity} - \hat{G}_i(S+1) + M_i(S+1)); \]
10. end
Algorithm 2 requires the following four inputs: the last known channel gain, auto-correlation coefficients between two consecutive superframes, the sample means, and the sample standard deviations. These inputs are used to schedule the SUI order and adapt the transmission power. Correspondingly, there are two output arrays: transmission power array \( \{P_{T \times 1}(S + 1), P_{T \times 2}(S + 1), \ldots, P_{T \times n}(S + 1)\} \) and SUI order array \( \{O_1(S + 1), O_2(S + 1), \ldots, O_n(S + 1)\} \). Specifically, the radio output powers in different transmission levels are predefined in Line 1. Since the CC2420 chip is adopted, the \( T_{xLevel} \) array is configured based on the parameters listed in Table 6.1. Lines 2-4 computes the expectation of channel gains in the current superframe by adding the sample mean to the last known channel gain, and the weights of these two part are adjusted by the value of autocorrelation coefficient. Lines 5-6 re-adjust the order of sensors’ SUIs in the way that the sensor with the best channel quality, i.e., the highest expectation of the channel gain, is scheduled in the first position of DTP (Direct Transmission Phase), and the sensor with the worst channel quality is scheduled at the end of DTP. The rationale behind such scheduling is that all “bad” links are given a longer time to recover (i.e., to get out of the outage), while the “good” links are assigned to front positions to ensure a high probability of successful delivery. Lines 7-10 are used to finalize the transmission power levels for the \( n \) sensor nodes. \( M_i(S + 1) \) refers to the transmission power margin for \( SN_i \), which takes the channel variation into account to ensure that the RSSI is higher than the Rx sensitivity (RSSI threshold). \( BasicMargin \) and \( GradientMargin \) are two margin parameters used to adjust the sensitivity of TPC to the order of SUI. In this chapter, the adaptation of the two margin parameters is not considered, they are configured at fixed values. At last, the minimum predefined output power levels that is equal or higher than the target transmission powers, i.e., \( \hat{G}_i(S + 1) + M_i(S + 1), i = 1, 2, \ldots, n \), are selected. In addition, as we adopt “Bubble Sorting” algorithm in Line 5, the time complexity in worst cases of this algorithm is \( O(n^2) \), where \( n \) is the number of sensors.

After performing Algorithm 2 at the beginning of each beacon period, the hub obtains the two arrays: \( \{P_{T \times 1}(S + 1), P_{T \times 2}(S + 1), \ldots, P_{T \times n}(S + 1)\} \) and \( \{O_1(S + 1), O_2(S + 1), \ldots, O_n(S + 1)\} \). These two arrays are embedded into the beacon packet which would be broadcasted to all sensor nodes. Upon receiving the beacon packet, sensor nodes set their radio state timer, control data packet uploading based on their SUI scheduling, and their transmission power level based on the configured values.

### 6.3.3 Two-hop Cooperative Option for AAT

The major advantage of TPC methods lies in significantly reducing the energy consumption of sensor nodes. However, WBAN applications also have a stringent requirement in terms of PLR, e.g., m-medical or e-health WBAN systems. As shown in Section 6.4 later, when the channel is in deep fading, the PLR might still be over 10% even with the maximal
transmission power. In this sense, only considering TPC may not be enough for WBAN applications with a high transmission reliability requirement. As one of the most classical mechanisms to decrease the PLR, retransmission schemes arrange the retransmission of lost packets after detecting the packet loss. However, retransmission schemes are only effective when the outage duration is significantly shorter than the packet delivery deadline, but this premise may not be valid in the daily WBAN scenarios. As shown in Chapter 3, over 50% of outage durations exceed 10 ms in the real WBAN scenarios. In this case, the immediate retransmission may have a high probability of failure, which results in energy waste. On the other hand, the delayed retransmission may cause severe transmission delay, which is also unacceptable for many WBAN applications. Accordingly, cooperative transmission approaches are presented as a promising solution to further improve the transmission reliability. As cooperative communication has the advantage of spatial diversity, the packets from nodes in an outage duration could be delivered by the relay node instead.

In AAT schemes, the two-hop cooperative communication is considered as an option when a lower PLR is required or a severe channel fading is detected. As a relay node not only sends its own packets but also assists the relayed nodes, the extra energy consumption resulting from acting as a relay node should be carefully considered. In particular, two aspects should be designed when cooperative communication is jointly considered with the TPC method. First, the relay node must remain awake to receive the packets from the relayed node, but when the direct channel from the relayed node to the hub is in a good condition this extra awake period is a waste of energy. Therefore, choosing the relayed node(s) effectively could reduce unnecessary energy consumption. Second, relay node selection is of great importance in terms of the system lifetime. If the relay node is selected simply based on the channel condition or the distance to the hub node, some sensor nodes may run out of energy much quicker than the other nodes due to their heavy traffic load. Hence, the whole system lifetime is shortened. Considering the aforementioned two aspects, the following two-hop cooperative mechanism is proposed.

1. **Relayed node selection.** When the estimated channel gain in the next superframe ($\hat{G}_i(S+1)$) is below the Rx sensitivity, the corresponding sensor node is selected as a relayed node. The rationale for the selection is when $\hat{G}_i(S+1)$ is smaller than the Rx sensitivity, even if the transmission power is set to the maximum (0 dBm), the $\text{RSSI} = 0 + \hat{G}_i(S+1)$ would still be below the Rx sensitivity. Note that, the maximal number of the relayed nodes is limited by the length of DTP. If DTP is $q$ times longer than one SUI, then at most $q$ sensor nodes can be set as relayed node. Therefore, if more than $q$ sensors satisfy the above condition for relayed node selection, the $q$ sensors with the worst channel gains are selected.

2. **Relay node selection.** In this chapter, only one relay node is considered. Besides, to avoid some sensor nodes selected as relay nodes frequently, all sensor nodes
whose predicted channel gains are greater than the Rx sensitivity are the candidate for becoming a relay node. Then, the actual relay node is randomly selected from these candidates.

3. **Time slot scheduling for the relay node.** There is no additional action for a sensor node when the node is selected as a relayed node. But, there are some extra radio state transitions and packet relaying tasks for the selected relay node. Similar to the TPC decision broadcast, the relayed and relay nodes selection results are also embedded into the beacon packet. Upon receiving the beacon packet, all sensor nodes check whether they are selected as the relay node. If yes, the relay node would turn to the \( Rx \) state during the SUI(s) of the relayed node(s), and then relay the received packet(s) to the hub during RTP.

In short, at the start of each beacon period, the hub estimates the channel gains for each link based on the temporal autocorrelation model and performs the Algorithm 2 to optimize the transmission power and SUI scheduling for the next superframe. Moreover, if the two-hop cooperative option is selected, the relay and relayed nodes are selected to further improve the transmission reliability. Then all these optimal configurations in terms of TPC, DSS and two-hop cooperation are inserted into the beacon packet, which is broadcasted to all sensor nodes. At last, the sensor nodes adapt the transmission parameters based on the configuration information in the beacon packet.

### 6.4 Performance Evaluation

In this section, the performance of AAT is evaluated through simulations and compared with other transmission methods. To improve the authenticity of performance evaluation, the channel datasets collected from our measurement campaigns are imported into the simulation model to represent the variation of actual on-body channels in the daily scenarios. We compare the performance of the following methods with or without two-hop cooperation:

1. **Static scheme:** The hub does not control the transmission power level of the sensor nodes. The transmission power is fixed at a predefined value, e.g., 0 dBm, -3dBm, etc. In this section, we choose 0 dBm as the default transmission power level. Besides, the static scheme does not change the slot scheduling for all sensors. In other words, the permutation of SUIs is fixed after assigned randomly in the first superframe.

2. **Xiao’s scheme:** This the TPC method proposed in [20], which firstly investigates the potential benefits of the adaptive TPC in the context of WBANs. Xiao’s scheme adapts the transmission power level based on the variation of channel conditions. Specifically, the hub node alters the transmission power level according to the
feedback RSSI value obtained from the sensor node. The latest feedback RSSI value and previous average RSSI are jointly considered to estimate the new average RSSI ($\bar{R}$), and the new transmission power level is configured based on the comparison between the new average RSSI and two configured thresholds $T_H$ and $T_L$. If $\bar{R}$ drops below the lower threshold $T_L$, then the transmission power is doubled. If $\bar{R}$ is above the upper threshold $T_H$, the transmission power is reduced by a fixed constant. Based on different weighting configurations (i.e., $\alpha_u$ and $\alpha_d$) between the latest RSSI and previous $\bar{R}$, three TPC schemes: Conservative, Balance and Aggressive are designed for different applications with different requirements in terms of PLR and energy consumption. Considering the significant autocorrelation of on-body channels, the Balance scheme with $\alpha_u = 0.8$ and $\alpha_d = 0.8$ is picked as the TPC method for comparison.

3. AAT scheme: This is the adaptive transmission scheme we propose in this chapter. Unlike the Xiao’s scheme, a temporal autocorrelation model is adopted to adjust the weight between the latest channel gain and the sample mean of historical channel gains. Moreover, the permutation of SUIs is also taken into account to optimize the transmission power margin. In this section the two margin parameters, i.e., BasicMargin and GradientMargin, are set to 0.6 and 0.2, respectively.

4. Ideal scheme: In the ideal scheme, the hub knows all the channel gain information for the next superframe. Accordingly, the transmission power could be controlled at the best level, which not only avoids unnecessary energy waste but also keeps the PLR at the lowest level. This scheme is considered here to explore the upper bound of TPC approaches. Note that this method is infeasible for real WBAN systems because it assumes a perfect prediction of future states.

6.4.1 Simulation Model and Configurations

To evaluate the performance of the newly proposed adaptive transmission scheme, a comprehensive simulation model from wireless channels to the application layer is built based on the Castalia framework [139]. All the important default parameters of the protocol stack and hardware are listed in Table 6.3. On the wireless channel layer, the “TraceChannel” model is selected, in which the on-body channels are simulated by the channel dataset collected from our measurement campaign. As one channel dataset contains the channel gain variation in a time period of 3,600 seconds (1 hour), the simulation time is also set to 3,600 seconds. The functions of application and routing layers are relatively simple. The application layer generates sample data packets with the rate of “PacketRate”, and the routing layer forwards packets between application layer and MAC layer. In the MAC layer, the superframe length is set to 80 ms, and the length of one time slot is 5 ms.
Hence, one superframe consists of 16 time slots, in which the first two time slots are set as the RAP1 period, the middle 10 time slots belong to the DTP and the last 4 time slots are RTP. The 10 time slots in DTP are assigned to 5 sensor nodes, and the SUI for one sensor node is 2 time slots, i.e., 10 ms. Note that the length of the active time slot in RTP depends on how many sensor nodes are estimated to be in outage for the current superframe. If one sensor node is predicted to be in outage, only two slots in the RTP period is activated for the transmission from the relay node to the hub. If more than one sensor node is predicted to be in outage, then all 4 time slots would be activated. As for the radio layer, all the parameters are set based on a low power RF transceiver module: CC2420 [143]. Taking the overheads of different layers into account, the size of one data frame is 128 bytes (105+10+7+6), thus the transmission delay for one frame is \( \frac{128 \times 8}{250} = 4.096 \) ms. Taking the guard time and pSIFS into account, the sensor nodes only transmit one data frame in one time slot. Consequently, the sensor node transmits two data frames to the hub during its SUI.

### 6.4.2 Simulation Results

In this chapter three performance evaluation metrics are considered, namely PLR (Packet Loss Ratio), energy consumption and energy efficiency. Specifically, the PLR in this section presents the average PLR value of the five sensor nodes and the energy consumption refers to the sum energy consumed by the five sensors. The energy efficiency (in KB/J) is defined as the ratio of data received in the hub side and the total power consumed by the five sensors.

- **Adaptive Transmission without Cooperation**

We first compare the newly proposed AAT scheme with the static or other TPC schemes when the two-hop cooperative transmission is not used. By importing an example channel dataset, i.e., \( CD_1 \), into the simulation model. Figure 6.4 shows the performance of average PLR of the five sensor nodes when the Rx sensitivity of hub varies. It can be seen that the PLR rises quickly with the increase of the Rx sensitivity because more packets are dropped at low RSSI values. The ideal and static schemes achieve almost the same PLR performance, which is also the lowest among the four schemes. The lowest PLR value achieved by the ideal scheme is the upper bound for TPC approaches. The static method with the transmission power of 0 dBm achieves the best PLR performance, but at the price of a significant waste of energy, which will be illustrated later. The PLR performance of AAT is close to the ideal method and much lower than Xiao’s scheme due to the fact that AAT makes use of channel autocorrelation to adaptively adjust the transmission power and the SUI scheduling as explained before. Another observation is that the PLR gap between AAT and Xiao’s scheme becomes smaller with the increasing value of Rx sensitivity. In
Table 6.3: Simulation Parameters for AAT.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Application Layer</strong></td>
<td></td>
</tr>
<tr>
<td>PacketSize</td>
<td>105 bytes</td>
</tr>
<tr>
<td>PacketRate</td>
<td>25 Pkts/s</td>
</tr>
<tr>
<td><strong>Routing Layer</strong></td>
<td></td>
</tr>
<tr>
<td>PacketOverhead</td>
<td>10 bytes</td>
</tr>
<tr>
<td><strong>MAC Layer</strong></td>
<td></td>
</tr>
<tr>
<td>SuperframeLength</td>
<td>80 ms</td>
</tr>
<tr>
<td>SlotLength</td>
<td>5 ms</td>
</tr>
<tr>
<td>RAP1Length</td>
<td>10 ms</td>
</tr>
<tr>
<td>DTPLength</td>
<td>50 ms</td>
</tr>
<tr>
<td>RTPLength</td>
<td>20 ms</td>
</tr>
<tr>
<td>SUI</td>
<td>10 ms</td>
</tr>
<tr>
<td>pTIFS</td>
<td>0.03 ms</td>
</tr>
<tr>
<td>Data’s AckType</td>
<td>N-Ack</td>
</tr>
<tr>
<td>Control’s AckType</td>
<td>I-Ack</td>
</tr>
<tr>
<td>PacketOverheader</td>
<td>7 bytes</td>
</tr>
<tr>
<td><strong>Radio Layer</strong></td>
<td></td>
</tr>
<tr>
<td>DataRate</td>
<td>250 kbps</td>
</tr>
<tr>
<td>ModulationType</td>
<td>PSK</td>
</tr>
<tr>
<td>Bandwidth</td>
<td>20 MHz</td>
</tr>
<tr>
<td>CarrierFreq</td>
<td>2400.0 MHz</td>
</tr>
<tr>
<td>NoiseFloor</td>
<td>-101 dBm</td>
</tr>
<tr>
<td>Rx_sensitivity</td>
<td>-89 dBm</td>
</tr>
<tr>
<td>CCAthreshold</td>
<td>-95 dBm</td>
</tr>
<tr>
<td>SymbolsForRSSI</td>
<td>8 bits</td>
</tr>
<tr>
<td>InitialTxPower</td>
<td>0 dBm</td>
</tr>
<tr>
<td>FrameOverheader</td>
<td>6 bytes</td>
</tr>
<tr>
<td><strong>others</strong></td>
<td></td>
</tr>
<tr>
<td>SensorNumber</td>
<td>5</td>
</tr>
<tr>
<td>sensor’s initialEnergy</td>
<td>2430 J</td>
</tr>
<tr>
<td>Wireless Channel</td>
<td>TraceChannel</td>
</tr>
<tr>
<td>PLRBetweenSensors</td>
<td>0.02</td>
</tr>
<tr>
<td>SimulationTime</td>
<td>3600 s</td>
</tr>
</tbody>
</table>
other words, the performance advantage of the AAT scheme is more significant when Rx sensitivity is at a low level. For example, when the Rx sensitivity is -89 dBm, the PLR of AAT is 0.05434 while that of Xiao’s scheme is 0.08058, which is a 32.56% improvement in terms of PLR.

In WBANs, reducing the energy consumption is another challenge for wireless transmission. Figure 6.5 shows the energy consumption of five sensors as a function of Rx sensitivity, when $CD_1$ is imported to the simulation model. It can be seen from the figure that the energy consumption of all TPC methods rise with the increase of Rx sensitivity, but always below that of the static method. Combining Figure 6.4 and Figure 6.5, the static method achieve the best PLR performance at a heavy price of energy consumption. The ideal method consumes the least energy as it always sets the Tx power at the optimal level. The energy consumptions of AAT and Xiao’s scheme are between the static and the ideal method. Besides, the energy consumption of AAT is always below that of Xiao’s scheme, and the gap becomes bigger with the increase of Rx sensitivity.

In Figure 6.6, we provide the simulation results in terms of energy efficiency, which jointly consider the throughput and the consumed energy. Clearly, the ideal and the static methods achieve the best and the worst energy efficiency, respectively. The performances of AAT and Xiao’s method lie between those of the ideal and the static methods, and AAT exhibits a significant improvement in comparison with Xiao’s method. Moreover, with the increase of Rx sensitivity, the energy efficiencies of the four scheme decrease, and the gaps between them become narrower. This is mainly because that a higher Rx sensitivity leads to more packets loss, even though the maximal transmission power level is adopted.

All aforementioned figures are provided for the case in which only one channel dataset, i.e., $CD_1$, is imported. Simulations for other datasets are similar. Figure 6.7 shows the average energy efficiency improvement over the static method for the AAT and Xiao’s
Figure 6.5: Energy consumption vs. Rx sensitivity.

Figure 6.6: Energy efficiency vs. Rx sensitivity.
scheme. This figure shows the overall simulation results over all 16 channel datasets. Note that the energy efficiency improvement refers to the percentage improvement, compared to the static method in terms of energy efficiency. Clearly, AAT achieves a much better energy efficiency improvement (6.43%–10.28%) in comparison with the conventional Xiao’s method (0%–2.89%). Figure 6.7 also shows that the energy efficiency advantage of AAT is more significant when the Rx sensitivity is lower.

- **Adaptive Transmission with Cooperation**

As cooperative transmission and NC technologies are considered as promising methods for increasing the transmission reliability, we evaluate the performances when two-hop cooperation is considered. Specifically, we provide the performance comparison when two types of cooperative mechanisms are adopted. The first cooperative mechanism does not take the NC into account, and this mechanism is called non-NC cooperative mechanism. The sensor node(s) predicted to be in outage in current beacon period is (are) selected as the relayed node(s), and one relay node is chosen randomly from the other sensor nodes. The second cooperative mechanism (denoted as NC cooperative mechanism) explores the RLNC (Random Linear Network Coding) technology in the relay node. Specifically, the hub selects one relay node, which stays in the Rx state during the whole DTP period to receive the data packets from all other sensor nodes. Then, the relay node performs the RLNC operation on all received packets to generate NC packets. These NC packets are sent to the hub in RTP. One of the biggest advantages of the NC cooperative mechanism is the hub does not specify the relayed node(s), and data packets from all sensor nodes have the chance to be recovered by the successful two-hop cooperative transmission. For instance, if the sensor node transmits two packets during its SUI and the RTP is configured.
as two times of the length of one SUI. Then all loss equal or less than four packets in the DTP can be recovered by the successful transmission of four NC packets. However, the NC cooperative mechanism requires the relay node to stay in the active state during the entire DTP period, which increases the energy consumption.

By importing the channel dataset $CD_1$, Figure 6.8 shows the average PLR of sensor nodes with varying Rx sensitivity in the hub side. As expected, both non-NC and NC cooperative mechanisms significantly reduce the PLR in comparison with the case without cooperation (cf. Figure 6.4). From Figure 6.8, non-NC cooperative mechanism always has a better performance than the NC cooperative mechanism in terms of PLR. Moreover, the PLR gap between the curves becomes bigger with the increasing Rx sensitivity. Based on the simulation configurations listed in Table 6.3, the length of RTP is two times of the length of one SUI, and one sensor node sends two packets in its SUI. Hence, the relay node transmits at most four native or NC packets to the hub during the RTP period. In the NC cooperative mechanisms, if more than four packets are lost in the DTP, all lost packets could not be recovered because the degree of freedom is not sufficient [149]. Instead, in the non-NC cooperative mechanisms, the relay node could always recover the lost packets from the relayed node if the two-hop transmission is successful, regardless of the number of lost packets in one DTP. This is the main reason why the gap between non-NC and NC cooperative mechanisms is widened when the Rx sensitivity is increased.

Next, the energy consumption results are illustrated in Figure 6.9. As shown in this figures, the NC cooperative mechanisms consume much more energy compared to the non-NC cooperative mechanisms. The main reason is that, in the NC cooperative mechanisms, when the sensor is selected as the relay node, the relay node stays in the Rx state during the entire DTP to receive the data packets from the remaining sensors. In contrast, the relay node in non-NC cooperative mechanisms only wakes up during the SUI(s) of the
relayed node(s), which consumes less energy.

Figure 6.10 shows the energy efficiency when the two cooperative mechanisms are adopted. Clearly, compared to the NC cooperative mechanism, the non-NC method exhibits an advantage in terms of energy efficiency.

Similar to the cases without two-hop cooperation, we also provide the overall energy efficiency results over all 16 channel datasets. Figure 6.11 shows the average energy efficiency improvement of the “AAT+non-NC” scheme over the “AAT+NC” scheme. As shown in this figure, the non-NC cooperative mechanism achieves a much better energy efficiency in comparison with the NC cooperative mechanism for all collected channel datasets, and the improvement is enlarged (from 17.4% to 59.3%) with the increase of Rx sensitivity.
Figure 6.11: The energy efficiency improvement of the “AAT+non-NC” scheme over the “AAT+NC” scheme, when the Rx sensitivity varies.

Based on all above simulation results, we have the following observations. Firstly, our newly proposed AAT scheme is capable of improving the transmission reliability and at the same time reducing the energy consumption. Compared to the Xiao’s TPC scheme, AAT improves the performance in terms of PLR, energy consumption, and energy efficiency. Secondly, we find that, in the star topology network, using NC technology to assist the uplink two-hop transmission may not be a good choice. The newly proposed non-NC cooperative mechanism achieves a better PLR performance while consuming less energy.

6.5 Chapter Summary

In this chapter, we jointly consider transmission power control, dynamic slot scheduling and two-hop cooperative mechanism to achieve a better trade-off between transmission reliability and energy consumption. Motivated by the significant autocorrelation characteristic of on-body channels in the daily WBAN scenarios, we propose an Autocorrelation-based Adaptive Transmission (AAT) scheme which uses a temporal autocorrelation model to predict channel conditions. Then, the estimated channel conditions are used to optimize the transmission power level and the transmission order of all sensor nodes for the next superframe. AAT scheme is designed to be compatible with IEEE 802.15.6. We also evaluate the performance of the newly proposed scheme by importing the channel datasets collected from real WBAN daily scenarios into our simulation model. Simulation results demonstrate that the proposed method can effectively improve the transmission reliability while reducing the energy consumption. Moreover, we provide the performance evaluation when two-hop cooperative transmission is used to further reduce the PLR. Two types of cooperative mechanisms are compared, i.e., the non-NC mechanism we proposed for AAT
and the NC cooperative mechanism. Based on the evaluation results, the NC cooperative mechanism does not exhibit the advantage in all performance metrics, i.e., PLR, energy consumption, and energy efficiency. Hence, using NC technology to assist the uplink two-hop transmission may not be practical in the context of WBANs.
Chapter 7

Conclusions and Future Works

In this chapter, we summarize the works presented in this thesis and put forward several directions for further research.

7.1 Conclusions

This thesis has investigated the reliable, energy-efficient transmission protocols for WBAN systems. We carefully collect a large amount of channel gain data from real WBAN scenarios, and then study the characteristics of on-body channels based on these channel datasets. Based on the analysis of this data, we jointly consider network coding, aggregative allocation, dynamic slot scheduling, transmission power control, and cooperative communication to optimize the transmission parameters and behaviors.

Chapter 2 provides the state of art literature reviews with in-depth insights on WBAN systems, IEEE 802.15.6, adaptive transmission schemes, and network coding in WBANs. These background knowledge and related works are essential to understanding the issues related to this thesis and the state of art. Many works focus on the simple migration of existing schemes from other network systems (including WSNs, Ad-hoc, cellular networks, etc.) to the WBAN environment, without carefully taking the peculiarities of WBAN channels into account. Besides, there are limited works that optimize the transmission reliability and energy efficiency from the perspectives of real WBANs scenarios and practical transmission protocol stacks.

In order to capture the real channel information in the dynamic WBAN scenarios, a customized portable wireless transceiver is built from easy-assembled hardware components. In Chapter 3, measurements are conducted by the test subjects wearing multiple wireless transceivers in two typical dynamic scenarios: walking and daily scenarios. Based on these channel datasets, on-body channel characteristics, including body shadowing effect, cross-correlation, autocorrelation, and transmission outage, are analyzed. The analysis results confirm that body shadowing is a predominant factor for the signal attenuation in
the 2.4GHz ISM band. In the walking scenarios, a strong periodicity is observed due to the upper limbs’ swing. We also provide a detailed illustration of the RSSI variation and its corresponding walking phases. In daily scenarios with mixed activities, the outage analysis for on-body channels is provided from the perspective of outage duration, outage magnitude, and outage interval. The statistical results show that over 60% outage last longer than 10 ms, and the majority of outage magnitude (70.6%-82.5%) is smaller than 5 dB. The outage analyses provide the rationale for introducing cooperative communication and TPC technologies into WBAN systems. Moreover, the autocorrelation and cross-correlation of on-body channels are analyzed on both walking and daily scenarios. Interestingly, although the cross-correlation between on-body channels is not significant in the walking scenarios, the PLD (Path Loss Discrepancy) tends to remain big for a large proportion of time. This channel characteristic motivates us to propose a novel cross-layer transmission scheme to achieve a better balance between energy consumption and throughput in Chapter 4. As for the daily scenarios, we focus on the autocorrelation of on-body channels. Analysis results show that the autocorrelation of on-body channels is affected by many factors from the environment or the body tissue itself. However, overall, the on-body channel still exhibits a significant autocorrelation within a time lag of 500 ms. The works of Chapter 5 and Chapter 6 are motivated by the significant autocorrelation characteristic of on-body channels. Moreover, it is worthwhile to note that these channel datasets collected from real dynamic scenarios are imported into our simulation model to facilitate the performance evaluation.

In Chapter 4, we propose a novel cross-layer scheme, named A3NC, for WBAN walking scenarios. A3NC explores the combination of the aggregative allocation mechanism in the MAC layer and the analog network coding technique in the PHY layer. By comprehensive theoretical analyses of data rate, energy efficiency, and throughput balance, we demonstrate the upper bound and advantage of A3NC in the walking scenarios. Simulation results confirm that A3NC achieves a better trade-off between throughput and energy consumption, compared to the conventional approaches. To the best of our knowledge, this is the first work attempting to apply network coding to a spatially correlated WBAN system.

Starting from Chapter 5, we consider more completed dynamic WBAN scenarios, i.e., daily scenarios with mixed activities. We explore the dynamic slot scheduling method for daily WBAN scenarios. Dynamic slot scheduling does not require any extra hardware or software overhead on the sensor side. We propose a new DSS method, namely DSS-TA, which applies a temporal autocorrelation model to predict the channel condition for the future time slots. In DSS-TA, the slot scheduling problem is transformed into a minimum-cost bipartite matching problem, and the edges in the bipartite are weighted by the predicted average PLRs. DSS-TA is designed to be compatible with the IEEE 802.15.6 standard. Simulation results show that the DSS approach exhibits a great potential in decreasing the
PLR for daily scenarios. Moreover, we find that the superframe length is a key parameter which affects not only the upper bound of DSS methods but also the performance of the flipping and DSS-TA methods. There exist a superframe threshold for the flipping and DSS-TA methods. When the superframe length is shorter than the threshold, DSS-TA method is more effective than the flipping method. When the superframe length is longer than the threshold, DSS-TA almost remains the same performance with the flipping method. In the daily activity scenarios, the threshold is around 490 ms. Considering the packet latency requirement for the majority WBAN applications is below 250 ms, DSS-TA is a more feasible choice. As the transmission power level is a key parameter affecting both PLR and energy consumption. In Chapter 5, we also explore the effect of transmission power on the sensor side. In addition, we did not combine DSS-TA and A3NC in one WBAN architecture. Since A3NC is proposed for walking scenarios while the DSS-TA is designed for daily life scenarios, combining A3NC into DSS-TA requires more overhead to support the combination but is possible. For example, a human motion or posture recognition algorithm is needed to detect the nature of activity and trigger the A3NC, which may require extra acceleration sensors or designing new walking motion recognition algorithm based on RSSI variation feature. One advantage of DSS-TA is its simplicity, as it does not require extra relay nodes and most of the operation of DSS-TA is performed at the hub side. Addition of A3NC will increase the system complexity. Hence, by carefully designing motion recognition algorithm and considering the deployment of relay node, the combination of DSS-TA and A3NC might further improve the transmission performance not only in walking scenarios but also in daily life scenarios.

The work of DSS-TA assumes the transmission power level on the sensor side is fixed and remains the same for all sensor nodes. In Chapter 6, we jointly consider transmission power control, dynamic slot scheduling, and two-hop cooperative mechanism to achieve a better trade-off between transmission reliability and energy consumption for daily scenarios. Motivated by the significant autocorrelation characteristic of on-body channels, we propose an autocorrelation-based adaptive transmission (AAT) scheme which uses a temporal autocorrelation model to predict the channel condition in the next superframe. Then, the estimated channel conditions are used to optimize the transmission power level and the transmission order of all sensor nodes for the next superframe. The AAT scheme is designed to be compatible with IEEE 802.15.6. We also evaluate the performance of the newly proposed scheme by importing the real channel datasets into our simulation model. Simulation results demonstrate that the AAT method can effectively improve the transmission reliability while reducing the energy consumption. Moreover, we provide the performance evaluation when two-hop cooperative transmission is used to further reduce the PLR. Two types of cooperative mechanisms, i.e., the non-NC mechanism we proposed for AAT and the NC cooperative mechanism, are compared. Based on the evaluation results, the NC cooperative mechanism does not exhibit the advantage in all
performance metrics, i.e., PLR, energy consumption, and energy efficiency. Hence, using the NC technology to assist the uplink two-hop transmission may not be practical in the context of WBANs.

7.2 Future Works

Based on the works presented in this thesis, several issues remain open for possible future research.

1. With regard to the measurement campaigns, we only considered the on-body channels, and the number of sensors is limited to 5. Either enriching the types of WBAN channels, e.g., the channel from implant nodes to on-body nodes and the channels from on-body nodes to off-body nodes, or increasing the sensor number may provide new insights for the design of transmission system. Besides, each channel gain dataset used in the thesis is collected from a single WBAN deployed on one person. It is a challenging task to design and carry out the measurement campaigns when multiple WBANs coexist in a small area, and then collect effective channel information that could be used to analyze the interference and the potential of cooperative communication between different WBANs.

2. Interference mitigation is another research topic in the context of WBAN systems. As the PHY network coding technique (e.g., analogy network coding) mixes the received signals at PHY layer, it may provide a new insight to solve the severe interference problem when multiple WBANs overlap each other.

3. The priority of sensor nodes or traffic is not considered in this thesis. It is also an interesting research problem to take the traffic priority into account in designing adaptive transmission schemes.

4. In this thesis, adaptive transmission schemes consider the following transmission parameters: transmission power level, transmission order, adjustment between cooperation and non-cooperation. Other parameters, such as modulation type, channel hopping, and transmission data rate, are also promising to overcome the transmission challenges in WBAN systems. Besides, in this thesis, the contention-based MAC approach is only used for the transaction of control and management packets in a fixed time period, and schedule-based MAC approach is used to complete the transmission of data packets in the uplink. It would be an interesting research area if more transmission mechanisms and parameters are adaptively optimized to provide a more flexible transmission protocol for WBANs.
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