SAX-based decomposition of non-stationary power quality waveforms

M J. Afroni  
*University of Wollongong, mja763@uowmail.edu.au*

Darmawan Sutanto  
*University of Wollongong, soetanto@uow.edu.au*

D Stirling  
*University of Wollongong, stirling@uow.edu.au*

Publication Details

SAX-based decomposition of non-stationary power quality waveforms

Abstract
The Hilbert Huang Transform (HHT) is a powerful tool for Power Quality (PQ) classifications. One of the main advantages of the HHT is its ability to analyze non-stationary complex waveforms with very good time resolution. However, like other waveform classification techniques, it has difficulty in resolving the instant of sudden changes in the waveform. To overcome the above problems, SAX (Symbolic Aggregate Approximation) method is proposed to convert the signal into symbols which facilitates a pattern detector algorithm to identify the border of the stationary signals within a non-stationary signal. Results from simulations will be provided and discussed. © 2012 IEEE.

Keywords
stationary, quality, non, power, decomposition, sax, waveforms

Disciplines
Engineering | Science and Technology Studies

Publication Details

This conference paper is available at Research Online: http://ro.uow.edu.au/eispapers/280
SAX-based Decomposition of Non-Stationary Power Quality Waveforms

M. J. Afroni, D. Sutanto, Senior Member, IEEE, and D. Stirling, Member, IEEE

Abstract—The Hilbert Huang Transform (HHT) is a powerful tool for Power Quality (PQ) classifications. One of the main advantages of the HHT is its ability to analyze non-stationary complex waveforms with very good time resolution. However, like other waveform classification techniques, it has difficulty in resolving the instant of sudden changes in the waveform. To overcome the above problems, SAX (Symbolic Aggregate ApproXimation) method is proposed to convert the signal into symbols which facilitates a pattern detector algorithm to identify the border of the stationary signals within a non-stationary signal. Results from simulations will be provided and discussed.
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I. INTRODUCTION

Harmonics and other typical power quality events such as voltage sags and swells, transients and flickers have the potential to cause malfunctions and inefficiencies [1]. The operational and financial cost caused by disturbances in power supply quality can be very significant for many industries. Therefore, there is an increasing need for power quality monitoring and methods to decompose the signals to their components. [2, 3]. Some common methods have been used to decompose PQ events such as Fourier transforms, Fast Fourier Transform (FFT) [4], wavelets [5], and recently Hilbert Huang Transform (HHT) [6]. Each of these techniques has its strengths and weaknesses. While FFT performs very well when dealing with stationary periodic signals, it cannot work with non-stationary signals whose frequency, amplitude and phase vary over time. However, most of the issues in power quality are usually non-stationary and noisy in nature, such as swell and sag and harmonics which are usually varying in time. Some techniques have been developed to make FFT works for such non-stationary signals including the short-time Fourier transform (STFT) which use windowing technique to concentrate the FFT [7] on a smaller area of the whole signal. However, there is always a compromise between frequency and time resolution which is referred to as the Heisenberg inequality where $\Delta f \Delta t \geq 1/4\pi$ [8].

Wavelet uses techniques similar to STFT concentrating on some sections or windows of the signal but using window functions or wavelets such as Daubechies, Morlet wavelets [5], etc. The correct choice of wavelets can help in the detection and localization of the disturbances [9], [10]. However, the success of identifying PQ events relies to some degree on the choice of the wavelet [4] and once a wavelet function is chosen, it will have to be used to analyze all the data, and hence the wavelet analysis is not adaptive to varying disturbances.

HHT is a relatively new method to decompose signals into their components and are well suited for analyzing stationary and non-stationary signals. However, our preliminary results show that HHT has difficulties in identifying transition periods.

To overcome the above difficulties, this paper will propose a novel SAX algorithm which will be used to identify the transition times of the non-stationary signals. Once identified, each segment can be decomposed using HHT.

II. THE HILBERT HUANG TRANSFORM

A. Introduction to the Hilbert Huang Transform

The Hilbert Huang transform consists of two distinct processes. First the signal to be analyzed is decomposed using the Empirical Mode Decomposition (EMD) process into Intrinsic Mode Functions (IMFs) that have meaningful instantaneous frequency, amplitude and phase [11]. The EMD decomposes the signals into IMFs in such a way that the IMFs are sorted from the highest frequency to the lowest frequency, i.e., the first IMF contains the highest frequency of each event in the signal. Once the signal is decomposed into IMFs, the Hilbert Transform can then be applied to each IMF giving the instantaneous magnitude and instantaneous frequency vs. time. This combination of the EMD process and the Hilbert transform is known as the HHT. The HHT is well suited to non-linear and non-stationary time series data and thus is the perfect candidate for PQ event classifications. Further, the HHT method provides intuitive visual information of the frequency and magnitudes contained in the signal, unlike the Wavelet Transform.

B. Empirical Mode Decomposition (EMD) [12]

The first step in applying HHT is to decompose the signal $S(t)$ into IMF(s) by using the EMD process. As the signal is being decomposed, each IMF has to satisfy the following conditions [7].
(a) There is exactly one zero between any two consecutive local extrema.
(b) The "local mean" have to be zero.

The steps to carry out the EMD process are as follows [6]:
1. Find out local maxima and minima of the signal S(t)
2. By using cubic spline interpolation, connect all of the maxima to get maxi ma envelope \( C_{\text{max}}(t) \) and connect all of the minima to get minimum envelope \( C_{\text{min}}(t) \).
3. Calculate the mean of the two envelopes
\[
C_{\text{mean}}(t) = \left( C_{\text{max}}(t) + C_{\text{min}}(t) \right) / 2
\]
4. Calculate the first potential IMF known as a proto-mode function \( P_{\text{prot}}(t) \),
\[
P_{\text{prot}}(t) = S(t) - C_{\text{mean}}(t).
\]
5. Test whether \( P_{\text{prot}}(t) \) meets the requirements to be an IMF; if yes, then the IMF \( \phi(t) = P_{\text{prot}}(t) \). If not repeat steps 1 - 4 on \( P_{\text{prot}} \) until it becomes an IMF.
6. Calculate the first residue \( r_1(t) \),
\[
r_1(t) = S(t) - \phi(t)
\]
7. Test whether the maximum amplitude of the residue is below a threshold or the number of local maxima or minima less than four, if so terminate the EMD process, otherwise repeat steps 1 - 6 on the residue \( r_i(t) \).

Fig. 1 provides a simple illustration of the EMD process. The maxima and minima of the signal \( S(t) \) is first obtained using the spline interpolation, the means of these splines are then found and subtracted from the \( S(t) \) giving \( P_{\text{prot}} \), shown in Fig. 1(b) which is not yet an IMF, because its local mean is not zero. The above steps need to be repeated to process \( P_{\text{prot}} \) so that it satisfies the condition to be the first IMF. After 5 iterations, the first IMF is obtained as shown in Fig 1(c) where the conditions for being an IMF are met: (i) there is one zero between any two consecutive local extrema and (ii) the local mean is zero.

Once all the IMFs are obtained, each of the IMFs is then processed by the Hilbert Transform.

**C. The Hilbert Transform**

The Hilbert Transform (HT) [13], [14] of an IMF \( x(t) \) of the continuous variable \( t \) is defined as:
\[
H[x(t)] = \frac{1}{\pi} \int_{-\infty}^{\infty} \frac{x(\tau)}{\tau - t} \, d\tau
\]
where: \( P \) is the Cauchy Principal Value integral

It can be shown that, the Hilbert transform of a signal effectively produces an orthogonal signal that is phase shifted by 90 degrees from the original signal independent of the frequency of the signal [14].

Defining a signal \( z(t) \) as:
\[
z(t) = x(t) + H[x(t)] = x + j \, y = a(t) \, e^{i \theta(t)}
\]
The instantaneous frequency and amplitude of \( z(t) \) can be calculated as follows [13], [14]:

**Instantaneous Amplitude**
\[
a(t) = \sqrt{x^2 + y^2}
\]

**Instantaneous Phase**
\[
\theta(t) = \arctan \left( \frac{y}{x} \right)
\]

**Fig. 1.** The EMD process on a simple signal. (A) the signal to be processed with its maxima and minima, (B) the first proto-mode function, (C) the first IMF obtained.

**Instantaneous Frequency**
\[
a(t) = \frac{d\theta}{dt}
\]

In this way, the HT on a signal \( x(t) \) produces its instantaneous magnitude, frequency and phase.

For stationary signals, to avoid the end-effects from the spline interpolation, in our simulation, the first and the last cycle of the HT result are not used and the amplitude, frequency and phase of the signal are calculated as constants which are equal to the means of the instantaneous amplitude, frequency and phase over the remaining part of the signal.

**D. Applying HHT to a stationary Power Quality waveform with harmonics**

Table I shows the results from applying HHT to \( S(t) \) in (9):
\[
S(t) = \sin(2\pi 50t + 30^\circ) + 0.33 \sin(2\pi 150t + 30^\circ) + 0.09 \sin(2\pi 550t + 30^\circ)
\]
Table I shows that the results are very accurate in determining the instantaneous magnitude, frequency and phase.

<table>
<thead>
<tr>
<th>( A )</th>
<th>( f )</th>
<th>( g )</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.09</td>
<td>550</td>
<td>30</td>
</tr>
<tr>
<td>0.33</td>
<td>150</td>
<td>31</td>
</tr>
<tr>
<td>1.00</td>
<td>50</td>
<td>31</td>
</tr>
</tbody>
</table>

**E. Applying HHT to a stationary Power Quality waveform containing Flicker**

The HHT is applied to a flicker disturbance described by the amplitude modulated signal given in (10):
\[
S(t) = \sin(2\pi f_1 t)(1 + 0.2\sin(2\pi f_2 t))
\]

where:
\( f_1 \) = fundamental frequency set at 50 Hz and amplitude of 1pu
\( f_2 \) = amplitude modulation frequency set at 48 Hz resulting in a flicker frequency of 2Hz and amplitude of 0.2pu.

Fig. 2 shows the signal \( S(t) \) and its IMFs, and Fig. 3(A) and (B) show the instantaneous amplitude and frequency of the resulting IMFs. Fig. 2 shows that the first IMF is the fundamental signal and the second IMF is the flicker waveform. Fig. 3 shows that HHT has correctly identified the fundamental and flicker signal instantaneous frequency and amplitude.
III. NON-STATIONARY SIGNAL

A. Applying HHT to a non-stationary Power Quality waveform with harmonics

The HHT is applied to a signal containing harmonics given by:

\[ S(t) = \begin{cases} 
\sin(2\pi 50t_1) + 0.33\sin(2\pi 150t_1), & 0 \leq t_1 < 0.1s \\
\sin(2\pi 50t_2) + 0.2\sin(2\pi 250t_2), & 0.1 \leq t_2 < 0.2s 
\end{cases} \] (11)

The signal \( S(t) \) and the resulting IMFs obtained from the EMD process are given in Fig. 4. The associated instantaneous amplitudes and frequencies obtained from HT are given in Fig. 5.

It can be observed in Fig. 5, that although the HHT method can obtain automatically the instantaneous amplitude and frequency of both segments in the non-stationary signal (with segment 1 identified having freq = 50Hz and 150Hz with the instantaneous amplitude of 1pu and 0.33pu and segment 2 having freq = 50Hz and 250Hz with the instantaneous amplitude of 1pu and 0.2pu respectively), overshoot and ambiguity occur around the transition/discontinuity area.

Fig. 4. The resulting IMFs of a harmonic signal \( S(t) \)

B. Applying HHT to a non-stationary Power Quality signal containing harmonics and voltage sag

Fig. 6(A) shows a harmonic signal (with 50 Hz and 250 Hz components and amplitudes of 1pu and 0.2pu respectively), with a sag occurring at 0.1sec for 5 cycles at 50% of the original magnitude of each frequency. The signal \( S(t) \) was decomposed into its components and Fig. 6(B) and 6(C) show the IMFs of signal \( S(t) \). Fig. 7 shows the HT of the resulting IMFs. Again it can be observed that the HHT has correctly identified the instantaneous amplitudes and frequencies each segment but overshoot and ambiguity occur around the instants of sudden changes in the waveform.

Fig. 5. The resulting instantaneous amplitude and frequency of a harmonic signal.

Fig. 6. The EMD process on a signal with harmonics and sag. (A) The signal \( S(t) \), (B) The first IMF of \( S(t) \) which contains the 250 Hz component of the signal, (C) The second IMF of \( S(t) \) containing the 50 Hz component

Fig. 7. (A) Instantaneous Amplitudes, (B) Instantaneous frequencies from the HT of IMFs in Fig. 4.

C. Windowing Method to overcome ambiguity at transitions

To overcome the ambiguity at the instant of transition, a windowing technique was developed. To identify the boundaries, the HHT is performed over a portion of the signal \( S(t) \), say from 0.0-0.02, 0.02-0.04 sec and so on. If a sudden change in frequency or amplitude is detected in the first IMF then the point where the change occurred is marked as a border for a window. In this example 0.1 sec would have been marked as such a border. Having the border information, the signal decomposition could then be performed by using the
HHT again from 0.0 - 0.1 sec. Then the process starts again from 0.1-0.2 sec. The result of the windowing technique for signal S(t) in (11) is shown in Fig. 8. Since the boundary has been detected, again the first and the last cycle can be eliminated and the amplitude, frequency and phase of the HT can be calculated as constants and equal to the means of the instantaneous amplitude, frequency and phase respectively over the remaining part of each stationary signal.

Fig. 8 show the two distinct segments for the instantaneous amplitude and frequency plots for the signal S(t) given in (11). IMF1 produces a signal with amplitude = 0.33pu and frequency = 150Hz from 0 to 0.1 sec and then a second signal with amplitude = 0.2pu and frequency = 250Hz from 0.1 sec to 0.2 sec. IMF2 produces a constant signal with amplitude = 1pu and frequency = 50Hz from 0 – 0.2 sec.

![Fig. 8. The result from the Windowing Technique](image)

To demonstrate further the usefulness of this technique, the HHT method with windowing technique is applied to a non-stationary signal which contains 3 segments of stationary signal as shown in table II. The non-stationary signal is sampled at a sampling period \( t_s = 2.10^{-3} \) sec to obtain 1500 sample points with the boundary of the first and second segment occurring at \( t_1 = 0.10 \) sec and the boundary of the second and third segment occurring at \( t_2 = 0.20 \) sec as shown in Fig. 9(A).

By using the windowing technique, the boundaries are detected at \( t_1 = 0.100 \) sec and \( t_2 = 0.200 \) sec. The plot of the detected amplitudes and frequencies of the non-stationary signal by using HHT are shown in Fig. 9(B) and 9(C). The value of detected amplitudes and frequencies are shown in Table III.

![Fig 9 (A) The non-stationary Signal (B) The identified amplitude (c) The identified Frequency](image)

While the windowing technique can solve the ambiguity issues associated with the instant of transitions occurring at the end of a cycle, the windowing technique of HHT may have difficulties when the instants of transitions occur in between the cycle.

IV. THE SAX ALGORITHM FOR NON-STATIONARY SIGNAL

A. Introduction

To obtain the instants when there are sudden changes at any point in the waveform, a new symbolic aggregate approximation (SAX) analysis is used in this paper, in which the signal is converted into a series of symbols. A pattern detection algorithm is used to identify the instants when the pattern changes. Once the instants of sudden changes have been identified, the non-stationary signal could then be divided into a sequence of stationary signals. The HHT could then be applied to decompose each of the stationary signals.

B. The Algorithm

For a time series C of length n with the elements \( c_1, c_2, ..., c_n \), the SAX representation [15] of C can be obtained by normalizing the n-dimensional time series data and then converting it into a w-dimensional time series D that has the elements \( d_1, d_2, ..., d_w \) according to Eq.(12). Typically, \( w \ll n \).

\[
d_d = \frac{w}{n} \sum_{j=1}^{n} c_j
\]

where \( w = \) window size \( n = \) length of the signal

This simple representation is known as Piecewise Aggregate Approximation (PAA), which is the first step in obtaining the SAX representation. The next step is to transform the lower dimensional time series D to a number of equiprobable symbols assuming Gaussian distribution since normalized time series data usually show a highly Gaussian distribution characteristic [16].

To have the equiprobable symbols, equal sized areas under Gaussian curve need to be determined by defining breakpoints which will divide the curve to equiprobable regions.

To convert the PAA representation of a time series to symbols containing alphabets of “a” symbols, then \( (a-1) \)

<table>
<thead>
<tr>
<th>Fundamental, 3rd and 5th harmonic</th>
<th>Fundamental, 5th and 11th harmonic</th>
<th>Fundamental, 3rd and 9th harmonic</th>
</tr>
</thead>
<tbody>
<tr>
<td>0s ≥ 0.099sec</td>
<td>0.10s ≥ 0.1098s</td>
<td>0.20s ≥ 0.309s</td>
</tr>
<tr>
<td>A</td>
<td>f</td>
<td>q</td>
</tr>
<tr>
<td>282.84</td>
<td>50</td>
<td>0</td>
</tr>
<tr>
<td>93.34</td>
<td>150</td>
<td>0</td>
</tr>
<tr>
<td>40.41</td>
<td>350</td>
<td>0</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Fundamental, 3rd and 5th harmonic</th>
<th>Fundamental, 5th and 11th harmonic</th>
<th>Fundamental, 3rd and 9th harmonic</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>f</td>
<td>q</td>
</tr>
<tr>
<td>282.5</td>
<td>50</td>
<td>0</td>
</tr>
<tr>
<td>92.90</td>
<td>150</td>
<td>0</td>
</tr>
<tr>
<td>40.20</td>
<td>350</td>
<td>1</td>
</tr>
</tbody>
</table>

832
number of breakpoints have to be determined in order to
divide the region under the Gaussian curve to “a” equally
sized areas. The breakpoints are a sorted list of numbers $B = 
\beta_1, \ldots, \beta_{n+1}$ such that the area under a Gaussian 
curve from $\beta_i$ to $
\beta_{i+1} = 1/a$. Table IV shows a statistical table containing 
breakpoints that divides a Gaussian distribution in an arbitrary 
number [15].

<table>
<thead>
<tr>
<th>$\beta$</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
</tr>
</thead>
<tbody>
<tr>
<td>$b_1$</td>
<td>-0.43</td>
<td>0.67</td>
<td>-0.84</td>
<td>0.67</td>
<td>0.84</td>
</tr>
<tr>
<td>$b_2$</td>
<td>0.43</td>
<td>0</td>
<td>0.27</td>
<td>0.27</td>
<td>0.84</td>
</tr>
</tbody>
</table>

Fig 10 shows an example of a time series which need to be
discretized to a PAA approximation using window size $w = 
10$. The discrete representation then are symbolized using an
alphabet of three symbols ($a=3$). For this, two or (a-1) 
breakpoints can be determined by looking at Table IV, which 
are $\beta_1 = -0.43$ and $\beta_2 = 0.43$. ($\beta_b$ and $\beta_s$ are defined as <0
and>, respectively).

The concatenation of symbols from the PAA representation
is called the SAX word, the total number of symbols used in
SAX word is called word size, and the total number of discrete
symbols possible is called alphabet size.

V. THE NON-STATIONARY SIGNAL DECOMPOSITION USING
SAX-BASED DECOMPOSITION

To test the ability of SAX – based HHT algorithm to
decompose a non-stationary harmonic signal, the same non-
stationary signal as shown in Fig. 9 will be used. The details
of each segment in the non-stationary signal are shown in
Table II. The instants of the transitions are chosen as: $t_1 =
0.1016$ sec and $t_2 = 0.2014$ sec. The non-stationary harmonic
signal, whose frequency, amplitude and phase change over

time, is first converted to SAX representation to determine the
boundaries of each segment. The boundaries locations need to
be evaluated to divide the non-stationary signals to segments
containing stationary signals only. Once obtained, each of the
segments of stationary signals can then be decomposed using the
decomposition method. The resulting SAX representation
for the non-stationary signal is shown in Fig. 11.

In this paper, a window size of 1 ($w=1$) is used, that means
the 1500-points signal will be converted to a PAA
approximation of 1500 windows, each containing 1 data point.
The whole time series will then be represented by a SAX word
containing 1500 characters. To improve the accuracy, 94
different alphabets are used and hence the alphabet size is 94.

As the stationary signals in each time segment are periodic,
the time series word for each period is repeated after each
cycle of the SAX word representation. The word representing
a cycle of signal can then be determined accordingly. For
example, in Fig. 11, each cycle is a word with 100 characters.

To facilitate the comparison process of the symbols, each of
the SAX alphabets is given a numeric value, for example $a=1, 
b=2$ and so on.

Then a SAX boundary detector algorithm is carried out to
find the boundary time for each segment using a cycle by
cycle comparison of the SAX numeric value within the word.

The criteria using the Euclidean distance of the two
consecutive cycles is used to determine the boundary point. If
the Euclidean distance of the two consecutive cycles is greater
than zero at location $n$, then the boundary point is $n$.

For example, consider the SAX words of the two time
series $S_1(n)$ and $S_2(n)$ from two consecutive cycles of the
above signal given in Table V. The locations of the SAX
symbol in the first and second time series are $n_1$ and $n_2$; and
the symbols in each time series are given by $b_1$ and $b_2$
respectively. The numerical values of each alphabet and the Euclidean
distances are also given.

The criterion to determine the boundaries is by using the
Euclidean distances of two points on two consecutive cycles.
If the Euclidean distance of the points is greater than zero,
then the boundary are located at the point on the later cycle.

Using the above criterion, the boundaries are detected at $n_1 =
509$ and $n_2 = 1008$ as indicated in Table V. These points in
SAX representation coincide with: $t_1 = 0.1016$ sec and $t_2 =$

![Fig 10. The process to discretize the time series or signal (thin black line) to obtain a PAA approximation (heavy gray line) and then to convert the PAA coefficients into symbols (bold letters) by using the predetermined breakpoints. In the example above, with $n = 80, w = 10$ and $a = 3$, the signal is mapped to an word-size of 8 SAX representation "chaaacbcb", adapted from [15]. Having converted the non-stationary signal into SAX representation, the patterns or motifs of repeating symbols could then be detected from which the time when the pattern changes denote the boundary time for each stationary signal.](image-url)

![Fig 11. The SAX Representation of the Signal](image-url)
0.2014 sec and are the actual boundaries specified. The period of each cycle is 0.02 sec in the original signal.

Once the instants of transitions are found, the signal is applied to HHT as three separate stationary segments and the result is given in Table VI. Table VI shows that the HHT has correctly identified the amplitude, frequency and phase of each segment.

VI. CONCLUSION

The paper has described the Hilbert Huang technique for use in decomposing power quality waveforms. The results from the simulation show that the HHT method can determine accurately the instantaneous amplitude, frequency and phase of both stationary and non-stationary power quality waveforms. However, ambiguity at the instants of transitions cannot be avoided. While windowing technique can alleviate the issues of ambiguity at the transition points, boundary detection using SAX algorithm has been found to be effective in determining accurately the transitions points in a non-stationary signal allowing the non-stationary signal to be divided into segments containing only stationary signals.

<table>
<thead>
<tr>
<th>Table V</th>
<th>THE SAX WORD FOR TWO CONSECUTIVE CYCLES</th>
</tr>
</thead>
<tbody>
<tr>
<td>$s_1(t_{\text{c}})$</td>
<td>$s_2(t_{\text{c}})$</td>
</tr>
<tr>
<td>$m_1$</td>
<td>$n_1$</td>
</tr>
<tr>
<td>500</td>
<td>77</td>
</tr>
<tr>
<td>500</td>
<td>80</td>
</tr>
<tr>
<td>500</td>
<td>75</td>
</tr>
<tr>
<td>500</td>
<td>77</td>
</tr>
<tr>
<td>500</td>
<td>75</td>
</tr>
<tr>
<td>500</td>
<td>80</td>
</tr>
<tr>
<td>500</td>
<td>77</td>
</tr>
<tr>
<td>500</td>
<td>75</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Table VI</th>
<th>RESULT OF HHT DECOMPOSITION OF THE SIGNAL</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fundamental, 3rd and 5th harmonic</td>
<td>Fundamental, 5th and 11th harmonic</td>
</tr>
<tr>
<td>$A_{1}$</td>
<td>$f_{1}$</td>
</tr>
<tr>
<td>242.39</td>
<td>50</td>
</tr>
<tr>
<td>93.76</td>
<td>150</td>
</tr>
<tr>
<td>40.44</td>
<td>350</td>
</tr>
</tbody>
</table>
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